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ABSTRACT

This thesis investigates auditory and speech psoogsin Specific Language
Impairment (SLI) and dyslexia. One influential the@f SLI and dyslexia postulates
that both SLI and dyslexia stem from similar ungegd sensory deficit that impacts
speech perception and phonological developmeningad oral language and literacy
deficits. Previous studies, however, have shown ttiiese underlying sensory deficits
exist in only a subgroup of language impaired iidlials, and the exact nature of these

deficits is still largely unknown.

The present thesis investigates three aspects difoagphonetic interface: 1) The
weighting of acoustic cues to phonetic voicing casit 2) the preattentive and attentive
discrimination of speech and non-linguistic stimatid 3) the formation of auditory
memory traces for speech and non-linguistic stinmiliyoung adults with SLI and
dyslexia. This thesis focuses on looking at botividial and group-level data of
auditory and speech processing and their relatipnghith higher-level language
measures. The groups of people with SLI and dyaslexo participated were aged
between 14 and 25 and their performance was couhpara group of controls matched

on chronological age, 1Q, gender and handedness.

Investigations revealed a complex pattern of behavi The results showed that
individuals with SLI or dyslexia are not poor ascliminating sounds (whether speech
or non-speech). However, in all experiments, theae more variation and more outliers
in the SLI group indicating that auditory deficiteay occur in a small subgroup of the
SLI population. Moreover, investigations of the exaature of the input-processing

deficit revealed that some individuals with SLI bdess categorical representations for
speech sounds and that they weight the acoust& tcuphonemic identity differently

from controls and dyslexics.
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1. Thesis outline

The main objective of this thesis is to investigateditory-phonetic processing in
Specific Language Impairment (SLI) and dyslexiar Bos reason, | cover the main
aspects of how speech is perceived, how speeclepgigne develops in early infancy
and what is known about the relationship betweemetdevel input-processing and

linguistic deficits, such as SLI.

In the theoretical part of the thesis, | startloffdescribing the nature and characteristics
of SLI (Chapter 2) and dyslexia (Chapter 3). | esvithe main theories of the underlying
causes of SLl/dyslexia focusing mainly on auditprpcessing and its causal role in
these impairments. After establishing that, | déscrthe theoretical framework of
speech perception and the development of phon@bgategories (Chapter 4). Specific

goals and objectives of the experimental part efttiesis are provided in Chapter 5.
2. Specific Language Impairment

2.1 Introduction

The vast majority of children acquire language miéssly and quickly and continue to
do so throughout childhood and early adolescenceveer, for about 7% of English

speaking children this almost automatic task otuatg a language does not follow the
normal course. Specific Language Impairment (S&1a idevelopmental disorder where
children lag behind their peers in language pradacand comprehension without any
apparent reason (Bishop, 1997). SLI by definitismot secondary to the factors that
usually induce language problems, such as focah begion or traumatic brain injury,

hearing loss or even environmental factors. Funtioee, in SLI the language problems
occur without any other apparent cognitive impamméhat is, despite relatively normal
non-verbal intelligence. Therefore, SLI is diagribbg itsspecificityto language (for a

review see Leonard, 1998).
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Generally, certain core areas of language, suctyri®x, morphology and phonology
are impaired in SLI. Furthermore, in addition tedh linguistic deficits, many children
show persisting word-finding and vocabulary diffiees or even communicative (or
pragmatic) impairments. However, these differeninpgonents of language are not
impacted to the same degree in all children, regulin relatively heterogeneous
linguistic profiles in SLI.

Outside this linguistic heterogeneity, some SLIldrdein also show co-occurring deficits
in areas of functioning that seem to require littteno language ability. These non-
linguistic weaknesses include deficits in auditperception, cognitive functions and
even in motor abilities (Bishop, 1997; Leonard, 899n auditory perception, impaired
processing of the incoming acoustic signal can demntified in some SLI children.

However, not all children with SLI show this defi¢van der Lely, Rosen & Adlard,

2004; McArthur & Bishop, 2005). In addition to the-occurring auditory deficit, many
SLI children are notoriously poor in non-word repenh and sentence recall which
could indicate problems in phonological short-temmemory (PSTM) (Gathercole &

Baddeley, 1990) and they also show weaknesses mtalmepresentation and symbolic
play (Leonard, 1998).

However, the behavioural and electrophysiologiehdn these co-occurring deficits is
inconclusive. There is an increasing body of evigernhat these deficits do not
systematically appear in conjunction with SLI (Bigh Carlyon, Deeks, & Bishop,

1999; Rosen, 2003). In order to investigate theéedging causes of SLI we need to
understand linguistic and non-linguistic heterogigmeTherefore, first, we need a
through description of the characteristics of Siirtvestigate how these linguistic and
non-linguistic deficits relate to each other.

12



2.2 Characteristics of SLI

Children with SLI generally acquire their first vasr later than typically developing
children. They produce fewer utterances and ocoallio even errors that are
uncommon in children with normal language. Howeu&e linguistic problems in

children with SLI are particularly prominent in tan components of grammar, that is,

in syntax, morphology and phonology.

In the following Sections, | review the linguistrofile in SLI with respect to these

three components and describe the non-linguisficittefound in SLI.

2.2.1 Syntax

Children with SLI have difficulties in understandinf complex grammar. This deficit is
apparent in situations where they have to relylgale the syntactic information, that is,
in situations where semantic and pragmatic knowdedgcannot guide them.
Comprehension and production of complex grammae ten widely investigated by
van der Lely and her colleagues (van der Lely &l®trk, 1997; van der Lely, 2005;
Marshall & van der Lely, 2006). Van der Lely argubat children with SLI (or a sub-
group of children with SLI, see below Section 2)4have particular difficulties with
structural relations involving non-local syntaatiependencies. Van der Lely (2005) has
argued that the syntactic deficit is characterizgdmpairment in structures that involve
“movement” (e.g., reversible passives) and/or “mgt (pronominal sentences). These
structural difficulties manifest as impaired temsarking, assignment of thematic roles
in passive sentences, wh- questions, and relatwses. Furthermore, SLI children also
show weaknesses in marking subject-verb agreenmehinapronominal and anaphoric
reference assignment (Bishop, 1979; Leonard, 1985;der Lely & Stollwerck, 1997;
van der Lely & Ullman, 2001; van der Lely & BatteR003; Montgomery & Evans,
2009). For example, in a sentendewgli says Baloo bear is tickling him/himseSLlI
children have been reported to show difficultiegedmining who him/himself refers to
(Mowgli or Baloo bear) and in a senteridee boy was pushed by the gisLI children

often fail in interpreting of “who does what to wht

13



These syntactic deficits are observed not onlynglish but in other languages such as
in French, Greek, Hebrew and Italian (JakubowicasiN Rigaut, & Gérard, 1998;
Friedmann & Novogrodsky, 2004; Adani, Guasti, & w@er Lely, 2006; see Leonard,
1998 for a review).

2.2.2 Morphology

In addition to these marked syntactic difficultiekjldren with SLI have weaknesses in
inflectional morphology resulting in the omissiohregular past tense suffsedand &
person singular suffix-s in obligatory contexts, (Rice & Wexler, 1996; Maad &
Lely, 2006) or they use these suffixes in inappadprcontexts (van der Lely & Battell,
2003).

There are two opposing views concerning the meshamithat underlie regular and
irregular English past tense formation. On one antaegular suffixed forms are stored
and processed in the same way as irregular pas ferms, within a single associative
system, that is, through stored full-form repreagons (Joanisse & Seidenberg, 1999).
In contrast, the dual mechanism model (Pinker, 1@®ims that regular and irregular
past tense formation is governed by two distingnitive mechanisms. According to the
dual mechanism model, regular past tense inflecienachieved by applying
combinatory rulesgdd —ed that decompose inflected word forms into morpgadal
constituents, whereas irregular forms (esing — sany are processed associatively
(Pinker & Ullman, 2002).

If the production of irregular past tense is demgran associative lexical memory, and
the production of regular forms is not, then oneuldoexpect lexical factors (such as
item frequency) to affect irregular but not regdlaams (van der Lely & Uliman, 2001).
Because the majority of English-speaking SLI clefdproduce a substantial number of
bare stem forms in obligatory past-tense context.,(*Yesterday | wall, it has been

suggested that there is an impairment in the satfbr rule in SLI (Pinker, 1991, van
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der Lely & Ullman, 2001). To test this hypothesign der Lely and Ullman (2001)
investigated past tense production in childrenk@saup of SLI children, namely in the
Grammatical (G)-SLI, and in three groups of langagatched controls. They found
two surprising patterns in the data. Firstly, th&Q3 group failed to show the advantage
for regular verbs over irregulars that control dreh showed. Secondly, for the G-SLI
group, item frequency affected the regular passédnrmation —a pattern not observed

in the controls.

On the basis of these findings, van der Lely anlenbih (2001) concluded that regular
past tense formation is rule-governed and that ghféxation rule is impaired in SLI.
Furthermore, they claimed that SLI children relystaring regular past tense forms in

lexical memory, hence the frequency effect for taguerbs.

Further evidence for the claim that SLI childreorstboth regular and irregular forms is
provided by van der Lely and Christian (2000) andrdhall and van der Lely (2006).
Van der Lely and Christian (2000) investigated coomgl-formation in SLI and

reported that G-SLI children used both regular arebular plurals inside compounds
(*rats-eater, mice-eater), indicating that both irreguderd regular forms are stored
similarly and thus available for same morphologigedcesses. This pattern of regular

plural inside compounds is very rarely observetycally developing children.

Moreover, Marshall and van der Lely (2006) investiagl the role of phonotactics in past
tense formation. They argued that if children appiynorphological rule in forming the
regular past tense then the phonotactic propediies word (e.g., cluster frequency)
should not affect their performance. However, ifidien store these past tense forms,
phonotactic properties should have an effect orufeeof past tense forms. Marshall and
van der Lely (2006) found that phonotactic promsrtiof the verb can affect the
mechanisms of regular past tense formation in G-Bhéy noticed that G-SLI children
were more likely to omit past tense forms contagrphonotactically illegal clusters (and

hence less frequent), an effect, again, not obderveypically developing children.
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2.2.3 Phonology

Children with SLI children are generally delayed aonquiring the segments of the
language (i.e., their native language phonemes)eaddup with proportionally smaller

phonological inventories (Fee, 1995; Rescorla &negt1996). However, despite the
smaller phoneme inventories, the general order mmchv these native language
phonemes are acquired usually tend to follow theesaevelopmental path as in
typically developing children (Rescorla & Ratner9986; Leonard, 1998). One

possibility is that these phonological limitatiossse from deficits in the sub-segmental
level, for example, from impaired or inaccurate darction of distinctive features

(Chomsky & Halle, 1968). Several studies adoptesl dpproach but failed to find any
systematic error patterns in the SLI data (Leona®d3; Schwartz, Leonard, Folger, &
Wilcox, 1980) (See more on distinctive feature€hapter 4).

In aspects of phonological processing, many childvegh SLI are also notoriously poor
at repeating novel sequences of sounds, i.e. inward repetition (Gathercole &
Baddeley, 1990; Bishop, North, & Donlan, 1996). &&te repetition of non-words
requires the ability to retain a phonological reergation of the non-word in
phonological short-term memory (PSTM) because sgp&tions of these novel forms
are unlikely to be memorized. PSTM is characterizsd a temporary store of
phonological information that is essential for tHermation of phonological
representations and play a role in vocabulary agweént. A usual pattern is that the
repetition accuracy deteriorates when the numbesyli@ibles in non-words increases,
and this hits the SLI children especially hard (@atole & Baddeley, 1990; Bishop et
al., 1996). These findings lead to a conclusion ¢thddren with SLI have limited PSTM
capacity, and that this deficit in PSTM restri@sital learning and can impact grammar
in SLI (Gathercole & Baddeley, 1990). However, thkationship between memory and
language ability may not be that straightforward amany researchers agree that non-
word repetition may involve multiple processes. dtwrer, the non-word repetition

performance is affected by several test-relatetbfacsuch as wordlikeness of the non-
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words, non-word length and articulatory complexgge Estes, Evans, Else-Quest, &
Nicole, 2007).

Some researchers (van der Lely & Howard, 1993) luésiened the causal relationship
between memory and language impairment could dgtbal in the opposite direction
i.e. that, a linguistic deficit causes the phonadagshort-term memory (PSTM) deficit,
rather than vice versa. In this fashion, Gallomari$, & van der Lely (2007)

investigated the effect of prosodic complexity be hon-word repetition scores in SLI
by manipulating the properties of three parametetisin a non-word: the onset (simple
vs. complex), rhyme (open vs. closed) and wordrendivocalic vs. consonantal). They
reported that increasing the complexity causedstéesyatic increase in errors in SLlI,
observed even in short non-words suggesting thatefecit in phonology that is

independent of a short-term memory deficit cantexis

2.2.4 Auditory processing

When learning the mother tongue, an infant must ficquire the phonemic categories
of the ambient language. The acquisition of natemeguage phonemes takes place
rapidly during the first 12 months of life, durimghich infants learn to gradually tune
into the relevant features of their mother tongWwéeiker & Tees, 1984; Kuhl, 2000).
This acquisition process generally requires reddyivaccurate perceptual capacity and
most children show excellent speech discriminatiom a very early age (Aslin, Pisoni,
Hennessy, & Perey, 1981; Kuhl & Miller, 1982; Werk& Tees, 1984). Successful
spoken language comprehension also involves processf rapid sequential
information encoded in the fast-fading auditorynsilg Failures in this task may indicate

problems in language learning.

To investigate the relationship between percepasaliracy and higher-level language
impairments, Tallal and colleagues (Tallal & Pierd@73; Tallal & Piercy, 1975;
Tallal & Stark, 1981) looked at children’s abilitg distinguish different speech and

non-speech contrasts. Two types of tasks were inskthguage impaired and typically
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developing children: they were asked to discrinendletween sounds that were
presented in pairs (“same-different” judgement asko identify the order in which the
sounds were presented (with varying inter-stimutigrvals, 1SIs). These studies
showed that children with SLI were sensitive to taotors: the length of the stimulus
and the ISI as defined by higher number of erraxd Bnger reaction times. Tallal
concluded that there is evidence that some SLidadnl fail to distinguish between
sounds that are either presented rapidly, are bridéiration or contain rapid transitions

in frequency (such as formant transitions distisging place of articulation, [ —
[da]). Tallal and her colleagues proposed that thipaimed input-processing is the

primary factor causing the language learning proklen SLI (Tallal & Piercy, 1975;
Tallal, Stark, Kallman, & Mellits, 1980), see rewi®f the theory in Section 2.4).

Sussman (1993) studied the discrimination and ifiestion ability of English [b] —
[da] contrast in 5-6 years old children with SLI arigeit age and language matched
controls. In contrast to Tallal, Sussman (1993)ntbuhat the SLI children showed
relatively normal discrimination ability in the C¥bntrast but they seemed to be less
accurate than the controls in the identificatiosktal he poor identification performance
was particularly prominent in the most prototypicgdunds (i.e. in the category
representatives, see Chapter 4), as manifestedehgraly shallower identification
slopes. Sussman (1993) concluded that the mainlgmnoin SLI is not a failure to
appropriately discriminate sounds but in formingopblogical representations and
actually linking acoustic information to these regentations. However, Coady et al.
(2005) failed to find similar pattern of results their identification experiment and
concluded that poor performance on speech percefasgks in SLI could be attributable

to factors such as memory load and task demands.

To account for these contradictory findings, Leoh@lr998:276) speculated that on the
basis of the vast amount of data on the input-msiog abilities in SLI, the processing
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limitations might develop because children with @ké initially unable to focus on the

relevant or “ideal” acoustic cues as they begitute into their native language.

By using another paradigm, Wright and colleagu@&9T). found that children with SLI
were significantly impaired in backward masking weha brief tone (target) is followed
by a masking noise. On the basis of their res\Wsght et al. (1997) concluded that this
auditory deficit could degrade the perception oé ttapidly occurring elements of
speech. This backward masking problem could pakpxplain why contrasts such as
[ba] — [da], where the consonant is followed (and maskeddhieyfollowing vowel, are
particularly difficult for SLI children (howevereg Rosen, 2003 for discussion). Rosen
and colleagues (2009) investigated auditory praegssn the grammar specific
subgroup of SLI children that should not, by defomn, demonstrate auditory problems.
Rosen et al. (2009) reported that, as a groupGHst| children had higher thresholds in
both simultaneous and backward masking conditiorerwbompared to their age-
matched controls. This group-level difference, hesve was due to 6 out 14 SLls
performing poorly on either or both of these tad¥ereover, the auditory and language
skills did not correlate in either SLI or contrabgps. On the basis of these data, Rosen
et al. (2009) argued that auditory deficits are erldeely only to be associated with SLI
but not cause it. Furthermore, also Bishop andeaglles (1999) found no systematic

difference in auditory tasks between LI twins agd and IQ matched control twins.

On the whole, the behavioural data on auditory @ssimg in SLI is highly controversial

and there seems to be no systematic evidenceaull#bry deficits are a necessary or
sufficient cause of languagapairments. In fact, on the basis of a large bofgata, it

is very likely that these auditory deficits onlycoc in association with language

impairments —not as an underlying deficit.

However, it has been proposed that decision malatigntion and compensation could

potentially affect the behavioural measurements geatease their sensitivity to detect
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subtle perceptual deficits. To account for thisnearecent studies have combined the

traditional behavioural measures with electrophggiical techniques (ERPS).

Kraus and her colleagues (1996) studied the reistip between discrimination ability
and learning difficulties in a large group (n=9%)language impaired (LI) children and
normal children (n=90). In this study, Kraus et @996) combined the behavioural
discrimination measures with its neurophysiologicairelate that can be elicited pre-
attentively (i.e., the mismatch negativity, MMN, nosponent of auditory ERPS, see
Section 4.5) They investigated the discriminatibnapid spectrotemporal changes, as in
contrast [da] vs. [ga] where the primary changaisnset frequency of F2 transition,
and in contrast [ vs. [wa] where the difference is in the duration of thenfant
transition. They found that, firstly, that the distination of [ch] — [ga] contrast was
poorer than the discrimination of {p— [wa] in both groups, and, secondly, that the
behavioural discrimination accuracy was correlatgith the electrophysiological
measures. However, the language impaired group eshcav particular difficulty in
discriminating the spectral contrast [da] — [gapgesting that the perception of all
acoustic cues may not be impaired to same extearrbaessing of some aspects of the
signal, such as frequency, may be more profounfligcied. Kraus et al. (1996)
concluded that the underlying cause of some largyargblems may be a central
discrimination deficit that occurs before consciopsrception and therefore best
detected with electrophysiological measures. Howewe the study of Kraus and
colleagues (1996) the children with “learning diial3 group actually consisted of
children with diagnosis of learning disability, exition deficit disorder (ADD) or both,
making generalisations to SLI population fairlyfididilt.

Neville and colleagues (1993) compared SLI childred their age-matched controls in
three tasks: on auditory tone-detection task, aalitarget-detection task and a lexical
processing task. They found that in the auditonetdetection task (standard 1000 Hz,
target 2000 Hz) the SLI children as a group diddiffer from their controls. However,
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when children with SLI were re-grouped on the bagfstheir performance in
behavioural rapid processing task (Tallal & Pierd9,73), the poor performers also
showed reduced processing capacity, as indicatedetiyction in amplitude, in the
detection task. In the visual task, the SLI chiidiead lower amplitudes in the early
visual components. Lastly, some of the SLI childnex atypical voltage distribution of
the N400 component that reflects lexical processsuggesting abnormal hemispheric
specialization. Neville and colleagues (1993) sstggethat there are neurophysiological
correlates for auditory processing accuracy -buth@ SLI population the auditory
deficit does not necessarily co-occur with the disgc problems. Recently, using
similar auditory monitoring task Fonteneau & vanr deely (2008) showed that
adolescents with (G-)SLI did not differ from theaypically developing controls in
auditory pure-tone discrimination task and in seticgorocessing. Fonteneau & van der
Lely (2008) argued that these grammatically immhichildren showed a selective
impairment in automatic grammatical processing aasured with Early Left Anterior
Negativity (ELAN) that according to them indicatdst not all linguistic deficits are
necessarily caused by underlying input-processefeits. However, the auditory task
used in this experiment consisted of similar stimskd by Neville and colleagues, i.e.,
the difference between standard and deviant souasl o a magnitude of an octave.
Therefore, it is not surprising that no group effewere detected with these stimuli in
the auditory task. Korpilahti & Lang (1994) examdnéhe frequency and duration
discrimination in SLI with the mismatch negativifiMMN) component of auditory
event-related potentials. They found that the dgsjzh (SLI) group had attenuated
amplitudes to frequency change (500/553 Hz) anty@ifeant difference in duration
change with extreme contrasts (50/110 ms or 50/A8) Furthermore, they reported
differences in hemispheric symmetry of MMN resporise tonal stimuli between
groups. Similarly, Holopainen and colleagues (Halopn, Korpilahti, Juottonen, Lang,
& Sillanpaa, 1997; Holopainen, Korpilahti, Juottan&ang, & Sillanpaa, 1998) studied
pure tone discrimination in children with developrted dysphasia (SLI) by using the

same 53 Hz difference in simple tones as Korpil&htiang (1994). They found that
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young SLI children exhibited attenuated ERP respsr(&.g., reduced amplitudes) to

simple tones but normal latencies.

More recently, Uwer, Albrecht, & von Suchodolet®@2) studied both frequency and
duration discrimination in children of 5-10 yearghwSLI by using simple tones of 1000
Hz vs. 1200 Hz and 175 ms. vs. 100 ms. and syt <LV syllables differing in place
of articulation //, /da/, /ga/. Language impaired children showed attenuated ERP
responses to speech sounds but not to tones. Sdrech also made more errors in
behavioural discrimination task in both conditigepeech and non-speech) but these did
not correlate with the MMN amplitudes. Uwer et §002) concluded that the
processing deficit in SLI seems to be specific peesh. This would imply that the
auditory impairment is part of the language systather than general input-processing
deficit. In similar fashion, Ors et al. (2002) falunormal early sensory ERP components
(N1/P2) for tones in SLI but abnormalities in laggage auditory perceptual processing
as indexed by the P3 component that reflects breedgnition and memory-updating

processes.

Weber, Hahne, Friedrich, & Friederici (2005) studemonth-old German infants at-
risk for language impairment. These children wheoenater (at 12-24 months) found to
have lower word production scores showed signiflgalower MMN amplitudes for
trochaic stress patterns typical for German in CV@3éudowords, such asafba/.
Friedrich, Weber, & Friederici (2004) in turn, faithat even 2-moth-old at-risk for SLI
children show delayed auditory ERP responses (MkNhanges in duration in vowels
in CV syllables. They concluded that already infatitat are at-risk for language
impairments show delays in processing of auditdimidus change providing support
for the view that SLI may be a consequence of ahabperceptual learning (Tallal et
al., 1996).

Shafer, Morr, Datta, Kurtzberg, & Schwartz (200&parted deficient speech perception
abilities as indexed by absent MMN and poor behaabidentification but relatively
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good behavioural discrimination ofifpbvs. [ket] syllables in children with SLI. They
concluded that SLI children fail to correctly weighe relevant acoustic cues resulting
in poorer categorization performance. They alsoppsed that that the relationship
between decision making and early pre-attentivetiaadr discrimination is not as
straight-forward as previously assumed as thewdatb find significant correlations
between MMN features and behavioural discriminapenformance. While discussing
their findings, Shafer et al. (2005) contrasted ghesent data with their earlier studies
on late learners of English pointing out that Shildren showed similar pattern as non-
native speakers, suggesting that both groups has@rectly weighted phonological

representations.

McArthur & Bishop (2005) reported that poor audit@rocessing in SLI (as measured
both by the early sensory N1-P2-N2 components anddhavioural discrimination

tasks) is associated with inability to discriminaliéferent frequencies, and not rapid
processing as such. They found that younger childvath SLI had poorer

discrimination threshold for vowels and tones imliidn with abnormal early sensory
ERP components. However, when studying older aiildMcArthur and Bishop (2005)

found intact behavioural discrimination in SLI anogmanied with abnormal auditory
ERPs. To account for these findings, McArthur & lgip (2005) proposed that in the
older group their behavioural measures had hic#ieng level and they suggested that
the validity of behavioural measures of auditorpdiion is questionable after certain

age.

Lastly, Rinker et al. (2007) found differences iantispheric activity for frequency
change in simple tones (700/750 Hz) and overallucgdn of MMN amplitudes
(especially in the later time-windows) in SLI chigeh. Furthermore, to consolidate the
differential results reported by many groups, tlagued that detecting an auditory
input-processing deficit in SLI children could bepgndent both on the frequency range
in question and on the amount of acoustic devidmste/een standard and the deviant

stimuli.
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There is an enlarging body of evidence suggeshiagthere may be a lower-level input-
processing deficit in some children with SLI andttthe different behavioural methods

may not have been sensitive enough to spot thisitef

However, several inconsistencies remain because studies report an auditory deficit
that is specific to speech whereas other studamadhat the deficit is a general input-
processing deficit, affecting speech and non-sppeatessing. Whereas Tallal & Piercy
(1973) claim that the primary deficit in SLI is ghscriminating rapidly occurring or
brief sounds, Shafer et al. (2005) and Sussmarm3j1@®pose that the core problem is
in forming phonological representations and allmcpittention to relevant aspects of
the speech stimuli. Moreover, when looking at tatadsome studies report intact early
sensory components (N1, P2, N2) but attenuatedayeel or even absent later
components (Korpilahti & Lang, 1994; Holopaineraet1997; 1998; Uwer et al. 2002)
whereas others report only abnormal early sensoogessing (Neville et al. 1993;
Tonnquist-Uhlen, 1996; McArthur & Bishop, 2005).rthermore, it is not necessarily
straightforward which children, or if all, shoulthawv these deficits and how they
correlate with different language measures (sedpi2007 for a review). If auditory
deficits are the core impairment in SLI, we coulkpect to find strong correlations
between auditory tasks and language measuresgnoalps of children. However, many
studies falil to establish such correlation (vanlddy et al., 2004; Rosen et al. 2009; see

Rosen, 2003 for a review).

In sum, the linguistic manifestation of SLI is vehgeterogeneous and not all SLI
children show weaknesses in the same areas ofdgeg&ome children show particular
weaknesses in different components of grammar valseseme children primarily show
persistent vocabulary difficulties. Moreover, inns® children these deficits are
accompanied by impaired auditory processing or tgeom memory problems.

Awareness of this variation has lead some researdbeattempt to identify a set of

subgroups that show uniform linguistic profiles @nable us to better understand the
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nature and causes of SLI. In the next Sectionirdduce a few proposed subgroups for
SLI.

2.3 Sub-grouping SLI

Because the behavioural manifestation of SLI isatietly heterogeneous more
homogeneous subgroups for SLI have been put forWRapin & Allen, 1987; Conti-
Ramsden, Crutchley, & Botting, 1997; van der L&05; Novogrodsky & Friedmann,
2006). Heterogeneity among SLI children can be @¢eduby differences in severity of
the impairment and by the degree in which produactémd/or comprehension are
affected. The primary aim of sub-grouping SLI isitentify children with similar
problems of language performance. In general, thene been three approaches in
grouping children with language impairments: clahjcpsychometric and linguistic

approach.

Based on clinical assessments of child’'s phonoddggyntactic, semantic and pragmatic
skills in spontaneous language, Rapin and Aller871%uggest a taxonomy of six
different subgroups for language disorders: verbapraxia, verbal auditory agnosia
(word deafness), phonological programming defigihdsome, phonologic-syntactic
deficit syndrome, lexical-syntactic deficit syndrenand semantic-pragmatic deficit
syndrome, of which two or three, namely phonolagyotactic deficit syndrome, lexical-
syntactic deficit syndrome, and semantic-pragmadificit are considered to represent
SLI given the criteria for SLI provided earlier. elnen with phonologic-syntactic
deficit syndrome show severe deficits in the proidmc of morpho-syntax and
phonology whereas children with lexical-syntacteficit syndrome have weaknesses
mainly in word-finding and immature syntax. Childrenith semantic-pragmatic
disorder, on the other hand, have intact phonolgy grammar but abnormal use of
language (e.qg., difficulties in responding to qices).

From the linguistic perspective, other subgroupghaso been put forward, namely the
Grammatical (G-) SLI or the Syntactic (S-) SLI saedlextensively by van der Lely and
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colleagues and Friedemann and colleagues (van dbif, 1996; van der Lely &
Stollwerck, 1997; van der Lely et al. 1998; Friedam & Novogrodsky, 2004; Marshall
& van der Lely, 2007). The G/S-SLI subgroup is éatieely pure domain-specific
deficit in grammatical components of language @yntmorphology and phonology
with, arguably, secondary problems in vocabulafyje incidence of G-SLI is around
10-20 % of the SLI children over the age of 9 witbhrmal IQ and no articulatory
impairments (van der Lely, 2005). Moreover, sinfois grammatical subtype seems to
be persistent in nature, their language profileai@srelatively similar also later in life
making it easier to identify G-SLI at a later agéis also allows ruling out the “late
talkers” that may look relatively similar at earligtages of development (van der Lely,
2005).

Children identified with this special grammaticalrh of SLI are proposed to be
impaired in computations underlying hierarchicainis in components of grammar. G-
SLI children are reported to have problems in nmagksyntactic dependencies, wh-
movement, reversible passives, and pronominal arapleoric reference and these
deficits occur both in perception and productioan(\der Lely, 1998; van der Lely &
Ullman, 2001).Moreover, these deficits are claimed to be indepahaf memory

limitations (van der Lely, 2005; however, see dkmtgomery & Evans, 2009).

The G-SLI subtype is identified in children who baalready received an SLI diagnosis
or alternatively in children who are referred tosearch groups by educational
authorities or by parents. In the latter case, ¢h#d’s non-verbal intelligence and
language scores are assessed. If the child ggnairfils the criteria for SLI, a series of
expressive and receptive tests that are specyficasigned to identify G-SLI are then
administered (see the description of differentstést identifying the G-SLI children in
Chapter 5). These tests are designed to probeaspezts of morpho-syntax, that is, they
tap areas where children with G-SLI show particuaeaknesses, namely verb

agreement, tense, reversible passives and pronbrefeeence ( van der Lely, 1996; van
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der Lely, 1997; van der Lely, 2000). On each testchild has to produce at least 20%
of errors while typically developing children rarehake any.

However, there is still disagreement among SLI|aed®rs over the existence of this
purely grammatical impairment in SLI and some sgggenly very few in this

population meet all the criteria for G-SLI (Bishdgrjght, James, & van der Lely, 2000;
Norbury et al., 2002). The advantage of sub-grogipimowever, is that it enables
researchers to study more uniform population angkwif the phenotypic heterogeneity

reflects underlying biological heterogeneity.

In sum, the behavioural manifestation of SLI isyweeterogeneous. However, some
studies have tried to approach this heterogengitsub-grouping children with SLI into
more homogenous groups. The argument for sub-grgupithat if we assume that the
phenotypic variation is caused by a single corécidefve need a plausible explanation
why the same deficit causes such a wide varietflirgfuistic and non-linguistic
problems —and so far, there has been none. In ¢éxé Section, | introduce some

suggested causes of SLI.

2.4 Causes of SLI

Philosophers and cognitive scientists in generalehing been arguing about the
general architecture of the human mind and the abkexperience in forming the mind
(Chomsky, 1976; Fodor, 1983; Elman et al. 1996)estigating the causes of a
developmental disorder that appears to be spdoif@enguage without any major impact

on other cognitive domains fits particularly weito this discussion.

The underlying causes of the specific language im@ant can be approached from two
different levels: the biological and cognitive léeauses. At the biological level, we are
interested in identifying language-related geneas@rssible risk factors leading to these
impairments. At the cognitive level, on the othandi, we are interested in identifying

the underlying and accompanying cognitive defigitSLI.
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2.4.1 The biological causes of SLI

Several studies have proposed that the developofesgecific language impairment is
under genetic influence (for a review, see BisiZf]f)9). Evidence for genetic factor in
SLI comes from studies evidencing increased famiieidence of SLI, higher male-to-

female ratios in SLI and most importantly from tvgitudies (Stromswold, 2001).

By observing twins, it is possible to hypothesiaatt if genes are important in causing
SLI, monozygotic twins (MZ) should resemble eacheotmore closely than dizygotic
twins (DZ) because MZ twins are genetically idesticsharing all their genes whereas

DZ share on average half of their genes, thatly, 80% alleles in common.

In fact, Lewis & Thompson (1992), Bishop, North, Bonlan (1995) and Tomblin &

Buckwalter (1998) all reported a significantly Ingg concordance rate for SLI for
identical than in non-identical twins providingatg evidence that genes are involved in
causing language disorders. The exact genetic merhs, however, underlying the

language impairments are still poorly understood.

In one British family (the KE family) (Gopnik & Cgm, 1991), a dominant mutation in a
single gene on chromosome 7 encoding the trangsripactor FOXP2 is associated
with severe familial speech and language disorfleats Fisher, Hurst, Vargha-Khadem,
& Monaco, 2001). These findings elicited a greatldef research on the causes of
language impairment and on general mechanisms rguithnguage development.
Despite the intense research, however, this deiiicia single gene has not been

systematically found across SLI population.

A disorder with a genetic basis can constitutead attributable to a single gene or to
multiple factors that are influenced by combinasioof environmental factors and
multiple genes. Recent studies have establish@dkage between language functions
and several separate loci of chromosomes 2, 13arib 19 where the locus on

chromosome 16 is associated with performance ormraword repetition task and
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chromosome 19 is linked with expressive languagéBri€n, Zhang, Nishimura,

Tomblin, & Murray, 2003). A general consensus isittilseveral factors influence
language learning and even if a genetic componamti€ad to a language disorder, an
environmental component may also be necessary iD'®t al., 2003). However, no

one environmental component has been identifigegbas

2.4.2 The cognitive causes of SLI

At the cognitive level, there are two major perspes as to the causes of SLI. The
domain-specific perspective, or the linguistic peive, claims that the deficit in SLI
is specific to some core components of languagesh &s grammar. The domain-
general approach, however, proposes that the wymugr{or core) deficit in SLI is in
lower-level input-processing which interferes witie acquisition of other cognitive
skills.

2.4.2.1 The domain-specific account

The domain-specific accounts usually aim at expigitthe linguistic deficit observed in
SLI in the framework of the linguistic theory. Aeding to this view, it is generally
assumed that the impairment in SLI is at the l@fainderlying linguistic mechanisms,
for example, representations and that this is ctdte in different sub-systems of
language (syntax, morphology, phonology, semanti€s)rthermore, the linguistic
perspectives propose that there is a specific igtigucore deficit that can occur without

any general lower-level deficit.

The majority of domain-specific accounts propos# there is a deficit in the syntactic
features that are either missing, underspecifiedlexelop later, as proposed by the
Missing Agreement Hypothesis (Clahsen, 1989; ClahRethweiler, Woest, & Marcus,
1992), Missing Feature Hypothesis (Gopnik, 1990) &xtended Optional Infinitive
Hypothesis (EOI, Rice & Wexler, 1996).
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According to Missing Agreement hypothesis (Clahs&889), SLI children have
particular problems in establishing structural ielaship of agreement affecting, among
other things person and number agreement betwedn infections, auxiliaries and
copula forms and the subject. The Missing Agreerhgpbthesis proposes that the locus
of linguistic problem in SLI lies primarily in mohp-syntax, that is, mainly the features
that enter into agreement relations (i.e., semalhyicedundant features) are impaired in
SLI and, therefore, those features that do not lievaagreement should not be
problematic. To account for the findings that Slhildren do occasionally produce
correct forms, the Missing Agreement hypothesisppsed that these forms are
memorized as separate lexical items in SLI. ThesMg Agreement hypothesis was
originally based on German data but it also exglaimme of the difficulties found in the
English data (e.g., verb inflectiortde walk3. However, it fails to account for the
relatively frequent deficits unrelated to agreemesuch as the regular past tense

formation.

The Missing Features hypothesis (Gopnik, 1990) @sep that children with SLI are
impaired in acquiring the implicit rules to marknge, number and person and, as a
consequence, these semantic-syntactic featuresneémumber/person are missing in
the child’s underlying grammar. According to the sklng Feature hypothesis, to
compensate for this inability to access the implitiles, SLI children can either
memorize inflected forms or to employ explicit (@@tguistic) rules taught to them
accounting for some of the grammatical errors founthe SLI data. However, both the
Missing Agreement Hypothesis and the Missing Featdypothesis focus mainly on
explaining the deficits in certain aspects of morshntax and do not provide a

particularly plausible explanation that covers otlveaknesses found in SLI.

The Extended Optional Infinitive hypothesis (EORide & Wexler, 1996) is based on
typical language acquisition and accounts spediidar tense marking difficulties
found in SLI. According to EOI, at the so calledti©pal Infinitive (Ol) stage, children

fail to consistently mark finiteness in main clasisehich require it. In other words, they
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have marked problems in paste tensd and in & person singulars-in copula and

auxiliary verbs. However, in SLI this optional stagf marking finiteness is markedly
extended. Unfortunately, the EOI account is alsatéd in scope since it is centred on
one of the core problems of SLI, that is, on teasd agreement marking deficits and

fails to account for the heterogeneous nature of SL

The Computational Grammatical Complexity (CGC) artoof van der Lely and her
colleagues (van der Lely, Rosen, & McClelland, 1,98 der Lely & Battell, 2003; van
der Lely, 2005; Marshall & van der Lely, 2006) is extension of the Representational
Deficit of Dependent Relations (RDDR) that was @ity developed to account for a
subgroup of SLI children, namely Grammatical SLI$GI) (van der Lely, 1996). Van
der Lely and colleagues claim that the behaviolinguistic deficit observed in these
children lies in the abstract representationalllewne in the underlying computations of
complex forms in syntax as well as in the morphmlalgand phonological domains (van
der Lely & Ullman, 2001; van der Lely et al., 2004xn der Lely, 2005; Marshall & van
der Lely, 2007).

The core deficit according to CGC is in hierarchmamplexities. This deficit manifests
in different ways in the computational grammatieasguage components. With respect
to syntax, the CGC hypothesis predicts that alltagtic structures requiring
dependencies involving “movement” (e.g., passivetesees and wh —questions) are
impaired. Morphological deficits in SLI, in turntesn from morphological complexity
e.g., an impaired computation of the suffixatioterto form past tense in English. This
abstract rule gdd —ed creates a complex hierarchical branching strectilmat is
preferentially stored in SLI, as opposed to formpasgt tense by applying a rule as in
normal development. Phonological deficits in SL¢ anposed by structural complexity
(in terms of markedness) at the syllable and nedtievels. In other words, the errors
observed in SLI are not only simple cluster redurddior simplifications and, therefore,
due to processing limitation. The CGC account psegothat in G-SLI, only the

unmarked parameter values (simple onsets, openehywcalic word ending) are
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available to them. For example, when the prosodiopiexity of a word increases (e.g.,
it contains consonant clusters) it becomes morécdif for children with SLI.
Moreover, Yung Song, Sundara and Demuth (2009)stiy&ted impact of phonological
complexity on the production of 3 person singular morpheme —s in typically
developing children. They reported that, first #f more accurate production of —s is
observed in phonologically simple contexts (sucinaee$ compared to phonologically
complex contexts (such as meed$ Secondly, they reported that more accurate
production of & person singular morpheme —s occurred utteranedyfiras to
utterance-medially suggesting that phonological mlexity and positional effects
should be taken into account for when investigatiregdevelopment of phonology and

morphology.

CGC hypothesis specifically predicts deficits inogessing hierarchical complex
structures of components of grammar and that adghcomponents can independently
affect the sentence processing. CGC account akstighs that different sub-systems of
grammar can be selectively impaired and can affeetfunctioning of the remaining
cognitive systems, thus accounting for the difféegrphenotypes observed in SLI. In
other words, a core deficit in some componentsrafngnar does not rule out other co-
occurring or secondary language impairments bustiit entails that there is no
consistent causal relationship between auditorycgssing and grammatical abilities
(van der Lely, 2005). However, to what degree ti&CCaccount generalizes to the SLI
population at large is an open question.

2.4.2.2 The domain-general account

The domain-general perspective proposes that tlerlying cause in SLI is not in
linguistic knowledge but a general input-processiedicit or memory limitation. The
domain-general view, therefore, claims that, byrdedn, selective impairments cannot
exist and language impairments are accompanied bywar-level input-processing
deficit (Elman et al., 1996; Karmiloff-Smith, 1998)ccording to the domain-general

perspective, domain-specificity is an emergent ergpof the system and an originally
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domain-general system only becomes domain-speatfter it is repeatedly used to
process certain type of input. This account is ppasition to domain-specific
perspective in that is proposes that the underlgefgeit in SLI can be traced back to (a
set of) lower level impairments and is not a disorthat uniquely and specifically

affects the higher cognitive functions.

The Generalized Slow Processing Deficit hypothéKiail, 1994) proposes that the
deficit in SLI lies in reduced processing speeddmténg slower response rates in SLI
across a wide range of tasks. This account sugtesdtthe grammatical impairments in
SLI are caused by general processing limitatiord, simerefore, are secondary to the
underlying more general cognitive deficit. Accomglito Kail (1994) these processing
limitations are not restricted to processing thditauy signal: slower reaction times are
also found in non-linguistic tasks such as memtdtion. Adopting this view, Miller and
colleagues (Miller, Kail, Leonard, & Tomblin, 200heasured reaction times in both
linguistic and non-linguistic stimuli in childrenith SLI. They reported that SLI
children had significantly slower reaction times limguistic tasks (e.g., rhyme
judgement) and in non-linguistic tasks (e.g., senRIT, visual search) and concluded
that SLI children (or at leastomechildren with SLI) are generally slower in all utp
processing than typically developing children pdavg support for the slow processing
model.

Another influential account of SLI, the Auditorydeessing Deficit (APD, also known
as the rapid auditory temporal processing defRATP) hypothesis (Tallal & Piercy,
1973), claims that there is an impairment of pretrgsrapid temporal changes (such as
formant transitions) that are typical to speechccakding to RATP, acoustically less
salient contrasts, that is, segments in unstrepesitions or of short duration are

particularly affected.

In the majority of studies, Tallal and her colleagy Tallal & Piercy, 1973; Tallal et al.,

1980) compared the performance of language impa@ed typically developing
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children in behavioural discrimination tasks witlkrval and non-verbal stimuli (of

different durations) occurring at different presgimn rates. They concluded that the
poor discrimination ability is the primary deficit SLI, and that all other linguistic and
non-linguistic impairments were secondary to tmability to discriminate auditory

stimuli. Tallal's conclusion was that children wiLI have special difficulties with

speech stimuli of brief duration or containing thmpectrotemporal changes. This
problem is particularly evident in tasks such as] b [dA] discrimination where the

main difference between these two syllables is ss 50 ms of initial formant

transition.

According to the RATP hypothesis, people identifeedslow processors, or those who
have problems in temporal aspects of input-prongsBave difficulty in accessing the
rapid auditory information despite normal heariagd that is assumed to be the major
factor contributing to the language problems in yndifferent disorders such as SLI or
dyslexia. These difficulties are found both in sgreand in non-speech stimuli ( Tallal &
Piercy, 1973; Tallal et al., 1980) and when theglaage impaired children are trained
with acoustically modified material (e.g., longerrhant transition durations, longer
intervals between successive sounds) their prowpssills are significantly improved (
Cohen et al., 2005; Tallal et al. 1996, howevee B&cArthur, Ellis, Atkinson, &
Coltheart, 2008; Gillam et al., 2008 for opposksuits, and Rosen, 2003 for general
discussion). In short, Tallal's view attributes tlamguage problems to difficulties in
discriminating brief sounds that impede the leagroh certain details of language, such

as forming reliable phonological representationshitdhood.

The work of Tallal and her colleagues has triggexegieat deal of research on the role
of auditory processing in developmental languageordiers. However, why similar
input-processing problems would result in suchféedint linguistic manifestations, as
is the case in SLI and dyslexia, is not yet cl&amthermore, it is well acknowledged
that only a subgroup of SLI children are likely rigliably show auditory processing
problems ( van der Lely, Rosen, & Adlard, 2004; Mitir & Bishop, 2005 ) and these
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input processing deficits are not necessarily idstt to brief and rapid stimuli
(Corriveau, Pasquini, & Goswami, 2007). Furthermdines input-processing problem is
not able to fully explain the wide range of syniagroblems found in SLI (Norbury,
Bishop, & Briscoe, 2002).

Gathercole & Baddeley (1990), in turn, propose tBht is a deficit in phonological
short-term memory (PSTM). This model proposes thathildren with SLI their core
difficulties are in storing and holding informatiamthe short-term phonological storage
within the phonological loop of working memory. Shiview is supported by an
extensive body of data where children with SLI sipablems in recalling serial lists of
real words and non-words with increasing numbesydfables (e.g., in the Children’s
Test of Nonword Repetition, CNRep, Gathercole & @=ldy, 1996). These data
systematically show that the performance of languexgpaired children is markedly
poorer in longer non-words. Gathercole & BaddelEy90) hypothesise that the short-
term memory system intervenes with their abilityigarn novel words and morphemes
due to insufficient temporary representations floatn the basis for more permanent
representations (Gathercole & Baddeley, 1990; 19%8B6ey claim that the deficit in
forming temporary representations may lay on onthefthree following levels. Firstly,
the system may suffer from imprecise initial segtakanalysis that leads to less salient
phonological representations. Alternatively, theomiogical traces may decay too
rapidly or, thirdly, the phonological store can Ibrited in that it is capable of storing
fewer items. A deficit in either of these levelsuathen have an impact on grammar

and lexical learning.

Taking a different perspective, Ullman & Pierpo20Q6) propose that SLI can be
explained by abnormal development of brain streguunderlying the procedural
memory system. The procedural system is memoryagtof skills and procedures
(such as how to ride a bike) and of non-associatorerule-based, learning. The
Procedural Deficit Hypothesis (PDH) proposes thHaoamalities within this system

result in grammatical and lexical deficits and imn@d non-linguistic functions to
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different degree depending on which structuresadfiected. The PDH predicts that in
the majority of children with SLI we should findjrdtly, abnormalities in brain

structures (specifically in caudate nucleus andBiaca’'s area), secondly, deficits in
those linguistic functions that depend on the pidacal memory system (rule-based
processing of grammar, lexical retrieval) and tlyirdmpaired non-linguistic functions.

In other words, the PDH claims that the impairmeimssyntax, morphology and

phonology in SLI are a direct consequence of strattabnormalities affecting the
procedural memory system; therefore, it makes actirprediction that these
abnormalities should always co-occur with the bethaal deficits. At present, we need
more structural and functional brain imaging dataSh| to evaluate the validity of this

account.

However, it is still very much an open questiomtoat degrees these different domain-
general accounts are able to explain the varietyngtiistic deficits found in SLI. The
hypothesis is that the lower-level processing defiauses, for example, unreliable
phonological representations thereby affecting rothspects of language learning.
However, this issue is highly controversial becatise linguistic realization of SLI is
very heterogeneous and systematic correlationsdegtdanguage measures and auditory
measures are rarely found. A more thorough spatific of how a slow processing
speed or problem with rapid temporal changes cafi&tt, for example, comprehension
and production of past tense or agreement is neddiectover, only a subgroup of SLI
children seem to exhibit an auditory processingcdefnd, more importantly, even
some typically developing children show problemshiese auditory tasks despite their
normal linguistic abilities (Rosen, 2003).

However, it may well be that an initial auditoryopessing problem may not be
detectable later in life due to different compemsamechanisms. Thus further research
to disentangle the role of auditory processinglskil language acquisition and normal

and atypical language processing is required.
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2.6 Summary

There is a growing body of behavioural evidence g@me SLI children - but not
necessarily all - exhibit an auditory processingficite Moreover, recent
electrophysiological studies have shown that auwgipsocessing deficits could exist in
some children with SLI. However, the basic queditirat any ‘input-processing model’
needs to account for are: Is there a general ipmdessing deficit underlying SLI that
can be reliably detected all children of SLI? If not, then which SLI childrehen show
this problem and what is their phenotype? Whahésrelationship between an auditory
perceptual deficit and different linguistic measuamd memory? Is the deficit present in
adulthood or does brain plasticity and compensatanouflage this deficit? And lastly,
is this deficit specific to speech, and more irgérgly, to specific features of speech?
In order to provide an answer to these questioesneed to look at auditory processing
in typically developing children and children wildinguage impairments and see how
these processes correlate with different languagasores and how they relate to the

functioning of brain.
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3. Developmental dyslexia

3.1 Introduction

Learning to read and write is a complex process, thaalphabetic writing systems,
involves abstracting the alphabetic mapping betwetars and sounds (i.e., ‘grapheme
to phoneme mapping’). When entering school, childusually acquire this skill at a
relative ease. Some children, however, fail torlear read and write at a normal rate
without any apparent reason (i.e., despite appatgtraining opportunities and normal
intelligence) and these developmental literacy immpants usually have a lifelong
persistence. These children who fail in acquirihg literacy skills at normal rate are
generally referred to as ‘reading disabled’, ‘regdimpaired’, children with ‘specific
reading disability’ (SRD) or children with ‘develomntal dyslexia’ (the latter two are
used interchangeably in the current thesis). It sn estimated that developmental
reading disability affects approximately 3-10% lo¢ fpopulation. The underlying causes

of this reading disability, however, remain largahknown (see Snowling, 2000).

Developmental dyslexia is traditionally definedaagiscrepancy between child’s reading
ability and intelligence despite normal opportwstito learn to read (Vellutino, 1979;
Snowling, 2000). To diagnose dyslexia child’s perfance is usually assessed on
various standardised psychometric tests of literaog evaluated against what is
expected on the basis of a test of IQ or on théslHsheir chronological age (i.e., the
estimation of their actual ‘reading age’). This net, however, a straightforward
criterion. First of all, the choice of appropriatandardised reading test and method for
assessing 1Q (verbal, non-verbal or full scale €@ crucial issues in determining which
children are classified as dyslexics (Stanovich36)9 Moreover, this psychometric
definition is purely behavioural and based exclusionarycriterion on child’s reading
attainment and what is expected on the basis af ifQeor age (Snowling, 2000; Bishop

& Snowling, 2004). Therefore, in recent years, ¢héas been considerable debate
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concerning this age-/intelligence-based exclusipraiterion (especially for clinical
use) and many researchers argue that the discrepateria should be complemented
with somepositive diagnostic markers (Snowling, 2000; Bishop & Snogl 2004).
However, defining reliable positive diagnostic menk for dyslexia is not
straightforward because there does not appear ®nggle behavioural manifestations
for dyslexia. Overall, dyslexic children have baeported to encounter heterogeneous
problems in printed word recognition and spelliigey also show deficits in different
areas of phonological processing (repeating nordsyopoor phonological awareness)
and sensory problems (in visual, auditory and adibmains) (Ramus et al., 2003). The
underlying cause(s) of these deficits, however,aianargely unknown. The suggested

causes of dyslexia are reviewed in the followingfise.

3.2 Understanding dyslexia

Due to the heterogeneous nature of behaviouralcagditive manifestations, dyslexia
has been characterized via three separate buhdtitey levels of descriptioftniological,
cognitive and behavioural levels that represent causal links between braid a
behaviour. In other words, the central aims in e¥sl research are to understand the
biological bases of this disorder (i.e., its genetic and regrcal basis), theognitive
bases of the disorder (i.e., to identify cognittedicits associated with dyslexia) and to
describe thébehaviouralsigns and symptoms of dyslexia and how these ehassga

function of age.

3.2.1 Biological level

It is well acknowledged that reading problems témdun in families suggesting that
dyslexia is an inherited condition under genetictcd. However, in addition to
proportion of their genes, families also share lsimenvironments. Therefore, the most
convincing evidence for genetic origins for dyseegbmes from studies on concordance
rates in genetically identical vs. genetically ndantical [i.e., monozygotic (MZ) vs.
dizygotic (DZ)] twins (see Chapter 2). As is thesean SLI, reported concordance rates

of dyslexia in MZ twins are higher than in DZ twimaplying that genetic factors are
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involved, the estimated concordance rates for Md BZ twins being approximately
68% and 38%, respectively (DeFries & Alarcon, 1988her et al., 1999). Moreover,
based on a study of Finnish familial dyslexics,pbé¢ and colleagues (2003) proposed a
first candidate gene for dyslexi®Y{X1Clon chromosome 15g21) and identified two
sequence changesyX1C1lthat could be associated with dyslexia. ThéX1Clgene
has been proposed to be involved in neuronal magraand the deletion found in one

dyslexic family may disrupt its function (Ramus 020.

Early anatomical evidence for a neurological b&sisdyslexia was derived from post-
mortem and brain imaging studies by comparing dysland control brains. These
studies revealed abnormalities at medial/lateradioggate nuclei (M/LGN), primary
visual and auditory cortices, the cerebellum antphu® callosum (see Habib, 2000;
Eckert, 2004 for reviews). These focal abnormdaitismclude cytoarchitectonic
anomalies (e.g., ectopias and microgyri) at théspleian cortex and in thalamus (LGN
and MGN) of the dyslexic brains. These anatomigadihgs have been linked to the
phonological and oral language deficits associatithl dyslexia as well as to the visual
and auditory deficits sometimes found in dyslexisse the magnocellular theory of
dyslexia in section 3.2.2) (Ramus, 2004; Ecker)40Most attention, however, has
been directed to planum temporale that is situgtesterior to Heschl's gyrus and
contains auditory association areas. The resutigjetier, have been heterogeneous,
several structural imaging studies reporting synicedt plana temporala in dyslexic
brains and several studies failing to establish itk of asymmetry (see Habib, 2000,
Eckert, 2004 and Leonard & Eckert, 2008 for reviewsccording to Eckert (2004) the
most consistent differences between dyslexic andrabbrains have been found in
inferior frontal gyrus, temporal-parietal regiorhet medial occipital lobe and the
cerebellar anterior and posterior lobes, each eme#ributing differently to the type of

deficit observed at the cognitive and behaviowraéls.

On the basis of the genetic evidence and a largly bbb brain imaging data, Ramus

(2004) postulated ‘a neurobiological model’ for ky$a accommodating genetic,
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structural/functional brain imaging studies, aninmabdels of brain function and
behavioural findings into a new neurobiologicalnfieavork. Overall, according to this
framework, there are multiple ways to become dysldxamus (2004), however, argues
that the primary cause(s) of dyslexia are gendyiakiven cortical abnormalities that
are sometimes accompanied by non-genetic factogs, feetal hormonal conditions).
These two factors contribute to the various cogaiand behavioural manifestations of

dyslexia.

Evaluating and incorporating results from varionatamical studies on dyslexia is not
straightforward. Firstly, acquiring detailed clialcand behavioural histories of affected
individuals in earlier post-mortem studies can bleallenging and sometimes
comorbidity issues cannot be reliably ruled outcddelly, the anatomical patterns of
results tend to vary from one study to anothersMairiation could, in principle, reflect
the differential inclusion criteria for dyslexicsnployed in different studies or the
cognitive/behavioural heterogeneity within dyslex@&om this perspective, Eckert
(2004) argues that comprehensive neurobiologicdérstanding of dyslexia will largely
depend on studies conducted on homogeneous peatemtgnitive and genetic

backgrounds.

To summarize, it is well established that readsg complex task that involves multiple
neural networks and, therefore, dyslexia is mokelyi to stem from heterogeneous
structural abnormalities rather than constitutingiagle anatomical marker. Overall,
dyslexics’ brains are found to be more variablentbantrols’ brains which may reflect
the underlying genetic variability as well as theellivdocumented behavioural

heterogeneity observed in dyslexia.

3.2.2 Cognitive level

At the cognitive level, there are two influentiappsmoaches to dyslexia: the
magnocellular theory of dyslexia and the phonolagitheory of dyslexia. The

magnocellular theory of dyslexia emphasizes the oflsensory impairments (such as
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auditory, visual and motor) in causing dyslexia ams that most reading problems
have a fundamental sensorimotor cause (Stein & W/&l997: Stein, 2001). The
phonological theory, on the other hand, postulttasliteracy deficits found in dyslexia
are caused by underlying impairment in cognitivection, for example, in phonological

processing.

3.2.2.1 Magnocellular theory

According to the magnocellular theory, the develeptmof the thalamocortical
magnocellular system (or more precisely the madghdae layers of the LGN) is
impaired in dyslexia resulting in impairments irska that engage this system. In the
visual pathway the magnocellular system is impdrfan direction of visual attention
and, therefore, can have an impact on orthograghiils. The magnocellular system is
specialized in, for example, detecting moving aag@idly changing stimuli and is
sensitive to low spatial (=organizing of visualdmhation in space) and high temporal
(=capture of visual information over a brief periofl time) frequency information
picked up from peripheral vision (approximately Sefters to the right of fixation).
Thus its impairments are thought to affect readihawever, magnocells are found in all
sensory and motor systems (e.g., in the LGN, inM@N on the auditory pathway and
in cerebellum) as well as in areas guiding atten{mg., parietal cortex). Therefore, in
recent years, this visual impairment theory forlelyia has been modified a great deal to
account also for the auditory and motor deficitsnio in dyslexia (Stein, 2001; Ramus,
2003; 2004).

In its current form, the magnocellular theory ofskixia postulates a direct causal
pathway between, for example, MGN dysfunction andlitary deficits. At the

behavioural and cognitive levels this dysfunctiefiect as deficits in auditory temporal
processing as well as in phonological processint lob which are often reported in
conjunction with dyslexia. The rationale for thiodel is as follows: speech sounds
consist of rapid changes of frequency and amplitogter time. Accurate speech

perception and successful phonological developmthrgrefore, requires an intact
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auditory system that is able to identify these sramt segments in the highly variable

speech signal (see, e.qg., Tallal, 1980).

An auditory processing deficit model for dyslexiash in fact, been put forward
independently of the magnocellular theory for dyslgTallal, 1980; Tallal et al. 1996).
This auditory model (the ‘rapid auditory temporabgessing theory’, RATP) argues
that, like children with SLI, dyslexics show poarformance on a number of auditory
tasks that tax rapid temporal processing in thdatayyddomain (e.g., in gap-detection,
frequency discrimination, temporal order judgementd backward masking; for a
review see McArthur & Bishop, 2001). Accordingttos model, a failure to correctly
represent short sounds and fast transitions waalde further difficulties in processing
segments where these short and rapid acoustic eeeatcues to phonemic contrasts
(such as [B] and [d\]). In other words, this model assumes a direcsahlink between
poor auditory processing and phonological problemgthermore, the RATP model
claims to account for the cognitive deficits repdrin dyslexiaand SLI (Tallal, 1980;

see Chapter 2 for the description of experimeatshts).

The RATP model has evoked intensive research duhiegast decades. The accuracy
of auditory perception (e.g., detection thresholos)dyslexic individuals has been
assessed, for example, with frequency and amplitmddulated (FM and AM) tones
that contain rapid changes in frequency/amplitdd®ught to be crucial to successful

speech perception and normal development of lijeskitls (see Talcott et al. 2000).

Witton and colleagues (Witton et al., 1998; Witt&tein, Stoodley, Rosner, & Talcott,
2002) reported that dyslexic individuals are le=mssgtive than controls to particular rates
of frequency and amplitude modulation (2-Hz andH#0FM and 20-Hz AM) and this

(in-)sensitivity was significantly correlated witheir phonological abilities (e.g., non-
word reading). Ramus and colleagues (2003), in fouestigated auditory processing in
dyslexia by adopting the FM stimuli used in thecté et al. (2000) study. Like in other
studies, Ramus et al. (2003) also found a sigmifigaoup effect at 2-Hz FM but not at a
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240-Hz FM. They concluded, however, that this greffpct was due to only a subgroup
of dyslexics performing poorly in this task. MoreoyTallal et al. (1996) reported that
training language and/or reading impaired childvath acoustically modified (e.g.,
amplified and temporally extended) material leadssignificant improvements in

temporal processing, phonological processing anguiage comprehension.

The implications of these auditory deficits, howe\ae not well established (see also
below). Boets, Ghesquiere, van Wieringen, & Wou(207) tested pre-school children
at (genetic) high- and low-risk (HR and LR) for tiyda on a set of auditory tasks. They
found that these auditory tasks could not reliabfferentiate HR and LR groups at a
later stage -neither at group nor at individuaklev despite the FM detection and the

tone-in-noise detection being significantly relateghhonological awareness measures.

In short, the auditory theory postulates that theitary deficit is the direct cause of the
phonological deficit and hence the difficulty ofateing to read. In other words, the
RAPT model predicts that dyslexic individuals slibbk impaired both in non-speech
and speech processing. However, as already medtioneChapter 2, behavioural
measures may not always be sensitive enough toctdsightle input-processing
differences. Therefore, in addition to the widegarmf behavioural experiments, some
recent electrophysiological experiments have testexrl auditory processing deficit

model in dyslexia (see Kujala & Naatanen, 2001hBgs 2007, for reviews).

Schulte-Kdrne and colleagues investigated the peech and speech processing in
dyslexic children and adults in three subsequentlies (Schulte-Koérne, Deimel,

Bartling, & Remschmidt, 1998; Schulte-Kdrne, Deimé@artling, & Remschmidt,

1999a; Schulte-Korne, Deimel, Bartling, & Remschim001). They investigated non-
speech auditory discrimination (the MMN componehaaditory ERPS) by using tones
differing in frequency (1000Hz/1050Hz and 2200HARAEz) and speech processing by
using CV syllables ([d-[ba] and [d]-[ga]). Moreover, they used auditory patterns
composed of tones with different pitch. Overallh@te-Korne et al. (1998, 1999 and
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2001) reported attenuated MMN amplitudes for spesuth auditory tone patterns but
normal MMN amplitudes for simple tones. On the badithese results, they concluded
that the deficits in the tone pattern and speeahusitprocessing in dyslexics may arise
from impairments in processing ‘rapid’ temporal tpats as suggested by the RATP
model of dyslexia. Other subsequent studies has@ r@ported significant differences
between dyslexics (or at-risk populations) and astby using complex tone patterns,
speech segments, simple tones of different freqegntones differing in the SOA and
backward masking (Hugdahl et al., 1998; Baldeweigh&dson, Watkins, Foale, &
Gruzelier, 1999; Kujala et al., 2000; Guttorm et, &005; Kujala, Lovio, Lepisto,
Laasonen, & Naatanen, 2006; van Leeuwen et al8)200

The RATP theory has also received a huge amoumtit€ism. First of all, not all
studies have succeeded in replicating the behaali@nd electrophysiological findings
reported above (see McArthur & Bishop, 2001; Ro2&03; Bishop, 2007 for reviews).

For example, Mody, Studdert-Kennedy, & Brady (198Westigated the discrimination
of CV syllables that contain rapid formant trarmis ([n]-[da]) and their non-speech
analogues (Fand F trajectories) in dyslexic and control groups. latingly, in
contrast with the RATP model, dyslexics were unimmgzh in the non-speech
discrimination but differed from their controls time speech discrimination. On the basis
of these results Mody et al. (1997) concluded thatcore deficit in dyslexia is specific
to speech and not necessarily causally relatecetergl auditory processing. Similar
findings were also reported by Rosen & ManganafiO(d. Moreover, failures in
replicating the impaired performance have beenrtegdn several behavioural studies
(e.g., gap-detection and backward masking: Bishap.e1999; Schulte-Korne, Deimel,
Bartling, & Remschmidt, 1999b; Ramus et al. 20@3; well as in electrophysiological
studies (Lachmann, Berti, Kujala, & Schréger, 20Paul, Bott, Heim, Wienbruch, &
Elbert, 2006; Alonso-Bua, Diaz, & Ferraces, 20@gcondly, the validity of auditory
processing measures used to assess auditory tdnmpo@essing abilities among

dyslexics and controls have been frequently questio The main arguments are the
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weak correlations between different paradigms aimethpping the same underlying
deficit, the selection of controls tasks, the dffectask-related (extraneous) factors such
as attention and memory (see Rosen & Manganaril;2BRArtur & Bishop, 2001,
Rosen, 2003). Moreover, different auditory and spheprocessing measures do not
necessarily correlate with each other (Rosen & Maag, 2001; Boets et al. 2006;
Boets et al., 2007) or with the higher-level langriaabilities (Rosen et al. 2009)
suggesting, therefore, that auditory/speech pratgss such is an unlikely candidate to
cause or maintain the literacy/language deficits.

To summarize, the magnocellular theory of dysleseams to accommodate both the
auditory-phonological deficits and the visual-sphtieficits found in conjunction with
dyslexia. The original RATP model Tallal (1980)wever, made no direct biological
claims but it is, nevertheless, nowadays specifi@din the magnocellular framework
(Tallal, Miller, & Fitch, 1993).

A substantial amount of experimental evidence hesnlpresented to back up both the
RATP model and the magnocellular theory of dyslekiahis recent reviews, however,
Ramus (2003; 2004) points out that both the madhuaetheory and the RATP model
are theoretically and empirically only partiallycsessful. Firstly, the magnocellular
theory does not explain why the prevalence of sgasmtor dysfunction is much lower
than, for example, the prevalence of phonologitgldirments in dyslexia (i.e., it fails to
account for the absence of sensory impairmentgpri&ty, there are number of studies
that have failed to replicate the previous resoiitsuditory deficits in dyslexia (or found
auditory deficits only in subgroups of dyslexicse<.g., Mody et al. 1997; McArthur &
Bishop, 2001; Rosen & Manganari, 2001). Thirdlyerthis no consistent evidence that
the processing problems would lie in ‘rapid’ auditprocessing as proposed both by the
Tallal's model and by the magnocellular framewdRainus et al. 2003). Lastly, there is
no clear evidence that the auditory deficit woutddict phonological deficits (Mody et
al. 1997; Bishop et al. 1999; Rosen & Manganar12(Ramus et al. 2003). Moreover,
studies that investigated auditory training (sushrast ForWord®, FFW) and reported
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that training SLI/dyslexic/typically developing piaipants, for example, with

acoustically modified material improves their aodjt and speech perception abilities
and literacy/language scores (see e.g., Talldl 41986; Merzenich. et al., 1996; Kujala
et al.,, 2001; Moore, Rosenberg, & Coleman, 2005)ewsot blind assessments of
outcome (e.g., randomized controlled trials, RCIh).fact, Cohen et al. (2004) and
Gillam et al. (2008) reported that when conducanBCT, FFW did not induce greater
pretest-to-posttest improvement than any other sp&gific training method. In other
words, all groups made progress and FFW did notvshoy additional benefit of

intervention.

3.2.2.2 Phonological theory

The phonological theory of dyslexia holds that thest prominent cognitive symptom
(phonological deficit) represents the most direelusal pathway while the other
symptoms are simply comorbid markers with no cauektionship with the reading
disorder. The phonological theory argues that dys¢ehave specific impairment in the
representation, storage and/or retrieval of spesmimds that hinders learning the
grapheme-phoneme associations and impacts thenady development. However,
whereas the proponents of this account all agreghencentral and causal role of
phonological skills for dyslexia, they do not agree the exact nature of the
phonological deficit (Snowling, 2000; Ramus, 20Ba3mus & Szenkovits, 2008).

Support for the phonological theory comes from emize that many dyslexics show
poor phonological awareness (apparent, e.g., irorsggesm and phoneme deletion
tasks), poor verbal short-term memory (digit spam-word repetition) and slow lexical
retrieval (rapid automatised naming). The most comiyn accepted hypothesis
regarding the nature of phonological deficit in ldyg&a is that phonological
representations are poorly specified or degraded, (nhoisier’ or ‘fuzzier’). In other
words, the deficit could be a consequence of aclsgmech processing problem. Several
studies have aimed at investigating this aspednjdit-processing in dyslexia, and,

again, the results have been heterogeneous. Mmbésthave employed the categorical
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perception (CP) paradigm (see Chapter 4) and imgastl the speech sound
representations related to various acoustic fest¢eey., VOT: [b]-[p"A], place of
articulation: [l]-[ga]) in dyslexia. Adlard & Hazan (1998) investigatt8l children with
specific reading difficulties and their age anddiag level matched controls in various
auditory and speech perception tasks. They fouadttie dyslexics did not differ from
controls in any of the psychoacoustic measures. ddew a subgroup of the dyslexics
showed impaired phonemic discrimination (with stépative and nasal consonants)
suggesting that some individuals with dyslexia rhaye poorly specified phonological
categories that does not necessarily derive fromeddevel auditory problems.
Moreover, Blomert & Mitterer (2004) investigatedtegorisation of natural (non-
synthetic) [1]-[ka] and synthetic [b]-[da] continua in dyslexic and controls. They
found that, first of all, on the synthetic contimuuthe dyslexic group gave less
consistent responses at the category endpointsthleantypically developing peers. On
the natural continuum, there were no overall grdifferences and natural stimuli were
harder to categorize by both groups. On the bdsikese results, Blomert & Mitterer
(2004) argued that instead of being impaired inespeperception, dyslexics are less
able to apply their phonological representationsedaon natural speech to novel

synthetic stimuli.

Serniclaes and colleagues (Serniclaes, SprengeciEs Carre, & Demonet, 2001;
Serniclaes, Heghe, Mousty, Carre, & Sprenger-Clesr,02004) postulated a hypothesis
that the core problem in dyslexia is, indeed, pospecified phonological categories
and this is due to those categories containingeiveat allophonic detail (see Chapter 4).
Serniclaes and his colleagues found that indiveluaith dyslexia are worse than
controls in discriminating speech sounds that @dghe category boundary (e.g., in
VOT in French: [b]-[f]). However, they also noticed that dyslexics areially better

than controls in distinguishing sounds within thesgegories by showing increased
discrimination in the VOT continuum at a point lexant for their native language

phonological inventory (i.e., [b]-[p]-ff). On the basis of these data, Serniclaes and
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colleagues argue that dyslexics are more sensdiaeoustic-phonetic variation caused
by the surrounding speech sounds (e.g., phonetal dbat is irrelevant for lexical

processing) and, therefore, less able to absth&ctdlevant category information than
their controls. This perceptual ‘hyper-sensitivitgn lead to problems in creating stable

grapheme-phoneme mapping principles and thus tehbigtacy deficits.

In order to test several theories of dyslexia ie study, Ramus et al. (2003) presented a
battery of psychometric, phonological, auditorysual and cerebellar tests to high
achieving dyslexic university students and themtoals. Within each domain Ramus et
al. (2003) tested the participants with varioustests that have elicited consistent
differences between dyslexics and controls in jevistudies (e.g., backward and
simultaneous masking, phonemic categorization, Feation, TOJ-task, automated
picture naming, spoonerism, non-word repetition)it Of these subtests, Ramus et al.
(2003) created summary variables for ‘phonologyd dauditory’ and out of auditory
measures summary variables for ‘rapid’/’slow’ argppeech’/non-speech’. The results
showed that a significant proportion of dyslexiasrevimpaired in the auditory domain.
However, all auditory measures showed a ratherdgg@eous pattern. Moreover, there
was a clear correlation between the ‘auditory’ dapdonology’ variables but this
correlation was only apparent in controls. On thsi®of these data, Ramus et al. (2003)
concluded that poor auditory processing can eptal phonological processing but not
necessarily vice versa, that is, phonological dteian exist without auditory problems.
Most importantly, Ramus et al. (2003) did not fiaay significant differences between

auditory summary variables of ‘rapid’ and ‘slow’ ‘speech’ and ‘non-speech’.

Auditory and speech perception abilities of dysteixidividuals have attracted a huge
amount of interest and research. As mentioned bgtbe results, however, have been
heterogeneous and equivocal. Overall, many of tkas#ies reported above agree on
that auditory problems often do (co-)occur with ldyg&. The phonological theory,

however, argues that these auditory deficits are nexessarily causally related to
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dyslexia, that is, the phonological deficit couldst without apparent auditory problems
(see Rosen, 2003; Ramus, 2003; 2004).

Nonetheless, the question still remains: What ésrthture of the phonological deficit?
Ramus & Szenkovits (2008) reviewed the dyslexierditure in trying to tackle this
guestion and argued that, in fact, the data shatktie phonological representations are
normal and the ‘phonological grammar’ (i.e., depehent of language-specific
phonological processes such as voicing assimilatidfrench) has developed normally
in dyslexia. However, where dyslexics fail is taskat load short-term memory (e.g.,
spoonerisms) or require speed (e.g., rapid nanterggtively suggesting that the core
problem may lie in phonological access or in vegbadrt term memory rather than at the

representational level.

To summarize, the phonological theory postulatest ttiyslexics have a specific

impairment in the representation, storage andénwtiof speech sounds. Furthermore,
the majority of researchers agree that phonologpraicessing is at the core of

impairments in dyslexia. The evidence, howevenoisconclusive as to the exact nature
of the deficit(s).

3.2.3 Behavioural level

Figure 3.1 summarizes the main cognitive and behaal deficits in visual, auditory,
motor and ‘other’ domains introduced in previoust®®s. Dyslexia is defined as
deficit in acquiring literacy skills (e.g., readimagd writing) at a level expected on the
basis of the 1Q (Snowling, 2000). Generally, dyglexnake more spelling and reading
errors and/or are slower than their typically depelg peers in reading and writing.
However, the manifestation of reading difficultiean vary according to the writing
system and the transparency of the writing systéon.example, in languages such as
English, the phoneme-grapheme correspondences aatg €omplex and arbitrary
resulting in persistent problems in reading andlisgeaccuracy in dyslexic individuals.

In languages with more transparent writing syst¢sogh as Finnish and Spanish), on
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the other hand, the literacy problems usually nemtiin spelling and reading speed.
However, despite these cross-linguistic surfacelleifferences, the factors governing
phonological development and the primary deficit(sdlerlying dyslexia are assumed to

be similar across languages, for example, a defitiphonological representation

(Goswami, 2000; Goswami, 2002).
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Figure 3.1. A summary of cognitive and behaviourateficits and symptoms in dyslexia. Figure is
based on Stein & Walsh, 1997; Ramus et al. 2003; Mchur & Bishop, 2001.

As is the case with SLI (see Chapter 2), dyslexia heterogeneous disorder with a wide
range of behavioural and cognitive deficits and uhderlying biological and cognitive
cause(s) of dyslexia are unknown. Dyslexia marsféself as poor reading, poor verbal
short-term memory (as exemplified in digit span ah-word repetition tasks), poor
phonological awareness (as exemplified in phoneehetidn and spoonerism tasks) and
slow lexical retrieval (as exemplified in rapid aotatic naming tasks). Moreover, visual
deficits with respect to reading and writing areirfd in dyslexia. And lastly, slight
motor and temporal/spatial deficits are sometin@sd in conjunction with dyslexia
(see Figure 3.1).
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There is a high comorbidity between dyslexia artteotlevelopmental disorders (such
as ADD/ADHD, SLI and dyspraxia). Therefore, theigty of symptoms manifested in
dyslexia and SLI and the high comorbidity betwesmslekia and SLI has lead to a
theoretical debate about the causal pathways teetitwo developmental language

disorders.

3.3 SLI and dyslexia: the same disorder?

As introduced in previous chapters, SLI is impaintrie acquiring spoken language that
particularly impacts on the acquisition of syntaxd anorphology. Dyslexia, in turn, is
impairment in acquiring the written form of a laage. Therefore, at a first glance, SLI
and dyslexia seem like distinct disorders. Recenthas been acknowledged, however,
that there may be a close connection between Sdldgslexia. Several studies show
that SLI and dyslexia tend to frequently co-ocaurthe same individual (McArthur,
Hogben, Edwards, Heath, & Mengler, 2000) and bagbrders tend to run in families
(Bishop, 2009). Moreover, depending on the definitriteria, several dyslexics meet
the criteria for SLI and vice versa (see McArthtirak 2000; Catts, Adlof, Hogan, &
Weismer, 2005).

Furthermore, there seems to be a substantial pvdrdween the disorders at the
cognitive and behavioural levels because many efpthonological deficits found in
dyslexia (e.g., phonological awareness, verbal Said)evident in individuals with SLI.
Studies on at-risk populations also show that delayoral language development (e.g.,
semantic and syntactic deficits) are evident inngpwehildren who later on develop
dyslexia (McArthur et al., 2000). Therefore, it hbsen suggested that instead of
considering SLI and dyslexia as two distinct disosd they could be best characterized
as stemming from similar underlying cognitive defand manifesting different ends of

a single continuum.

This ‘single-source model’ or ‘severity model' poges that the underlying cognitive

cause is the same (i.e., auditory-phonological)Sid and dyslexia but these two
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developmental disorders differ in the degree ofeséy of the deficit (Kamhi & Catts,
1986; Tallal et al. 1997). In other words, in tlevere case of phonological impairment
the affected individuals end up with oral languag®blems (syntax, semantics,
discourse) and reading problems (SLI) whereas & ldss severe impairment the
affected individuals develop word reading probldohsslexia). This model predicts that
SLI and dyslexia both have their basis in phonaalgimpairments (and consequently in
the underlying auditory temporal deficits) but tHeficits are more severe in SLI.
Moreover, Kamhi & Catts (1986) state that whileegairical labels such as ‘reading
impaired” and ‘language impaired’ may be useful feome purposes, these
developmental disorders could also be viewed agreups of a more general group of
‘language-disabled children’. Moreover, Tallal aner colleagues (Tallal et al. 1993;
1996) merge these two categories, SLI and dysléxia,a single category of ‘language
learning impairment’ (LLI). Sharma, Purdy and Ke{B009), however, argued that the
comorbidity of auditory, language and reading dises could be largely dependent on
the diagnostic criteria used. In their study, 68ldthn with suspected auditory
processing disorder (APD) were assessed usingge rahauditory, language, reading,
attention and memory measures. Sharma, Purdy aliyl (R809) reported that, overall,
47% of children demonstrated auditory, language raading disorders of which 10%
had either auditory + language disorder or auditorgading disorder. Moreover, 12%
of children had language and reading deficits withmoncurrent auditory deficit and 4%
of children had APD alone. They concluded that etverugh APD can frequently co-
occur with language and reading deficits, the daegationship is not clear.

An alternative model to the severity model was fautvard by Bishop & Snowling

(2004, see Figure 3.2). Bishop & Snowling (2004ppmse that despite these well
documented phenotypic similarities, it is helpfolretain the terminological distinction
between SLI and dyslexia. Bishop & Snowling (200&gue that despite these
similarities, there are differences between SLI aydlexia that cannot be properly
captured by one dimension of severity. They ardpa¢ ¢ral language and phonological

development can independently affect language #@&erdady outcomes. In dyslexia,
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imprecise phonological representations lead to Iprob in phonemic orthographic
associations and difficulties in literacy developme However, dyslexics can
nevertheless benefit from top-down semantic andasyic contextual information to
compensate for their poor decoding skills. Theditg problems found in SLI, in turn,
may have somewhat different origins because alsepho@nological skills (e.g., syntax
and semantics) seem to play role in literacy dguaknt and, therefore, children with
SLI and dyslexia seem to demonstrate different ldgwveental trajectories (Snowling,
Bishop, & Stothard, 2000). Moreover, individualgssified as ‘poor comprehenders’
exhibit good reading accuracy but have difficultiesunderstanding of what is written
without apparent phonological problems (Bishop &®ling, 2004).

In other words, some cases of SLI can bee seerdasible-deficit’ of co-occurring oral
language difficulties and phonological deficits.dauch cases the phonological deficits
are similar to those found in dyslexia and do riffed for example, in the degree of
severity. The phonological deficits would, therefoexplain the overlap between SLI
and dyslexia. Poor phonological (awareness) skiltsild be the primary cause of
literacy deficits in dyslexia whereas poor compretes would demonstrate similar oral
language deficits as is found in SLI but withoutamzurring phonological deficits
(Bishop & Snowling, 2004).

+
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phonological skills 4

P
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Figure 3.2. A model of the relationship between SL&and dyslexia. Figure is adapted from Bishop &
Snowling, 2004.

The quadrant model by Bishop & Snowling (see Fig8r2) demonstrate in two
dimensional space how phonological and non-phonodbg skills contribute

independently to the profiles of dyslexia and SLI

In short, according to this model, the overlap lestwSLI and dyslexia can be explained
by phonological deficits but these deficits are me$ponsible for full extent of the
language deficits in SLI. Furthermore, in SLI, thfficulties in syntax and semantics
can also affect their literacy skills whereas pommprehenders demonstrate difficulty in
understanding what is read in the absence of pbgiwal impairments, that is, they

show weak semantic processing and normal phonology.

Recently, however, Catts et al. (2005) have puvdod a more extreme form of this
guadrant model. Catts et al. (2005) argue, sinmld@ishop & Snowling (2004), that SLI
and dyslexia are distinct disorders that have diffe developmental trajectories and
different behavioural and cognitive manifestatioHswever, Catts et al. (2005) claim
that the phenotypic and cognitive overlap obsemwe8L] and dyslexia is not due to
underlying similar phonological deficits but to corhidity rates, that is, the disorders
are related but distinct. The comorbidity model @dtts and colleagues, therefore,
predicts that due to high comorbidity of these dises there should be several cases of
SLI without any phonological problems and severates of dyslexia without oral
language problems as well as a subgroup of indalgduwith double deficit
(SLI+dyslexia). To support this distinction, Ca#s al. (2005) reported data from a
longitudinal study and argued that, in their sampldy 15-20% of dyslexics meet the
criteria for SLI and approximately 17-29% of thaseldren that met the criteria for SLI
in the kindergarten later fulfilled the criteriarfdyslexia (NB McArthur et al. 2000
proposed figures of approximately 55%). Based ogsdéhdata, Catts et al. (2005)
proposed a model similar to the quadrant model ishd & Snowing (2004) differing,

however, on the fact that where the quadrant moelfers to individuals with oral
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language deficits and spared phonology as ‘poorpcehenders’, the comorbidity

model considers these as ‘SLI-only’ (or childrenhaa history of SLI).

3.5 Summary

There is a significant amount of evidence thatfdyy not all dyslexics exhibit sensory
deficits. There is also a growing body of evidetita dyslexia and SLI are related but
distinct developmental disorders. Moreover, botH &hd dyslexia are heterogeneous
disorders traditionally diagnosed by using psychmimesxclusionary criteria that has
proven to be unsatisfactory for some purposes$se&ling, 2000; Bishop & Snowling,
2004). Therefore, it has been put forward thathensearch of underlying biological and
cognitive causes of SLI and dyslexia future worlowdd include investigations of
reliable cognitive markers for SLI and dyslexia. This line of reséaveould result in
more homogeneous subgroups (in cognitive terms$)wbald allow researches to better
investigate causal links between the brain and \beta Moreover, in order to
disentangle the role of auditory processing in gnsssful language development, we
should, first of all, better establish its role snccessful language development and,
secondly, investigate the long-lasting effects nfAPD by adopting, for example, a

trajectory approach (Thomas, Annaz, Ansari et@D9).
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4. Speech Perception: From Phonetics to Phonology

4.1 Introduction

In this chapter, | introduce the auditory theoréspeech perception with reference to
the models of how the surface level acoustic vagas treated by the auditory system
(i.e., cue weighting and categorical perceptionfteA establishing the auditory
theoretical framework for the thesis, | explore hake underlying phonological
categories develop in infancy and how distinct sisuand differences between sounds

are processed in the auditory cortex as measuretebtrophysiological methods.

4.2 The problem of speech perception

In normal situations speech sounds are perceivdy fapidly without any major effort.
The ability to perceive speech with such precisama at such a rate is a remarkable
achievement that is unique to humans. During tist fdge decades, much research has
been done to disentangle how the acoustic signptdsessed and transformed in the
peripheral auditory system and subjected to loweell phonetic and higher-level
(abstract) phonological processing. However, desmst amount of research on speech
processing, there is still much controversy surdinig the process of decoding speech.
One problem in modelling speech perception arisms the nature of the speech signal
itself. As the acoustic speech signal contains gehamount of variation (within a
speaker and between speakers), the identificatfomvariant phonetic features that
would systematically map onto a phonological usitvirtually impossible. So far no
theory has been able to reliably indicate whatuiiest in the signal are the crucial ones

for perceiving the intended message.

Some researchers have suggested that the invamaperties are not found in the
physical signal itself but the perceiver perceitres intended abstract gestures (e.g., lip
rounding, tongue rising) of the speaker, that g invariance is associated with the

production of speech (Liberman & Mattingly, 1989he Motor Theory of speech
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perception proposes that human beings employ djzedalecoding patterns developed
via evolution just for speech (Liberman & Mattingly989). This “phonetic module” is
specialized to process only speech and whileatise, other modules cannot access the
auditory properties of the signal. In other worsiseech is treated as a special code and

processed independently from all other (non-spesahihds.

The opposing theories suggest that the invariascsither embedded in the acoustic
signal or extracted from the signal via decodingcpsses. Stevens (1980) proposed that,
in fact, phonological distinctive features (Jakabsbant, & Halle, 1952) could be the
answer to the invariance problem in speech peeptin phonological theory,
distinctive features are a bundle of labels assigwespecific acoustic or articulatory
features of a sound. Using distinctive featureyngimes can be broken down into
smaller components, e.g., a nasal phoneme /n/ rbghépresented as a feature matrix
[+sonorant, -continuant, +voice, +nasal, +alveoldfjese features are usually binary
(e.g., = voice, talveolar) establishing naturalssks that undergo similar phonological
processes and form larger units (e.g., source regtylace features). The majority of
the features are intended to be universal, sorfgdhe acoustic correlates of these
features could potentially unravel the invariancebpem. The traditional abstractionist
view of speech perception, however, has been cigdtk by the exemplar-based
approaches (Goldinger, 1996). The exemplar modeigeathat particular instances of
speech sounds are stored in the memory of thedistnd compared against the sensory
input in the categorization process. The exempladets, therefore, consider variation
across talkers as ‘noise’ and do not assume thahalized abstract representations
exist. Experimental evidence showing that famwiaices are easier to process supports
the exemplar-based approaches. Opponents of thesklsn however, argue that
exemplar accounts are unrealistic due to the memeygcity requirements they assume
(Johnson, 2005; Cutler, 2008).

In addition to the invariance problem, the fact thygeech is a rapidly fading continuous

signal proposes a major challenge to speech pé&voettteories. In connected speech
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there are no pauses between different sounds or lestsveen words and the acoustic
realization of each sound varies according to thetext it is produced in. The exact
mechanism how these physically different and oypgileg (orco-articulated segments
are mapped onto (abstract) discrete units, sugthasemes or words, is more or less
unknown. Co-articulation of speech segments ine®aariability in the signal and
induces problems in segmenting speech into smatis. For example, in a CV syllable
the place of articulation in stop consonants (&g, /d/ or /g/) affects the formant onsets
of the following vowels (Delattre, Liberman, & Caap 1955), making the acoustic
realization of a given vowel very different. Whaning to identify invariant features
within the speech signal, Delattre and colleaga85%) found that segmenting these CV
syllables into discrete units (e.g., [d] or [b]athwould yield a reliable percept of that
one segment, is impossible. On the basis of thaulirfgs, Delattre et al. (1955)
concluded that because of co-articulation, the dps@nal contains two different types
of acoustic “cues” signalling a discrete percepeady-state cues (e.g., formant
frequencies for vowels) and overlapping transitiooaes (e.g., formant transitions

cueing the place of articulation) that both conitéto speech perception.

Thereby, each sound segment usually consists @raeacoustic cues (e.g., formant
frequency, duration, voice onset time) which arpetelent on the properties of the
surrounding sounds and shared by several othedso@omehow the human perceptual
system is capable of overlooking this heterogenmidguced by lack of invariance, lack
of discrete units and by multiple simultaneous aticucues underlying the segments.
And any plausible theory of speech perception shbel able to account at least for the
three fundamental issues: firstly, how the systealsiwith acoustic variance. Secondly,
how the continuous signal is segmented into linguimits and how these units develop
in infancy, and, thirdly, to what extent the decmflprocesses are species-specific and

even speech-specific.

59



4.2.1 Auditory theories of speech perception

In this section, | introduce three auditory thesrad speech perception that assist in
understanding some of the phenomena introduced daiteand studied in the present
thesis, namely the Auditory Enhancement Theoryl{Di€luender, & Walsh, 1990), the

Fuzzy-Logic Model of Perception (Oden & Massaroy7&9Massaro, 1987) and the
TRACE model of speech perception (McClelland & Em&986).

The auditory enhancement theory (Diehl et al., J33Ques thaperceptualproperties
determine the articulatory patterns, and not vieesa as suggested by gestural theories
(Liberman & Mattingly, 1989). It also proposes titare is a direct and simple relation
between acoustic/auditory and the symbolic/phoricibddevels. In other words, the
acoustic signal (as opposed to articulatory gesjyseovides the necessary information
for perceiving speech. Whereas Stevens (1980) eaksnlg for distinct invariant cues in
the speech signal, Diehl and colleagues (1990jncthat even though a single acoustic
property may correspond to a single unit in perogplisteners usually employ multiple
simultaneous features that are mapped onto abslisteictive features. They propose
that the main unit in speech perception is therdiscsound or the distinctive features
and, therefore, speech perception purely reliesaiagorization of auditory qualities.
Moreover, whereas Stevens (1980) claimed that glwosegments can be broken down
to distinctive features which, in turn, are dirgatiapped onto the physical signal, Diehl
and colleagues (1990) argue that there must betammediate layer between distinctive
features and acoustic signal. This intermediatesljethe Intermediate Perceptual
Properties (IPP), can contribute toore than oneindependent auditory property.
Moreover, the underlying phonological features htar individual phonetic correlates
(the IPPs) that can also be integrated to contibwmiasingleauditory property. In other
words, certain phonological distinctions relevamt & given language are perceptually
enhanced and then combined to contribute to thatiftation of a distinctive feature.
For example, in the distinctive feature [voice],etimain perceptual property

corresponding to [+voice] value is the presenclwffrequency energy that can be sub-
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categorized into several underlying acoustic-phorgbperties all contributing towards

a single perceptual unit.

Similarly, The Fuzzy-Logic Model of Perception (FIE)1(Massaro, 1987) proposes that
the primary information listeners employ when lImstg to speech is the auditory
information —assuming it is clear enough. But umlduditory enhancement theory, the
FLMP argues that other modalities, such as theaVidamain, can affect the perception
by supplementing the sensory information, not neméy by changing it. According to
FLMP, each syllable is represented in memory asototype that consists of features
with ideal values. Perceiving speech, thereforelires estimating how well these ideal
features match the signal. Generally, these femtooerespond to phonetic properties,
for example, the syllable 4b consists of a visual feature (e.g., rapidly opgnlip
closure) and the corresponding auditory featurey.,(erapid rise in all formant
frequencies). According to FLMP, speech perceptielies on general perceptual
categorization principles and comprises of thragest: an evaluation, integration and a

decision stage that are successive and overlapping.

The FLMP proposes that each property of the signist evaluated with respect to the
expected value by assigning so called fuzzy-logiduzzy-truth values (continuous
values between 0-1). These independent valueshare ¢combined or integrated to
provide the final value and finally checked agaitn& best fitting prototypical values.
According to FLMP, different sources of informatige.g., auditory and visual) are
evaluated independently. In FLMP framework, then@ples governing the perception
of speech are considered to be universal and conmtmatl pattern recognition -not

necessarily specific to speech.
The interactive spoken word recognition model TRA@ECIelland & Elman, 1986) is

probably one of the best known and most influenti@hnectionist models of human

speech (word) recognition. Whereas FLMP argued ¢laah source of information is
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independently evaluated and integrated only art kstieges of processing, the TRACE

model of speech perception is highly interactive.

TRACE proposes that the auditory input excitesragtayer network of units that are
all connected by excitatory (between layers) oilkibry (within layers) connections.
These units correspond to standard linguistic uphenetic features, phonemes (that are
position sensitive) and words. All connections lesw units are bi-directional, thus,
information flow from bottom-up is similar to theg-down flow. During the initial
processing the speech signal is transformed intauaditory spectrogram” and the time-
slices are fed to the input units which are seresito surface-level acoustic-phonetic
features. For example, if in the initial analysie tfeatures correspond to properties
“voice”, “alveolar”, “stop”, this excites /d/ at ¢hphoneme layer which in turn activates
wordsdog dark, deepetc. at the word layer. So, different lexical ileocan share same
segments and listeners have to unconsciously cemseleral parallel alternatives and

choose the one that is most likely candidate basqarobabilities.

In summary, auditory theories suggest that theriamae in speech perception lies in the
acoustic signal or in the auditory system. Furtteanthese theories propose that the
initial unit of perception is a sub-syllabic or eva sub-phonemic unit and that the initial
stage of speech perception consists of some typerafminary acoustic feature

analysis. However, since the speech signal conefsteveral simultaneous acoustic
features or cues that vary according to the smecidintext, we need more detailed

accounts how these cues are treated in the peategystem.

4.3 Integrating multiple cues: trading relations aml acoustic cue weight

In natural situations, phonetic contrasts contawesal cues that can signal a single
percept and different combinations of these cuaeslcan result in an equivalent
percept despite the acoustic variation. In othemrd&ioa change in one cue that normally
would change the percept can be offset by chargnogher cue to maintain the original

percept. This multiple cue integration where cuesadble to “trade” in the amount they
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are needed perceptually is callptionetic trading relation(Repp, 1982). Phonetic
trading relation reflects perceptual specializatibat takes into account the common

origin of acoustic-phonetic cues.

How these different acoustic cues interact anduérfte one another is an empirical
guestion in speech perception research. For instanconsonantal contrast [t] — [d] is
distinguished by a feature [voice] that can be atically realized via a contribution of
several cues such as aspiration, F1 onset frequamtythe duration of the preceding
vowel. In laboratory conditions, a single cue mayshfficient for the identification of a
particular contrast but in natural situations people very likely to utilize several
different cues that signal towards the same ertitgpecific contexts some of these cues
are considered more informative than other cuesther words, trading relation is a

manifestation of sensitivity to multiplicity of agstic information.

Fitch, Hawles, Erickson, & Liberman (1980) invesatied the use and perceptual
equivalence of multiple acoustic cues in perceithng English voiceless stop consonant
[p]. They used synthetic words “slit” — “split” drvaried, firstly, the duration of silence
between the offset of fricative /s/ and onset qtild /I/ and, secondly, the formant
transitions at the onset of /I/. In other wordsgyt manipulated two distinct cues that
both can signal the presence of voiceless consdpinthe duration of silent interval
and the formant transition appropriate for bilatstdp closure. They used a paradigm
where one of the cues varies continuously (durateomd one of the cues is fixed
(formant transition: indicating either [p] or absenof [p]). They found that when the
formant transitions cued presence of [p], only S5afhsilence was required for accurate
identification, whereas when the formant transittored absence of [p], about 80 ms of
silence was required for perceiving [p]. In otheords, both cues influenced the
phonemic boundaries, that is, listeners integratgt cues in forming a unitary percept,

giving rise to phonetic trading relations.
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So, variable combinations of acoustic cues canltré@swa unitary percept. However,
these multiple cues can either cooperate with estbler (i.e., point towards same
percept) or they can create a conflicting situafian, point towards a different percept).
In the same study by Fitch and colleagues (1988 two cues signalling
presence/absence of stop consonant were manipWgterdeating a condition where
these cues are in co-operation/conflicting. Thescare co-operating when the duration
of silent interval is long and accompanied by fonmaansitions (i.e., both cues are
signalling [p]) or when the duration of silencestsort and there is no formant transition
present (i.e., both signalling the absence of jgwever, these cues conflict when long
duration of silence is accompanied with no formaansition and when short silence is
accompanied with formant transition typical for.[By using the two sets of co-
operating and conflicting cues, Fitch et al. (198Qind that the discrimination of tokens
where the two cues both signalled the presencp]dfdm those tokens where the both
cues signalled the absence of [p] was relativelgyeaHowever, people made
significantly more errors when discriminating twanéigurations of the same cue (i.e., a
within-category difference of transitions appropeifor [p] from silence appropriate for
[p]). According to Fitch and colleagues (1980), {merceptual system can treat two
different cues to the same percept as equivalelitating that the presence e@ther one

of these is sufficient to arrive at the same pearcdpwever, Hazan and Rosen (1991)
demonstrated that there is a substantial amouvaredbility across listeners in labelling
performance in full-cue vs. reduced-cue situatidteszan and Rosen (1991) argue that
participant’s performance on this task could beedelent on other (intrinsic) factors
such as cue salience that is influenced by ovepaech pattern complexity and vocalic

environment.

In short, speech sound perception is based ongbelan integrated phonetic percept
where acoustically different stimuli can be percefly equivalent. Listeners seem to
make use of multiple acoustic cues in the speagiakibut these acoustic cues do not
necessarily have the same relative role in allatibns. In fact, listeners are able to

assign more “weight” to different cues, for examipléhe presence of background noise.
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In addition to noise, factors such as change in tdwk demand or attentional
manipulation may change the perceptual strategp ashat cues to employ in deciding
the phonetic label of a token (Gordon, EberhardtRé&eckl, 1993; for a review see
Mayo, 2000). Furthermore, the use of these cues doeseem to be developmentally a
fixed property of the perceptual system (Krause821dNittrouer & Studdert-Kennedy,
1987; Nittrouer, Manning, & Meyer, 1993; Ohde, Halgorperian, & McMahon, 1995;
Nittrouer, 2005).

Investigating development, Nittrouer and StuddestiKedy (1987) reported that
children and adults generally use different cuesdistinguish between phonetic
contrasts. Nittrouer and Studdert-Kennedy (198 8dusvo cues, the frequency of the
friction noise and vowel onset transition, sigmallitwo different fricatives, /s/ and//

in different vowel contexts: <sue>, <shoe>, <seashe>. They found that younger
children (3 years of age) use primarily the vowahsition cue whereas older children (5
years) weight this cue slightly less. Interestingigtults and children from about 7 years

of age rely more on the friction noise than ontthasition cue.

However, a later study by Nittrouer (1992) failedréplicate this result. In this study,
adults and children identified A0 - /ga/ contrasts embedded in two-syllable VCCV
tokens Arda/ /alda/ /argal /algal. Unlike the previous study by Nittrouer and Stedd
Kennedy (1987) where children were shown to beigeado transitional cues, in this
particular study adults were more influenced by pheceding VC syllable, that is, the
transition by giving more [g responses when preceded by syllable demonstrating

carryover co-articulation (Mann, 1980).

On the basis of these findings, Nittrouer and egiees (1987, 1992, and 1993)
concluded that this difference is due to childreamng a different perceptual unit to
adults. Whereas adults generally use sub-syllabits was central units of perception,

children can only make use of larger chunks, suchyflables or words. The change in
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perceptual strategy takes place during the firgty®ars of life as a result of increasing
linguistic experience. This Developmental Weighti&dift (DWS) introduced by

Nittrouer and colleagues (1993) proposes that ncgdeng speech segments, children
generally assign more weight to the dynamic cueshag signal syllable structure

whereas adults weight more the segment-intrinsgs.cu

However, Sussman (2001) proposed a sensory hyjpetinas, as opposed to the DWS,
holds that children merely make use of those chasdre spectrally more informative
(e.g., louder and longer) that also explains tlfferdinces found in adults’ and children’s
cue weighting scores. Sussman (2001) argues thae ttifferences are due to general

sensory processing differences between childreradnotds.

Mayo & Turk (2005) compared these two (DWS vs. sentypothesis) accounts in an
identical cue-weighting task used by Nittrouer aafleagues. Mayo and Turk (2005)
compared vowel onset formant transition cues trespectrally distinct to those that are
spectrally similar (e.g., /no-mo; do-bo; ta-da/ Aé-mi; de-be; ti-di/) in groups of young
children (3/4-, 5- and 7-year olds) and adults.yTteported, unlike what is predicted by
Sussman’s model, that spectral informativenesssptayole in cue weighting iall
participants (i.e., children and adults alike) d@hdt children differed from adults only
for some consonant contrasts. Moreover, Mayo & T@f05) argued that the pattern of
results did not support the DWS hypothesis eithrethat children did not give more
weight to transitional information than adults (s¢&0 Hazan & Barrett, 2000; Mayo &
Turk, 2004 for similar results). They concludedttitais likely that cue-weighting is
influenced by both the segmental context and thesiphl distinctiveness of available

cues.

To summarize, cue weighting is a quantitative mesasti perceptual categorization. We
know that listeners may change the relative wenghtjiven to different sources of
acoustic information and they seem to do so inynaituations or when the task

demands change to maximize the accuracy. On théewihgeems that even though the
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learning mechanisms of perceptual categorizatian reot fully understood yet, the

experience with certain patterns and regularitiethe native language form the basis of
listeners’ abilities of weighting of acoustic dinggons. In the next Section, | describe
the categorical perception of speech and the dpwedat of these native language

perceptual categories.
4.4 Development of speech perception

4.4.1 Categorical perception of sounds

Categorical perception (CP) refers to the listénabslity to organise heterogeneous
input into finite number of categories. As opposetrading relations and cue weighting
where the system deals with multiple cues simutiasl, in a traditional CP
experiment the effect of a single cue in formingexcept is observed. CP emerges
whenever perceived within-category differences @mpressed and between-category
differences are enhanced. The perceptual systemssearrange input into meaningful
entities or contrasts ignoring the “irrelevant” iaion. Intense research during the past
50 years indicates that this is how the percepiyslem operates. In other words, the
equal physical changes in a signal are not alwagdd as equal across the perceptual
space but perception seems to be discontinuouspmiinear, at some points. Thus,
some changes seem to be more meaningful and @eatbrupt change in perception
whereas equal changes (on the same physical duae) a negligible effect on the

percept (see Figure 4.1).
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Figure 4.1. Categorical perception. Theoreticallydeal identification (red) and discrimination (blue)

functions. The x-axis represents the stimulus numbealong a particular continuum and the y-axis

% of category [X] responses and discrimination acaacy. The 50% point is indicated by the dashed
line.

In a typical CP study a set of stimuli (e.g., 7gl¥e 4.1) are synthesized and their
acoustic properties are varied along a continuum,(ehanges in VOT, vowel duration,
formant frequency change of a transition). Thesault are then played to the listeners
in a labelling (identification) task where the peigant is asked to provide a linguistic
label to the stimuli (e.g., either [x] or [y]). Meover, these stimuli are then presented in

pairs in a discrimination task (e.g., “same-difféf@ask) to the participant.

This CP phenomenon was first reported by Liberntdarris, Hoffman, & Griffith
(1957) who showed that in certain acoustic cuesh sis VOT, at the category boundary
(i.e., the 50 % point where the subject is at anchdevel in their labelling, see Figure
4.1) the stimulus identity (or the “label”) changetatively abruptly resulting in steep
labelling functions whereas within the categorigis function is flat (the perception is
more uniform). Interestingly, however, the stimate easier to distinguish from one
another at the category boundary when comparedwitthin-category differences, that
is, the discrimination sensitivity is enhanced vehdghe labelling performance is

decreased. However, this perceptual phenomenoatitharoughly uniform across all
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speech sounds. For example, vowels are generatbeiped less categorically than
consonants (Fry, Abramson, Eimas, & Liberman, 1962)reover, Massaro (1987)
even claimed that categorical responses do nossaghy require categorical perception
and that, in fact, CP is merely a pseudo-phenomenam artefact of the experimental

design affected by the fact that linguistic laldelsd to be categorical by nature.

Categorical perception was originally thought toab&pecies-specific property unique to
humans and unique to perceiving speech. Howeves, tasearch showed that CP is
neither speech specific (Pisoni, 1977) nor unigueumans (Kuhl & Miller, 1975; Kuhl

& Miller, 1978). Instead of categorical perceptiand perceptual separation at the
category boundary, Kuhl (1991) argued that it esititernal hierarchical organization of
the category that is unique to humans. In cognisegence, it was already well
established that some instances within a givergoagecan be perceived as being better
representatives of that category and preferred twerother members (Rosch, 1973).
The notion of category representatives, or “prqgie/, was extended from semantic
categories to phonological categories.

Generally, the perceptual prototypes are easieretoember and are stored in the
memory. In addition to prototypicality, (Kuhl, 199feported that within a speech sound
category, those instances that are acousticallyecto the prototype are perceptually
harder to discriminate than those instances thatckrser to the category boundary -
despite equal acoustic distances. This phenomemsrcalled as the “perceptual magnet
effect” (PME) where the prototype serves at a maga#ing nearby elements towards
it, thus shrinking the perceptual distance nearpifmeotype. Furthermore, Kuhl (1991)
proposed that this perceptual phenomenon is unigusumans, that is, the category
goodness influences the perception of human adultsinfants but does not appear to
play a role in other animals. The magnet model,éhv@s, has since been challenged by
other researchers (Lively & Pisoni, 1997; Lotto9&3
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Categorical perception and the perceptual magretteboth hypothesize that the goal
in adult speech perception is derivation of a segeeof phonemesrelevant to a

listener's native languageHowever, how and when these phonological categorie
develop when a child begins to speak and to whi@néxare they separated from non-

phonetic acoustic information is not yet clear.

4.4.2 Development of phonological categories

Adults’ phonological categories are characterizgdrading relations and cue weighting
that develop gradually during approximately thestfib-7 years of life. However,
acquisition of language starts well before childeser the school and native language
phonological categories must be established padhis age. In this Section, | review

what is known about phonological development dutiregfirst year in infancy.

Perception of fluent speech is a complex procesd eaen more so with children’s less
mature information-processing mechanisms. Whemiafare exposed to their native
language(s) they have to learn to identify relevaegments (words, syllables,
phonemes) from the continuous stream of speeclierBiit languages have different
phonological units (phonemes) and realizations hefsé units (allophones) and the
infant’s task is to learn to connect the variableface forms to the underlying

phonological forms relevant to the given language.

As stated above, successful speech perception tadepend upon responding to any
absolute set of acoustic properties, but infantstralso be capable of dealing with the
variation, that is, solving the normalization prefol. Moreover, natural language
learning requires social interaction possibly emguthat infant’s attention focuses on
speech produced by other members of the communigther words, infants’ language
learning is communicative learning resembling tdamonstrated, for example, in
songbirds (Kuhl, 2004).
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Much research has been devoted to investigatingpéineeptual capabilities of infants
and young children. Eimas and colleagues (Eimagueband, Jusczyk, & Vigorito,
1971; Eimas, 1975; Eimas & Miller, 1980) investaghinfants under 4 moths of age in
CP along several acoustic dimensions such as VET/ (/ /ba/), place of articulation
(/bal - [da/) and manner of articulation ((b- /wa/). They showed that infants are
excellent in distinguishing between category ddfezes between sounds and show
similar tendency for CP as adults and chinchilfasnf very early age. Jusczyk, Copan,
& Thompson (1978) tested infants at 2 months inr thkility to discriminate glides /j/
and /w/ syllable initially and medially and conchdl that infants were able to
distinguish these contrasts early on regardlesi$sgbosition in a syllable. Moreover,
infants also showed adult-like ability to categeriron-speech sounds (Jusczyk, Pisoni,
Walley, & Murray, 1980).

In addition to CP and discrimination of NL contsgstVerker and Tees (1984) showed
that, infants, unlike adults, are able to discriaénbetween a wide range wifiversal
acoustic-phonetic differences, that is, contrasist tare irrelevant for the ambient
language. Werker & Tees (1984) and Aslin and cglies (1981) presented several
different foreign language (FL) consonant contrastsEnglish-learning infants and
reported that infants showed accurate discriminagieen in these novel FL sounds. In
other words, infants show the general ability ttegarize speech sounds but they are
more sensitive to acoustic-phonetic variation thdalts. These findings indicate that
during the first few months of life, infants’ phdngical categories seem to be
fundamentally different from adults’ categories. félaver, Hazan & Barrett (2000)
showed that CP development continues well intoest@nce. They argued that children
and adolescents are less flexible than adultsair fferceptual strategies and therefore

also less consistent in their categorizing perforoea
It is well established that experience of a paléiclanguage alters perception and that

this general ability to discriminate non-native phtic contrasts disappears gradually
during the first 12 months of life (for a reviewes&uhl, 2000). After the initial
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“universal perceiver” phase, around 6 months, ptiormategories start to be structured
in language-specific ways around the prototypeswsig similar magnet effect to
adults (Kuhl et al., 2006). But what mechanism elsivhis developmental change in
speech perception? One suggestion is that infahtslate statistical distributions of the
auditory-phonetic input that provide clues aboué thhonological structure of a
language, e.g., about the vowel inventory (Mayerk#&fe & Gerken, 2002). In addition
to sensitivity to distributional patterns withinsmund system of a language, infants
initially also calculate transitional probabilitidetween syllables which guide lexical
learning (Saffran, Aslin, & Newport, 1996). Safframd colleagues (1996) played 2
minute strings of synthesized continuous speechsistimg of three-syllable
pseudowords such as “tibudo” “pabiku” and “golatd’he transitional probability
among the syllables in these pseudowords was ldieah it was only 0.33 between
other adjacent syllables. To detect the “words” edu®d in the continuous speech
stream, infant's had to be able to track the giedisrelations among syllables. These
statistical learning skills observed in human itaare not, however, restricted to
language learning or only to humans. Similar effeate found using other auditory
stimuli (tones), visual stimuli and by presentimgpsch to monkeys ( Hauser, Newport,
& Aslin, 2001; Kirkham, Slemmer, & Johnson, 2002).

Johnson and Jusczyk (2001) reported that about r@hwmaf age, infants change their
strategy to recover words from the speech streatmmsbn and Jusczyk (2001) argue
that by this time infants begin adopting a moreltaltke strategy to use prosodic cues

(e.g., detecting stress patterns of words) instéachnsitional probabilities.

In short, during the initial 12 months of life, arfts change from universal perceivers to
language-specific perceivers, losing sensitivity tietect “irrelevant” phonetic

information. At around this stage phonological garges start shaping (magnet effect)
and possibly the abstract representations of sostagisto emerge (e.g., prototypes). In
addition to this, infants change their strategydéect words in the continuous speech

stream from statistical cues to prosodic cues. KRB0O) calls this phase as developing
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“neural commitment” to native language (Native Laage Neural Commitment,
NLNC) that is essential for successful languagenieg. The NLNC hypothesis argues
that losing the sensitivity to FL contrasts is aessary condition for excellent NL
speech perception and later language developmktareover, Kuhl (2000) proposes
that the degree of commitment (i.e., the abilityttme into” NL) is a predictor of later
language skills, that is, phonetic abilities wotddotstrap’ language learning (or at least
lexical learning). However, investigating the néurammitment to learned structure
requires understanding the cerebral bases for phengerception. In the next two
Sections, | shortly review what is known about pfroe processing at the auditory

cortex and about decoding native and non-nativedpsound contrasts.

4.5 Speech sound processing in the auditory cortex

Speech perception seems to be highly automaticodéfigatory in nature. However,
despite the great interest in structural and fameti organization of the brain during the
past decades, the neural substrates underlyingritieessing of speech are not well

understood.

Auditory cortex is responsible for the processirfgatl auditory events, including
speech. It is located at the temporal lobe in thetgrior half of the superior temporal
gyrus, STG. During the early stages of procesdwegacoustic-auditory signal travels to
the primary auditory cortex, Al, from the cochlehene the initial processing of the
signal takes place. This pre-cortical processirgrseto be general to all sounds and,

therefore, speech-specificity may only arise atdbwex (Scott & Johnsrude, 2003).

The majority of the information about the functioegiof the auditory cortex is gained
from studies in animals, for example, in nonhumamates. Generally, the primate
auditory cortex can be divided into three regidhs,core, belt and parabelt, on the basis
of their connections and organization (Kaas, HackefTramo, 1999) (see Figure 4.2).

This distinction appears to be paralleled in thenan brain.
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Rostral ,"

Parabelt

Figure 4.2: Primate Supratemporal plane. Figure adpted from Scott & Johnsrude, 2003.
Abbreviations: Al, primary auditory area; AL, anter ior lateral belt; CL, caudal lateral belt; CM,

caudal medial belt; CP, caudal auditory parabelt; M., medial-lateral belt; RM, rostro-medial area;

RP, rostral parabelt; RTL, lateral rostrotemporal auditory belt; RTM, medial rostrotemporal

auditory belt. Reprinted with permission from Elsever.

Cortical auditory processing originates from therecaegion projecting to the
surrounding regions, that is, to the belt and paltabith furthertransmission from the
parabelt region to higher level processangas as the dorsolateral frontal cortex and the
superior temporakulcus (STS). The primate core, belt and parabedt faghly
hierarchical in their connections and response gnas (Kaas & Hackett, 2000). This
hierarchical processing entails that these primsensory areas deal with basic
processing of the stimuli whereas the higher-orf@econdary) areas are engaged in
extracting more complex aspects of the incomingnaigScott & Johnsrude, 2003).
However, in addition to this hierarchical procegsiinui, Okamoto, Miki, Gunji, &
Kakigi (2006) argue that there are also severallfghprocessing streams between core,
belt and parabelt where multiple attributes of thalitory stimuli are processed by

segregated pathways.

The core and belt areas also display some fundtigpecificity (e.g., tonotopy) that
arises from the mechanical properties of the caclidackett, Preuss, & Kaas, 2001,
Rauschecker, Tian, & Hauser, 1995). Thus, tonotogy be referred to as a basic

principle of the information processing in the dadi system. In addition to this

74



topological organization of frequency informationthe primary auditory areas, also
other mapping principles for speech sounds hava paeforward. Recent research has
proposed that the auditory cortex is organized ptapically or phonemotopically thus

enabling each vowel category to be representecepsrate neural populations (Diesch
& Luce, 2000; Obleser, Elbert, Lahiri, & Eulitz, @8, Shestakova, Brattico, Soloviev,

Klucharev & Huotilainen, 2004).

Obleser and colleagues (2003) proposed that plwodistance in vowels (such as F1-F2
distance) is preserved at the cortical represemsitiThey investigated the distance of
cortical representation (as indexed by N1m) of Germowels [i], [e] and [a] where the

vowels [a] and [i] are phonologically and specirdlirther apart in vowel space than
vowels [i] and [e]. They hypothesized that if aodyt cortex is capable detecting this F1-
F2 distance it would provide strong evidence foom@dmotopic organization of the

human auditory cortex. The study of Obleser e{2003) as well as a later study by
Shestakova and colleagues (2004) confirmed thidigifen, suggesting that at least

vowels are represented at the auditory cortex daugto their phonological properties.

Inevitably, we can consider phonetic perception exilacting phonological properties
as linguistic by nature. However, an interestingsiion is, at what point does phonetic
processing depart from general auditory processig®, moreover, are there distinct
neural pathways for speech and non-speech? Retasttophysiological techniques
have provided a useful tool in investigating thegationship between speech and non-

speech processing.

4.5.1 Mismatch negativity (MMN) as an index of aody sensory memory

Mismatch negativity (MMN) is a component of audjt@vent-related brain potentials
(ERPs) usually measured with EEGeléectroencephalograph or MEG
(magnetoencephalographytechniques. Both EEG and MEG have a high temporal
resolution (at a millisecond range) that makes tlmmnideal tool for studying speech

processing where events take place at a fast Maaesover, M/EEG do not generate
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noise (such is the case witmctional magnetic resonance imagitigIRI) which makes

them particularly appealing in the auditory spepefception research.

EEG records the ongoing electrical activity of thrain using an array of electrodes on
the scalp. Cortical neurons produce two main tygfesctivity: action potentials that are
discrete voltage spikes and postsynaptic potentiékSP) that arise when
neurotransmitters bind to receptors. EEG signaés mainly produced by excitatory
postsynaptic potentials generated at apical dessddf pyramidal cells in the cortex. A
single PSP produces a current dipole (i.e., a phinegative and positive electrical
charges) that is too weak to be measured outsideh#ad. Therefore, cumulative
summation of (approximately) simultaneous actiatyat least thousands of neurons is
required. The cumulative summation of the potestiml enhanced by the spatial

alignment of the cortical neurons (i.e., alignedpeadicular to the cortical surface).

These electric currents measured at the scalpralsce a magnetic field that is detected
outside the head with SQUID (Superconducting Quarinterference Device) sensors.
In other words, these two methods, EEG and MEG, cioeely related since both
techniqgues measure the same synchronized neurotinatya The advantage of using
MEG over EEG is that the tissues outside the baagnmore or less transparent to the
signal so that, unlike in EEG, the signal is natalited, improving the spatial resolution
(see Hari, Levanen, & Raij, 2000 for a review). wéwer, MEG is selectively sensitive
to tangential currents, that is, it fails to deteletctric currents that are vertically oriented
to the brain surface. Thus, magnetic signals aige$d for superficial dipoles that run
parallel to the surface of the skull, and fall cdpidly as the dipoles become deeper or

perpendicularly oriented.

As is the case in the majority of cognitive studike ongoing M/EEG is time-locked to
some experimental event trigger, thus providingearal response with respect to this
outside event, called event-related potential (ERP.event-related magnetic field,
ERMF). ERPs are extracted from the ongoing backgtoHEG activity with simple
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averaging technique. ERP components are charasdertzy polarity of voltage
deflections (positive/negative), latency (in miicond) and topography. ERPs can be
time-locked to for example sensory, cognitive ortoncevents, therefore proving a
useful tool in cognitive sciences to investigatérenprocessing of external and internal

events.

MMN is a frontocentrally negative component of dadf ERPs that usually peaks at
100-250 ms after stimulus onset. MMN has its manegators at the primary auditory
cortex (Naatanen, Gaillard, & Mantysalo, 1978, #oreview see Naatanen, 2001 and
N&aatdnen, Jacobsen, & Winkler, 2005) and it isitelicwhen subject’'s attention is
directed away from the stimuli, i.e., it is relaly automatic. However, some studies
show that strongly focused attention can modulatdNVlamplitude suggesting that
MMN is not completely attention-free (Woldorff, Hiard, Gallen, Hampson, & Bloom,
1998).

MMN reflects automatic change-detection where theoming deviant signal is
compared to the sensory-memory representationeofgular aspects of the frequently
occurring stimuli. This comparison process can atggger a frontal component (and
even the subsequent P3a component) reflecting riheluintary attention switch to
stimulus change (Giard, Perrin, Pernier, & BoucH&90; Rinne, Alho, llmoniemi,
Virtanen, & Naatanen, 2000).

MMN is elicited by any discriminable auditory chaguch as simple sinusoidal tones
of different frequencies, amplitudes and duratiassvell as more complex tones, such
as vowels and consonants, or even syllables, wands sentences (for a review of
MMN, see Cheour, Leppéanen, & Kraus, 2000; Naatageny; Shtyrov, Pulvermuller,
N&atanen, & llmoniemi, 2003). In other words, MM&ithought to reflect a memory-

related neuronal activity taking place at the aurglitortices.
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During the past 30 years MMN has been widely uselduimans: healthy adult subjects
of different language backgrounds, different pdtiegroups (e.g., people with

schizophrenia, alcoholism, dyslexia, SLI, autisegma patients, young children and
even sleeping newborn infants, as well as differert-human animals such as cats,

guinea pigs and rats.

Naatanen and colleagues (Naatdnen & Winkler, 1988tanen, 2001) propose that
MMN elicitation is based on short-term memory (STivgces at the auditory cortex.
Their model suggests that so called Central Souapgrdgentations (CSR) link the
perception and memory. The CSR is encoded as a rgeinage (or interlinked traces)
and a sound can only enter into long-term memofyM)L in a form of this CSR.
Naatdnen’s model of initial sound perception (andsequently of speech perception)
holds that as a sound enters the auditory cortex,“feature analyzers” perform an
initial acoustic analysis (frequency, intensity ahatation) of the incoming signal.

The initial processing is part of the pre-repreagonal system (indexed by N1) that is
not directly accessible to higher controlled preoasg. The output of the initial feature
analysis is mapped onto sensory memory where thieiree integration and temporal
integration processes aid in forming a unitary ptcThis integration stage corresponds
to conscious percept and thus reflects full sensmalysis. In other words, at this
integration stage the stimuli become representatiand available for other cognitive

operations.

The CSR also determines the auditory accuracytioadily measured with recognition
and discrimination tasks. However, the neurophggichl discrimination accuracy, as
indexed by MMN, precedes (or defines) actual behal discrimination, and not vice
versa (Tremblay & Kraus, 2002; Naatanen, 2001 addition to the neurophysiological
measure of general discrimination accuracy, MMN lbean proposed to reflegpeech-

specificand everlanguage-specifiperception.
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N&aatdnen and colleagues (1997) studied FinnishEmtonian subjects demonstrating
that MMN is sensitive to linguistic experience. lé#en et al. (1997) used five different
types of stimuli: a standard stimulus /e/ that ghaneme in both Finnish and Estonian,
and fours deviants that are either phonemes in laotjuages (e.g., /@/) or phonemic
only in Estonian (e.g., /6/). They reported thasplte equal acoustic differences, the
MMN to the non-native Estonian contrast was sigaffitly smaller in the Finnish
subjects. Similarly, Winkler and his colleagues 92P showed that MMN can also
reflect perceptual plasticity such as languageniegr Winkler and colleagues (Winkler,
Kujala et al.,, 1999) studied Hungarian and Finnmgtive speakers and Hungarian
speakers learning Finnish. They found that whekaaggarian and Finnish only showed
reliable MMNSs to their native language contragte, iHungarian who had been learning
Finnish were also sensitive to the non-native laggucontrast.

Following Naaténen’s theory, Cheour et al. (199&8)ppsed that speech perception is
based on a set of phoneme traces that are thudispespeech and also to a particular
language. Moreover, Cheour et al. (1998) claimed tilese traces are gradually formed
during the first year in infancy providing the rgoition models for native language
speech perception. Cheour and colleagues (1998jedtdrinnish and Estonian infants
(using the same setup as in Naatanen et al. 19@Meported that at around 6 months of
age, the MMN in infants reflected only acoustictalice between stimuli. However, by
12 months of age the native language phoneme tifz@sdeveloped, supporting the
earlier behavioural findings (Aslin et al., 1981;eWer & Tees, 1984; Kuhl, 2000).
Several cross-linguistic studies as well as stubiespeech and non-speech processing
have confirmed that MMN reflects speech- and lagguspecific memory trace
activation (Dehaene-Lambertz, 1997; Naatanen £1887; Winkler, Kujala et al., 1999;
Winkler, Lehtokoski et al., 1999; Rivera-Gaxiolasiira, Johnson, & Karmiloff-Smith,
2000; Peltola, Tuomainen, Koskinen, & Aaltonen, 200

In short, Naatanen (2001) proposes that phonetimang traces are permanent, their
development depends on attention (but they arenaitcally activated) and they can
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provide reference information, for example, for tdoatrol of pronunciation. To account
for the relationship between auditory discriminati@and speech/language-specific
processing Naatanen and his colleagues (1997) staghéhat these language-specific
traces aredditive to acoustic perception. Additive traces would cade that a speech
sound simultaneously activates both the speechfgpeand the general acoustic
(feature) traces, thus predicting larger resportsespeech contrasts. Furthermore,
N&atanen (2001:12) argues that MMN provides eviddoc the existence of neuronal
populations that encode the invariant featurehefacoustic signal. In other words, the
primary function of these phoneme traces is toesas/ templates in speech perception
without which “one would perceive spoken languageuatically, similarly to any other
complex sound, with the main difference from spegefception being that there is no

category effect”.

However, not all agree with this view. In fact, dégldinen and colleagues (2004)
proposed that MMN is produced by neurons generathreg obligatory N1 wave
(Jaaskelainen et al., 2004; see also the respoagtamen et al., 2005). Moreover, some
studies fail to find similar speech-specific eflegthen using more complex stimuli as
controls (Sussman et al., 2004; Tuomainen & Tuoemgir2006). It is also noteworthy
that Naatanen’s CSR model does not spewilfiat the invariant features are that are
encoded as a memory trace. Moreover, if MMN is saernhe “neural mechanism of
categorical perception” (Naatéanen, 2001:8) thisndoge model for MMN elicitation
does not provide plausible explanation to whenwhdre does speech-specificity arise
from since categorical perception reflects genfmattioning of the auditory system in
humans and non-human animals. Recently, a neurmbpbgical predictive coding
frameworkhas been put forward to account for the elicitavd the mismatch response
(see Garrido, Kilner, Stephan, & Friston, 2009)céwling to this framework, mismatch
response is generated when the representatiohe &igher-level cortical areas do not
fit with the data received from the lower-level asge that is, with the current inputs

predicted from past inputs (see Baldeweg, 2006riBaet al. 2009).
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4.6 Summary

Perceiving speech seems to be a highly automate\en obligatory task, where the
acoustic signal is passed though a chain of diftestages of analysis, the ultimate goal
being to derive theneaningof the speaker’s utterance. The fundamental curestin
speech perception research are: What are the ainfigrception: features, phonemes,
allophones, articulatory gestures or syllables? Hibav the acoustic-phonetic units
actually map onto linguistic units or different & of representations? Could these
different levels of linguistic representations beuroanatomically confirmed? And

finally, when and where does speech-specificity landuage-specificity arise from?

In other words, the models of speech perceptiore Havexplainwhat information is
derived andvhereandwhenthis information is processed, stored and integkaRecent
electrophysiological techniques have provided asedul tool to investigate speech and
language processing and their neural correlatesedier, with these techniques we can

gain new insights into typical and deviant langudgeelopment.
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5. Aims and structure of the thesis

The main aim of the present thesis is to clarify tiature and locus of auditory deficits

in Specific Language Impairment (SLI) and dyslexia.

By investigating thdocus of the auditory deficit in SLI and dyslexia | focas the

following points:

- Is SLI associated with persistent auditory dé&dieind how many individuals with SLI
still show these deficits in (early) adulthood?

- Is dyslexia associated with persistent auditafjcits and how many individuals with
dyslexia still show these deficits in (early) atiolbd?

- If SLI and dyslexia are associated with auditprgblems, are the auditory deficits
different in SLI and dyslexia?

- Is the auditory deficit specific to speech?

By investigating thenatureof the input-processing deficit in SLI and dyslekfacus on

the following points:

- Is the input-processing deficit a consequencmaibility to focus on relevant acoustic
cues (Chapter 6)?

- Is the input-processing deficit a consequencegarferal inability to discriminate
sounds (Chapter 7)?

- Is the input-processing deficit a consequenadeditient memory trace formation (e.g.,

slower encoding of auditory trace) (Chapter 8)?
Moreover, the experimental data will explore twdfedent language impaired groups:

adolescents and adults with 1) SLI and 2) dyslexaad their typically developing

controls matched on chronological age (CA). Thdsee groups provide us with
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information on, firstly, if SLI and dyslexia ariSem common input-processing deficit
and, secondly, if these language impaired groumsvsage-appropriate, delayed or

deviant input-processing capacity.

The thesis is structured as follows. Chapter 6stigates how individuals with SLI and
dyslexia use different acoustic cues in determinihg voiced-voiceless consonant
distinction in English. In Chapter 7, | establisle hature of the input-processing in SLlI,
dyslexia and age-matched typically developing aistrvia behavioural and

electrophysiological experiments using speech aod-speech stimuli to ascertain
whether they exhibit normal or impaired processifigally, Chapter 8 investigates the
formation of memory traces in SLI and dyslexiaCapter 9, | summarise my findings
and how they relate to the research questions miext@bove and fit into the theoretical

framework on SLI, dyslexia and speech perceptitnoduced in Chapters 2, 3 and 4.

The studies in this thesis primarily took placeaatingle testing session. Due to time
constraints not all individuals managed to comp&texperiments. In Appendix Al

list the individuals who undertook each task and each chapter | detail the
characteristics of just the group of SLI and dyslardividuals who took part in that

particular study.

5.1 Participant selection in the current thesis

Individuals with SLI used in this thesis were s&telcfrom a larger group of adolescents
and adults who have been taking part in researojeqis conducted at the Centre for
Developmental Language Disorders and Cognitive dsmience (CDLDCN) over the
past years.

The SLI group at the CDLDCN were originally recadtfrom residential language
schools or from language units within schools wilie help of speech and language
therapists (SLTs) and Educational Psychologistes&lchildren are diagnosed as having

severe difficulties with language despite normarireg, normal articulation and normal
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non-verbal IQ (i.e., IQ above 85). Only those dl@ldwith English as a first language,
and without a diagnosis of autistic spectrum disosdare selected.

The selection of SLI participants at CDLDCN is danewo phases. The selection is
based, firstly, on their performance on standadlismguage tests including Test for
Reception of Grammar (TROG), British Picture Vodaby Scales (BPVS), Test of
Word-Finding (TWF) and Clinical Evaluation of Larage Fundamentals (CELF). The
child must have a score that is > 1.5 SD belowptigulation mean on at least one of the
standardised language tests. Secondly, after abgagtores in the standardised tests, a
series of non-standardised tests to assess spasjfects of grammar are administered.
These are devised by van der Lely and they targeasaof grammar such a®rb
agreement and tensgVerb Agreement and Tense Test, VATTyersible passives
(Test of Active and Passive Sentences, TAPS-R)pamdominal reference (Advanced

Syntactic Test of Pronominal Reference, A-STOP-R).

The Verb Agreement and Tense Test is a test of iEfnghorpho-syntax. More
specifically, the test looks at the production ehde and agreement in a sentence
completion task (e.g.Buzz is trying to fly.Everyday Buzz . Yesterday
Buzz . Where the child should producesttieed to fly). This test also taps
children’s ability to produce a correct form of thast tense (i.egaveinstead of gjived

and whether there are any differences between aeguld irregular verb forms (e.g.,

verbs such asy-tried andgive-gave.

The Test of Active and Passive Sentences is aofesyntax. The test is a picture
pointing task that investigates whether a child aae syntax to distinguish “who does
what to whom” in active and passive sentences, (vBo is the actor and who is the
recipient in sentences suchHse man eats the fiskmdThe man is eaten by the fish

The test consists of 48 sentences classified in fays: 1) active 2) long passive 3)
short passive and 4) short ambiguous sentencexSi(Gehildren have been reported to

show difficulties with long and short passive sasts and preference to adjectival state
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over verbal state in their picture response insti@t ambiguous passive sentences (van
der Lely, 1996).

The Advanced Syntactic Test of Pronominal Referentéaurn, is a test of syntactic
knowledge of pronouns and reflexives (etwger/herself. The child is asked to evaluate
if the sentence matches a picture in sentences Tehg. wolf says the boy is tickling
himselfwith any of the three possible pictures: 1) bokling himself, 2) boy ticking the
wolf, 3) wolf tickling himself. The comprehensioff these sentences requires syntactic

knowledge of the grammatical constraints for refles.

Overall, these tests tap specific aspects of Bngismtax and morpho-syntax and the
grammatically impaired (G-)SLI children usually neaR0% or more errors on each
specific test where as typically developing chifdrarely make any errors after about 6
years of age (van der Lely, 1996; van der Lely &ll8terck, 1997; see section on G-SLI
in Chapter 2).

However, research has shown that the clinical l@®ftan vary throughout the child’s

development and, furthermore, the intensive thetapge children receive in language
schools or language units can have an effect anl#mguage profiles when tested again
later in life (Bishop, 1997). In the current theglse individuals with SLI were between

14 and 25 years of age at the time of experimeasting. Therefore, the core language
tests (TROG-2, BPVS-II, VATT, TAPS-R, A-STOP-R) andnverbal IQ test (Ravens

Progressive Matrices, RPM) administered (approxemgatmore than 18 months ago

were re-administered prior the experimental tesfggg their individual scores in Table
5.1 below).

As seen in Table 5.1, some of the individuals v@8th still score below the 1.5 SD in
tests that tap different aspects of grammar. Howevés clear that not all individuals
necessarily meet the pre-defined criteria for Shew tested at a later age. This may be
due to a few factors. Firstly, most of these testsd here are standardised only up to 15
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or 16 years of age (16;11 for TROG-2 [17;0-64;0 &dults]; 15;08 for BPVS-II and
15;08 for RPM). Secondly, the majority of the Shtividuals taking part in the study
had received intensive therapy and training in igpheschools therefore affecting their
performance on some of these tests. However, #tlesfe children have been taking part
in the ongoing research at the CDLDCN and when theke tested earlier in life all
these individuals met the criteria for SLI. Moregwehen looking their current scores
on the more specific grammar tests such as VATTRSAand A-STOP, the individuals
with SLI tend to still score lower than they scorethe standardised language tests (for

more information about the development of theiglaage profiles, see Gallon 2007).

As already mentioned earlier in Chapter 2, thedsstia purely grammar impaired
subgroup of SLI is still largely debatable. In therent thesis, however, the majority of
participants were selected from the G-SLI subgroupas they all did not fall into this
subgroup and the existence of this subgroup ielarg theoretical issue which is not

addressed in this work, | use the general termtigolughout the thesis.
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Table 5.1: Selection criteria for the SLI group (N43)

ID Age
S010 15;06
S013 18;04
S015 14:;06
S017 21:05
S024 17;02
S025 14;10
S031 25:00
S032 2406
S049 14:00
S067 13;00
S071 15:;03
S112 15:;06
S116 19:02
Mean 17;06
SD 3:96
Range

13;00-25;,00 39-60 87-135 -0.9-2.3310-17 67-97 -2.2--0.2

RAVEN TROG-2 BPVS

Raw SS z Raw SS z Raw SS z

42 90 -0.73 17 95 30.3 110 77 -1.53
41 88 -0.80 11 67 022 102 69 -2.07
45 95 -0.33 16 97 00.2 84 65 -2.33

45 96 -0.27 17 95 30.3 115 81 -1.27
48 103 0.20 13 761.60 105 72 -1.87
47 101 0.07 12 71 31.9 9% 70 -2.00
56 123 1.53 15 85 01.0 144 122 1.47
42 90 -0.73 12 71 319 101 68 -2.13
39 87 -0.87 10 69 -2.01 82 65 -2.33

45 96 -0.27 14 88 00.8 109 90 -0.67
49 104 0.27 14 81 T*1.2 103 72 -1.87
50 106 0.40 15 85 01.0 105 72 -1.87
60 135 2.33 17 95 30.3 147 128 1.87
46.85 101.08 0.06 14.08 82:@95 107.92 80.84 -1.28
5.96 14.06 0.95 2.36 11.@73 19.14 20.77 1.39

82-147 65-1:2833- 1.87

Continued on the next page
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ID Age
S010 15;06
S013 18;04
S015 14,06
S017 21,05
S024 17;02
S025 14;10
S031 25;00
S032 24,06
S049 14,00
S067 13;00
S071 15;03
S112 15;06
S116 19;02
Mean 17;06
SD 3,96
Range 13;00-25;00

VATT

(% correct)

80
5
30
73
38
65
88
48
3
n/a
75
35
98

52
32
3-98

TAPS-R

(% correct)

69
48
46
65
67
40
73
75
46
58
52
73
69

57
16
23-75

A-STOP-R!

(% correct)

A-STOP-R?

(% correct)

69 58
73 63
84 88
86 75
n/a n/a
67 46
90 83
71 67
85 90
72 63
44 25
92 92
96 96
78 71
15 22
44-96 25-96

! Average of two experimental condition: Semantisiatch and Syntactic Mismatch
2 Syntactic Mismatch score alone



Dyslexic participants were recruited via Univerdigllege London (UCL) mailing lists,
Dyslexia Action and via local advertisements (eag.the London Academy of Music
and Dramatic Art). They all had received a formialgnosis of developmental dyslexia
by an educational psychologist and all had histdmgading difficulties. All participants
were interviewed (see Appendix)fand those showing history of other disorders.(e.g
autism, ADHD, SLI) were excluded from the group.rglaver, due to high comorbidity
rates between SLI and dyslexia, two standardisaquiage measures (TROG-2 and

BPVS-II) were administered.

Age and 1Q matched controls were recruited via Ugdiling lists and from DLDCN
participant database. Non-matched adult control® wdok part in the behavioural
testing were recruited from UCL mailing lists (Cweight study) and from a
commercial website (www.gumtree.co.uk; the disaniation study). All subjects (or
their legal representatives if under 18 years &) amve informed consent to participate

in the study. See also Appendix #r participant background screening questions.

5.2 Stimulus selection in the current thesis

The thesis is divided into three experimental céptonsisting of two behavioural
studies [Chapter 6: Cue weighting (Exp 1) and Gérapt Discrimination (Exp 2)] and
one ERP study that is analysed using two differeaethods [Chapters 7 (Exp 2) and 8
(Exp 3)]. All experiments exploit the same CVC ables [t]-[bo:d] both of which
follow the phonotactic rules of British English amade non-words. These non-word
stimuli were selected because 1) The perceptigdheoficoustic features contributing to
the syllable-final stop consonant voicing has bgeviously studied with similar stimuli
in American English by Nittrouer (2004) and Crowti@&eMann (1994) in TD children
and adults (but not in SLI or dyslexia) 2) instednore commonly used syllable-initial
contrasts (e.g., l3-[da]-[ga] or [bA]-[phA]), the aim was to create a more challenging or
perceptually less salient contrast syllable-finallgere the consonantal part is masked
by the preceding vowel. In Experiment 1, two stinmaintinua were created varying the

F1 offset frequency (‘high’ or ‘low’) and the vo@alduration (100-220 ms, in 20 ms

89



steps). In subsequent Experiments, four stimulievgsiected (out of 14 created for Exp
1), where two represented typical exemplars ini8riEnglish ([lpt]-[bo:d]) and two
atypical versions of these non-words (see ChapteM6reover, in addition to speech
stimuli, complex non-speech control stimuli (sing@aspeech analogues, SWS
analogues) were used in Experiments 2 and 3. Atudt were English non-words
because there is some indication that lexical méiiron can bias categorisation and the
lexical status of the deviants can affect the MMNpétude (see Pulvermuller, 2001;
van Linden, Stekelenburg, Tuomainen, & Vroomen, 72G6r lexical effects and

Jacobsen et al., 2004 for opposite results).

Prior to the experiments reported in Chapters pH8t testing was conducted by using
five native British English speakers (either membef staff or students at UCL) as
participants. Pilot testing consisted of an idécdiion experiment (2-AFC task, see
Chapter 6) and a “same-different” discriminatioskigAX-task) and revealed that the
endpoint exemplars can be reliably identified angl @asily discriminated. The task
instructions are presented in Appendix B and Caddition to the experimental testing,
a set of language (grammar and vocabulary) ance$f twere conducted either at the

time of or prior to the experimental testing.
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6. Cue weighting in Specific Language Impairment (8) and dyslexia

6.1 Introduction

As established in previous chapters, the speectalsapntains different speech patterns
some of which are acoustic cues to phonetic cantsash as in place, manner, voicing).
These acoustic cues occur simultaneously and cheamidly as a function of time.
Listeners, however, do not necessarily make eqsal af all available cues in all
situations, that is, listeners can perceptuallgight these cues to different degree.
Moreover, listeners are able to change the cue ghay more relative weight to when
the circumstances change (e.g., noise is addedjrifféfruin, 1985) or when the task
demands change (Gordon, Ebenhardt & Rueckl, 19B8jthermore, it has been
suggested that children and adults weight somesticocues differently in identifying
certain speech contrasts (Nittrouer, Manning & Meg#®93; Sussman, 2001; Nittrouer
& Lowenstein, 2009).

Despite the fact that a great deal of studies odit@ry and speech processing in
developmental language disorders have focusedsmmimination of speech contrast or
on discrimination of simple tones, some studiesehalso investigated the labelling
accuracy (see Chapters 2 and 3). To date, howdwertesults have been somewhat
contradictory. In an attempt to account for thesmetimes contradictory findings in
auditory and speech processing in SLI, Leonard §18@) suggested that instead of a
general deficit in ‘rapid auditory processing’, thederlying impairment in SLI (or in
some children with SLI) could, in fact, be an in@pito focus on those acoustic cues
that are relevant for their native language (NL)eesgh sound categorisation.
Furthermore, to account for the underlying impamt(® in dyslexia where the
existence of phonological deficits is well docunsehtit has been suggested that the
core deficit lies at the representational levelother words, it has been argued that, in

dyslexia, phonological representations are ‘no@y‘inaccurate’ leading to failures to
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accurately categorise their native language spsecimds that would, in turn, cause
phonological deficits and reading difficulties (hewer, see discussion in Ramus &
Szenkovitch, 2008). Moreover, as established inp@wa4, in addition to the search for
underlying deficits in SLI or dyslexia, the relatghip between these two developmental
disorders has been under debate recently. Oneeniféd account, namely the auditory
temporal processing deficit hypothesis by Tallad anlleagues (Tallal & Piercy, 1973;
Tallal, 1980; Tallal et al. 1996), argues that b8tH and dyslexia stem from a similar
underlying auditory processing deficit differing lprin the degree of severity. This
hypothesis has evoked substantial amount of raseareducing evidence for and
against this single-source model (see Rosen 2008 datical review).

The present study investigates, firstly, whetheslestents with SLI make equal use of
available acoustic cues as their matched controlgerceiving the syllable final stop
consonant voicing contrast ([t]-[d], see Chaptefob rationale). Secondly, the study
investigates if individuals with dyslexia show aegorical perception (CP) deficit. The
third aim is to examine the locus and nature ofpbgsible input-processing problem in
SLI and dyslexia by investigating if these two gsuthat show distinct patterns of
linguistic problems nevertheless share a similatedying speech processing problem
(see Chapters 2 and 3 for theoretical discussion).

On the basis of previous findings, | predict that:

1) If the underlying phonological impairment in Sisl the inability to attend to those
acoustic cues that are important for NL phonemerasts, SLI group should weight the
NL acoustic cues differently, i.e., show differemée phoneme boundary measures, in

the steepness of the categorization functions mdundary/slope separation measures.

2) If dyslexia is caused by a CP deficit (e.g.rtiNL phoneme categories are ‘noisier’

or less categorical), they should, overall, shoallstwer categorization functions than
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the control group and more within-category senigjtithan their typically developing

peers.

3) If subgroups of SLI and/or dyslexic individuakow speech perception deficits, a
larger proportion of individuals with SLI and/or slgxia should show ‘impaired’

performance.
6.2 Method

6.2.1 Participants

The participants in this study consisted of a grofiyoung adults with SLI, dyslexia
and a group of matched control subjects (see detdilparticipants in Table 6.1).
Moreover, to test for the adult performance, a grofi non-matched adults was pre-

tested in this task.

In the language impaired groups, 13 young adults 8LI aged between 14;00 and
25;00 (9 males, the selection criteria for thesbviduals are detailed in Chapter 5) and
12 young adults with dyslexia (8 males) aged betwk&09 and 24;06 participated. In
total, 25 individuals were used as controls ang tlvere split into two groups. One
group was matched with SLI and dyslexia on chrogicll age (CA), non-verbal 1Q,

gender and handedness (10 males, between 15;05-28a0s). Because some of the
younger participants in the SLI, dyslexia and CAups were anticipated to find the
identification task difficult, to establish the ddperformance, the second control group
consisted of 13 non-matched adults (3 males, betvi&00-36;00 years, mean 25;08
years). All participants were native British Englispeakers who were neurologically

healthy, right-handed and all reported normal Imggri
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Table 6.1: Summary of group matching details.

Groups

SLI DYS CA Control

n=13 n=12 n=12
AGE
Mean (years) 18;03* 19;05 19;08
Range 14;00-25;00 14;09-24,06 15;05-25;01
(SD) 3;4 3,7 3;5
RAVENS
Raw a7 50 50
Range 39-60 44-57 42-56
(SD) (6.0) (4.0 (5.4)
SS 101 108 109
Z-Score 0.06 0.45 0.61
TROG-2
Raw 14.1 18.6° n/a
Range 10-17 17-20 n/a
(SD) (2.4) (1.2) n/a
SS 82.7 102 n/a
Z-Score -1.15 0.11 n/a
BPVS
Raw 108 138.6’ n/a
Range 82-147 121-155 n/a
(SD) (29.1) (12.8) n/a
SS 80.8 116.1 n/a
Z-Score -1.28 1.10 n/a

" at the time of ID experiment ®°p< .01

The three groups’ (SLI, dyslexia and CA) chronotagiage did not differ significantly
[F(2,36)=0.392, p=.679] neither did their non-verléa scores [F(2,36)=1.297, p=.286]

nor their gender distribution (Fisher’'s exact, 22} However, to establish that, in our

94



study, individuals with dyslexia do not have codatimg language impairments, their
performance on TROG-2 and BPVS-IlI was assessedndiNiduals with dyslexia had
normal language skills and their scores on TROG®® BPVS-II differed significantly
from those of SLI participants [TROG-2: t(20)=-46{/(<.001, BPVS-II: t(19)=-4.467,

p=.002, see Table 6.1 for group scores].

6.2.2 Stimuli

The phonetic contrasts used in this study were tadaijpom previous literature (Flege,
Munro, & Skelton, 1992; Crowther & Mann, 1994; Kather, 2004). Two continua of
synthetic speech sounds were created for Engligdbssy final stop consonant voicing,
more precisely for the plosives [t] and [d]. Theathesis parameters closely resembled
those used by Crowther & Mann (1992) and Nittro{Z804). However, because both
these studies used the syllable final /t-d/ cohtimsAmerican English subjects, some
parameters, such as duration of the vocalic podiwhvowel formant frequencies, were
adjusted for British English in the present expem

The voiced-voiceless consonant contrast in Engliffiers phonologically only by one
feature [voice]. In phonology, this laryngeal faatvoice] has only binary values, that
is, it is either “on” or “off” ([+voice] or [-voic@. In English, this phonological feature is
phonetically implemented, for example, in the diorabf the preceding vocalic element
and in the offset frequency of the first formantL)kn syllable final position. In other
words, in syllable final voiced stop consonants, phreceding vowel is longer and the F1

offset frequency is lower than in voiceless constséW\olf, 1978).

To account for these acoustic-phonetic voicing uesdt, two synthetic continua for
English non-words [tt] and [b»:d] were created by using the Klatt-type cascadeljeh

formant synthesizer within the High-Level SpeecmtBgsizer (HLsyn, Sensimetrics
Inc., 1.0). This synthesis method allows the usecdntrol two sets of parameters:

constant and dynamic. During the synthesis, orgydynamic parameters (e.g., voicing,
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F1 and F2) were manipulated as a function of tintereas the constant parameters

(such as higher formant frequencies and bandwidtbksg kept at their default values.

| adopted a traditional cue-weighting setup whame acoustic parameter is fixed and
the other parameter varies continuously. In thegmeexperiment, the fixed property is
the F1 (either “high” or “low”, i.e., 250 Hz or 578z) and the continuously varying
parameter is the duration of the vocalic portiae.(ithe duration of the steady-state
vowel and the formant transition phase). The vocalic duratbanged from 100 ms to
220 ms in 20 ms steps. In other words, the twoicoat (“high” and “low”) each
contained seven different durations, i.e., thereevid stimuli in total (see Figure 6.1 for

continua end point stimuli).

In the synthesis, all vocalic portions were precedg 50 ms of silence (signalling the
initial stop consonant [b]) during which the amypdie of voicing (AV) parameter was
interpolated from 40 to 60 dB. The fundamental diesacy (FO) was set to increase from
100-130 Hz during the initial 50 ms after whichirearly decreased to 95 Hz to imitate
a natural pitch contour in speech. In the voiceteksn (/bot/) the F1 frequency was set
to a constant value of 570 Hz throughout the siglabhe voiced consonant /d/ was
created by lowering the offset frequency of F150 #z during the final 50 ms. The F2
frequency was set to 1000 Hz, rising to 1500 Hzinduthe final 50 ms. The F3
frequency was kept at a constant value of 2650AHzigher formant frequencies (F4,
F5, F6) were kept in the HLsyn default values (3580900, 4990 Hz respectively).
Finally, a 15 ms linear onset and offset ramp wasduto remove clicks and the
amplitudes were normalized (rms -10 dB of the maxmamplitude) in all stimuli by
using CoolEdit96. All formant frequencies were dtest using Praat (4.4.16, Boersma
& Weenink, 2006).
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Figure 6.1: Continua endpoint stimuli. A: High100,B: High220, C: Low100, D: Low220.

6.2.3 Procedure

In this study, two continua of seven synthetic stimare used, that is, F1 is either “high”
as in voiceless consonants (continuum 1) or “loa®’in voiced consonants (continuum
2). The 14 stimuli are played 10 times in a psewatawlom order in a two-alternative
forced choice task (2-AFC). The stimuli are playtd laptop computer one sound at a
time via earphones (Sennheiser) at a comfortabel,l@and the subjects are asked to
identify the stimulus as English non-words “bot”“bod” by pressing a relevant key in
the keyboard (SOA 1000 ms, total 140 stimuli, sgpexdix B). In the keyboard, the
“2” and “m” keys were labelled with stickers as tband “bod”. A short practice
session (15 stimuli, presented in a fixed ordegceded the actual experiment to
establish that participants hear the stimuli ag™bad “bod” and were able to associate
the sounds with the relevant keys. All participanéseived a written instruction
followed by an oral explanation and the practicesgmn (see instructions in the

Appendix B). The identification task took approxielg 5-7 minutes to complete.
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6.3 Results

In the identification data, the percentage of:fld responses to each stimulus was
calculated (see Figure 6.2). The identificatioradadm synthetic [bt] - [bo:d] continua
were fitted using a probit transformation (Cohen Gbhen, 1983) that gives an
estimation of the Point of Subjective EquivalenB&E, i.e., the ‘category boundary’)
and the slope of the categorization function (itlee, ‘categoricality’ of the perception)
(see Chapter 4 for categorical perception). Morea®in the study of Nittrouer (2004),
weight assigned to F1 offset (i.e., the boundapas#ion between the two continua)
and to vocalic duration (i.e., the mean slope \glugere estimated. The boundary
separation value was calculated from the absolweandary mean values (i.e.,
boundaryighrrboundarywri). This value indicates how much category boundary
placement is affected by the formant transitionghh or “low”) in that the greater the
separation value, the greater the weight assigoddrinant transition cue (see Table
6.2). Mean slope values were calculated acrosstwioe functions and it, in turn,
indicates how much participants weighted vocaliatan, i.e., the steeper the functions
are (=bigger the slope value), more weight is aesigo duration cue (see Table 6.3).
These variables were then subjected to ANOVAs. Athtistical group-level
comparisons were done between three groups: Sklexip and CA controls. Power
analyses were only conducted after the study (Hos) by using G*Power 3 software
(F-test,0=0.05, power=0.8).

The data from three subjects in the dyslexia gremgbone subject in the CA group were
excluded from the analyses because they couldamplete the task or label the sounds.
All four participants that were excluded failedgerceive the sounds categorically (i.e.,
the probit transformation failed to estimate thepsl value). Moreover, all of them
categorised the sounds randomly most likely dumativational issues (i.e. they either
pressed only one button throughout the experimentpressed the two buttons

alternately). The data from the remaining 46 subjace illustrated in Figure 6.2.
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Figure 6.2: Labelling functions of synthetic [lt] - [bo:d] continua in A) non-matched adults (n=13),
B) matched controls (n=11), C) SLI (n=13), D) dyskea (n= 9). X-axis represents the vocalic
duration by step number (steps 1-7, i.e., 100-220snand y-axis the % of [l»:d] responses.

In category boundary measures, repeated measur@d/ANhowed no significant main
effects or interactiongJondition: High/Low F1: F(1,30)= .209, p:.6511p2:.007, NS;
Group*Condition F(2,30)=1.229, p:.228np2:.080, NS; Group F(2,30)= 1.586,
p:.221,np2:.096, NS, see Table 6.2]. The Post Hoc power talons revealed that 96

subjects would be needed for significant main ¢féégroup.

In similar fashion, no significant effects were molin one-way ANOVA for the
boundary separation value (i.e., the weight assigoneF1 transition) [F(2,30)=1.301,

p=.287, NS].
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Table 6.2: Category boundary values for two contina (High F1 and Low F1) and the relative
weight assigned to F1 transition. Values representhe step number (seven different durations
between 100-220 ms, i.e., steps 1-7). Standard dgiins (SDs) are given in parenthesis.

High F1 Low F1 Weight assigned to F1
CA 417 (0.70) 4.05(050) 0.12 (0.59)
SLI 3.47 (1.23) 3.69(0.76) -0.22 (0.89)
DYS 3.79(0.90) 3.50(0.86) 0.29 (0.80)
Total 3.81(0.94) 3.75(0.71) 0.06 (0.76)
Adults 4.39 (0.76) 3.64 (0.51) 0.75 (0.88)

Furthermore, no significant effects were found tbe slope valuesCondition:
High/Low F1: F(1,30)=.012, p=.915]p2=<.001, NS;Group*Condition F(2,30)=1.906,

p:.116,np2:.113, NS. The main effect dbroup approached statistical significance
[F(2,30)=2.519, p= .09mp2=.144, see Table 6.3]. The Post Hoc power calanati

revealed that 36 subjects would be needed forfszggni main effect of group.

Table 6.3: Slope values for labelling functions andhe relative weight assigned to vocalic duration
(mean of the slopes). Standard deviations (SDs) agéven in parenthesis.

High F1 Low F1 Weight assigned to duration
CA 0.71(0.28) 0.75(0.30) 0.73(0.29)
SLI 0.44 (0.20) 0.57(0.48) 0.51(0.32)
DYS 0.84(0.52) 0.69(0.21) 0.77 (0.34)
Total 0.66 (0.33) 0.67 (0.33) 0.67 (0.32)
Adults 0.88 (0.56) 1.10(0.67)  0.99 (0.62)

% paired sample t-test showed that the category demies between High and Low continua differed
significantly in non-matched adult group [t(12)=840 p=.010]

* Slope values between High and Low continua diddiffér significantly in non-matched adult group
[t(12)=-1.420, p=.181, NS].
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Post Hoc analyses (pairwise comparisons, LSD) stidieg the marginal main effect of
group was due to SLI group’s performance margindifiering from CA (p=.079) and
from dyslexia (p=.058) groups.

6.3.1 Correlations

As established in the previous literature, phonémendary sharpening still takes place
during the second decade of life (Hazan & Barr2®00), continuing even late into

adolescence (Flege & Eefting, 1986). In currenteexpent, the youngest participant
was only 14 years of age, therefore, in order &oveeether the age of the participant had
an effect on the performance in the experiment},taorrelations between dependent
variables and age were calculated. However, thdtseshowed that, in this sample, age

did not correlate with any of the experimental ddods (all p-values > .10).

Moreover, in SLI and dyslexia, the relationship vetn different phonological

measures (i.e., the ‘categoricality’ of perceptiamd phoneme boundary) and
standardized grammatical (TROG-2) and vocabularyasmees (BPVS-Il) was

investigated (see Figure 6.3). In SLI, the ressittswed that while the TROG score did
not correlate with either boundary or slope measijpe.05), the BPVS-IlI score was
significantly correlated with the slope measure&@6, p=.001, n=13) accounting for up
to 65% of the variation (see Figure 6.3). Howetas significant correlation was due to
one participant scoring high on the slope and BP\{See Figure 6.3). After removing

that data, the effect was no longer statisticaigyisicant (r=.427, p=.166, n=12), i.e.,
accounting for up to 18% of the variation. Furtherej no significant correlations were

found in dyslexics (p>.10).
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Figure 6.3. Correlation between BPVS-II (z-score)rd slope in SLI group.

6.3.2 Individual data and within-category variation

Due to the commonly acknowledged cognitive hetemedg within SLI and dyslexia
and to the comorbidity of these two disorders, jmes research has demonstrated that
when investigating the underlying causes of SLI dyslexia one should, in addition to
the group performance, also address the individadlormance (see e.g., Ramus et al.
2003; Ramus, 2003; White et al., 2006).

The distribution of individual scores in both boangland slope values is demonstrated
in Figures 6.4-6.6. Individual differences weredsta by indentifying abnormally low
scores following the procedure used by Ramus €R@b3) and White et al. (2006). In
other words, the normal performance is estimatetherbasis of control group scores.
In the study by White and colleagues (2006), amytrob score exceeding -1.65 SD of
the control mean was removed and a new control meancalculated. Outliers were
defined as those performing below 1.65 of this reatrol mean (i.e., those in the
bottom %' percentile). In the current experiment, howevBmantrol participants where
within the selected cut-off value (with the exceptiof one CA participant scoring

below the cut-off in boundary separation measure).
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Figures 6.4-6.6 show individual scores for SLI, @Ad dyslexia groups in phoneme
boundary and steepness of the slope conditions.clibeff value of 1.65 below CA

mean is shown by a dashed line, that is, the jeatits who score below this are
considered outliers. Furthermore, the individuanidfication functions are plotted in

Figure 6.7.
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Figure 6.4 Individual performance for boundary measire (High and Low continua) in SLI, CA
matched and dyslexic participants. The y-axis value are z-scores, control mean is shown by
continuous line and -1.65 SD cut-off from the contsl mean by dashed line.
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Figure 6.5 Individual performance for slope measurgHigh and Low continua) in SLI, CA matched
and dyslexic participants. The y-axis values are geores, control mean is shown by continuous line
and -1.65 SD cut-off from the control mean by dashiline.
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Figure 6.6 Individual performance for boundary and slope separation measures in SLI, CA
matched and dyslexic participants. The y-axis value are z-scores, control mean is shown by
continuous line and -1.65 SD cut-off from the contsl mean by dashed line

Only one participant in the SLI group performed dvelnorm in all conditions

(participant S013, see Chapter 5 for details). padicipants had both (high and low)
boundary values below norm (S031 and S032), ontcypeant had both (high and low)
slope values and High boundary value below nornl%$@nd one participant scored

below norm in Low boundary condition (S010). Norfetlee dyslexic participants had
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values below the norm in all four conditions andyamne participant had values below
the norm in both boundary conditions. Overall, 3&#45LI were outliers in boundary
condition (31% in High and Low boundary) and 12%Sifl were outliers in slope
condition (15% in High slope and 8% in Low slop&mong dyslexics 17% (11% in
High boundary and 22% in Low boundary) were outlierboundary condition and only
6% (11% in High slope and no outliers in Low sloge)slope condition. In terms of
boundary separation value 15% of SLI and 9% of Gfggmed below norm, the
corresponding figures for slope mean being: SLI 28% dyslexia 11%. However, due
to a small sample size and the fact that the Higinns of scores were largely
overlapping between all three groups, there iswideace of any significant subgroups

that would show impairments on any of the CP messsused in the present experiment.

Several recent studies (Serniclaes et al. 2001niGaes et al. 2004; Bogliotti,

Serniclaes, Messaoud-Galusi, & Sprenger-Charal@88) suggest that the core deficit
in dyslexia is the preserved sensitivity to withtategory differences (‘allophonic
detail’). However, Serniclaes and colleagues bdsair targument for enhanced
perception of allophonic detail on discriminatioratal whereas the current study
guantifies the within category variation in ideiti#tion data. In order to investigate the
variation in the identification data, the stabil@f categorization (i.e., the identification
performance in the continuum end-points that falls@le the category boundary) was
compared between groups (see Figure 6.7 and Tat)le 6
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Figure 6.7. Individual identification functions in CA (a and b), SLI (c and d) and dyslexia (e and f).
The stimulus number is represented on x-axis (1-@nd the number of [lo:d] answers (out of 10) at
the y-axis. Responses to ‘High’ are on the left-hahside and ‘Low’ on the right-hand side. Group
mean is shown by the dashed line.

Statistical analyses were performed for the mednevaf category endpoints (i.e., the
mean of stimuli numbered 1 & 2 and 6 & 7, labebedposition’ A and B respectively).
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As expected, 2(Position: A,B) x 2(Frequency: Higiwl) Repeated measures ANOVA
showed a significant main effect Bfosition [F(1,30)=414.014, p<.00]np2=.932, see

Table 6.4]. No other significant main effects aenmactions were found.

Table 6.4. Percentage of [fxd] responses (SD) for continua (High and Low) endpnts (Position A
and B) for Controls, SLI and dyslexics.

Group High-Pos, High-Pasg  Low-Pas, Low-Posg
CA 8(8) 87(12) 8(8) 92(6)

st 21(16) 82(9) 18(18) 85(17)
DYS 16 (19) 92 (10) 18 (18) 93(10)
Total 15(14) 87(10) 15 (15) 90(11)

6.4 Discussion and conclusion

The first objective of this study was to investgyathether young adults with SLI assign
weight to the same acoustic cues as their typicddlyeloping controls. The present
study contrasted two acoustic cues (vocalic dunagiod F1 offset frequency) that both
play a role in English syllable final plosive vaig but which differ in their spectral
properties. Overall, the current experiment fouondemidence that individuals with SLI
would make use of different acoustic cues tharr tlypically developing controls in the
given context. The results showed that, similam@iched controls, adolescents with
SLI base their judgement of syllable final consdahwoicing more on vocalic duration
than on F1 offset frequency. However, there wasaegmal statistical trend indicating
that the SLI group used the duration cue less thath the controls and dyslexics.
Moreover, there was no evidence that a generalilityabto make use of available
acoustic cues would be causally related to dysldrighort, all three groups weighted
the vocalic duration the most in determining thé&im status of the syllable final stop
consonant. Interestingly, however, contradictinghwthe results by Nittrouer (1994),
non-matched adults used both the durational argiérecy cue in syllable final [t]-[d]

voicing judgement. One possible explanation fordifferential behaviour between non-
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matched adults and the control group (that consistdolescents and adults) is that it
reflects subtle age effects on development of caies perception as reported by
Hazan and Barrett (2000). However, the currentlt®sthowed no correlations between

age and any of the experimental conditions.

The second objective of this study was to invegtighe claim that dyslexics show
deficits in categorical perception. The resultsvetm that dyslexics did not differ from
controls in any CP measure (e.g., category boungigement or steepness of the
slope). Moreover, when looking at the within-catggovariation in phoneme
identification performance, the dyslexic group diot show any evidence of unstable
categorization. Furthermore, individual data showed evidence of angignificant

subgroups that would show speech perception defitithe current sample.

However, when looking at the proportion of indivédsl who score below the cut-off
value and when looking at the categoricality of pgezception (indicated by the slope
value) it is clear that, firstly, in the SLI growplarger proportion of participants are
classified as outliers and, secondly, their lahgllperformance shows a trend of being
less categorical. This could, in principle, inde#tat a very small proportion of the SLI
group show subtle speech perception deficits. Thetter, however, is properly

addressed only by increasing the sample size.

On evaluating current results on cue-weighting eatkgorical perception in SLI and
dyslexia, several factors need to be considerest:df all, the present task involved only
purely synthetic and schematized nonwords and dterainess of the stimuli can have
an effect on the labelling performance (see BlomeMitterer, 2004). Secondly, the
number of available acoustic cues was limited,(paly duration and frequency cues)
and they were not necessarily the ideal cues fergércept for all participants possibly
causing more variability in labelling data (Hazan Rbsen, 1991). Lastly, the task
involved labelling 140 stimuli with no feedback game embedded to the task.

Therefore, further research that would include Isgtit, semi-synthetic and natural
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tokens embedded in real words and non-words in 1@ rangaging task (thus reducing

the degree of uncertainty) is required.

109



7. Electrophysiological investigation of auditory pocessing in SLI and

dyslexia
7.1 Introduction

7.1.1 Chapter outline

In this chapter | investigate if individuals with.ISand dyslexia show auditory input-
processing deficits. | begin in Section 7.1.2 bymmarizing behavioural and
electrophysiological studies on auditory and spgacitessing in SLI and dyslexia. In
Section 7.1.3 | discuss the advantages of the rdetbgies chosen for the present thesis
and to what extent they can complement the prewstudies on auditory processing. In
Sections 7.2 and 7.3 | present the methods, aAdlithe results. In 7.5 | summarize the

findings and discuss how the data fit into the enttheories on SLI and dyslexia.

7.1.2 Auditory processing in SLI and dyslexia

The input-processing deficit model of developmemdalguage impairments (SLI and
dyslexia) as introduced by Tallal and her colleag(see Sections 2.2.4, 2.4.2.2 and
3.2.2.1) has evoked an extensive amount of reseducing recent decades. This
research has been conducted using various tectlnigaeging from different
behavioural detection sensitivity measures to eetitysiological and brain imaging
techniques. The methods, however, have been rativeable and the results fairly
contradictory (see e.g., Rosen, 2003; Bishop, 2f@7reviews). With respect to
behavioural data, to account for these inconsisesilts, a common trend recently has

been to investigate individual data.

In this fashion, Rosen, van der Lely, & Dry (1997estigated two teenage boys with
different disorders and language profiles: one (Adith G-SLI and one (‘W’) with a
Landau-Kleffner syndrome. Whereas AZ has severguage impairment but normal

non-verbal 1Q, W suffered from a neurological ddear acquired in childhood. This
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neurological disorder is characterized by graduavetbpment of aphasia and an
abnormal EEG resulting in language problems and eeeures in some individuals. In
their study, Rosen et al. (1997) investigated tipui-processing abilities of these two
boys with causally different language impairmengsulBing both auditory and speech
processing tasks. Rosen and colleagues (1997) exdtiaptTallalian temporal order
judgement task (Tallal & Piercy, 1973) and a baadkivenasking task (Wright et al.
1997) that have previously been claimed to diststglanguage impaired children from
typically developing children. In addition to theseiditory measures, Rosen and
colleagues investigated the performance of AZ and ilWsame-different word
discrimination task using minimally different stitnisuch as <bow> and <blow>,
<scar> and <star>. They reported that W showed abparformance in the temporal
order judgement task. However, in the backward mastask he showed significantly
higher thresholds than AZ or the control group. &bwer, in the same-different
discrimination task W made significantly more esrtlhan AZ or controls. In contrast to
W, AZ performed normally in all auditory and speenkasures. On the basis of these
results, the authors concluded that there is stemidence that G-SLI can occur without

an underlying auditory processing problem.

In later studies on G-SLI, van der Lely and collgag)(2004) and Rosen and colleagues
(2009) investigated the input-processing skillsgobups of grammatically impaired
children and their controls. Van der Lely et al0@2) presented the children with
different speech and non-speech sounds at varicesemation rates: a Ap— [da]
discrimination task, a tone discrimination (theladed F2 from the speech contrast) task
and a tone discrimination task where tones areepted at different rates. The results
showed that in speech sound discrimination tasky @i% of G-SLI performed
normally. Furthermore, for the rapidly presentede 46% of G-SLI children
performed normally whereas in the F2 alone comali®% did so. Despite the group
level differences, van der Lely et al. (2004) pedhout that it is evident that not all
children with G-SLI show auditory impairments. Roset al. (2009), in turn,

investigated a group of G-SLI teenagers and thgar grammar and vocabulary matched
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(younger) controls in tone detection tasks (toresented in quiet, simultaneously with
noise or followed by noise). Their results showleak in noise conditions, the detection
thresholds were higher in the G-SLI group thanhe &ge matched controls but not
higher than those obtained from younger controlstédver, Rosen et al. (2009) pointed
out that despite the group-level differences, apipnately half of the G-SLI participants
had age-appropriate thresholds for all conditiofgtthermore, in both studies, the
authors found no relationship between auditory @ssmg abilities and grammatical,
phonological or vocabulary abilities and arguedt t&aSLI is not caused by an
underlying deficit in auditory input-processing. \Mever, as mentioned earlier (Section
2.2.4), an underlying input-processing deficit edbbé camouflaged by task demands or
attentional factors and, therefore, some of thehods that were previously used may
not be sensitive enough to spot the deficit. Moezpthese studies mentioned above are
conducted on a specific subgroup of SLI (G-SLI),ahérefore, their generalizability to

SLI is an open theoretical question.

In addition to contradictory behavioural findindse electrophysiological findings have
not been straightforward. In a recent review, Bpslf@007) summarized ERP results
from a wide range of studies conducted with adatits children with SLI and dyslexia.
On the basis of these studies, she noted thatwbealbtrend was to find attenuated
mismatch negativity (MMN) amplitudes, longer latescand atypical lateralization in
the clinical group when compared to controls. Hogveby far not all studies succeeded
in finding differences between children with SLigtigxia and controls (see Bishop,
2007 for a review). Moreover, the experimental gefe.g., presentation rates, MMN
guantification and language backgrounds) and stisugelection (e.g., simple tones,
complex tones, isolated vowels and CV syllables)edaconsiderably between studies
and in the vast majority of studies the sample gias fairly small. Moreover, several
studies have attempted to combine the electroploggscal and behavioural methods
(e.g., MMN response and discrimination accuracyhtestigate the nature and locus of
auditory processing deficits in developmental laaggidisorders. The results have been
contradictory in that in some studies a correlatisgiween the MMN response and

112



behavioural accuracy has been found (Sams, PasiilgAlho, & Naatanen, 1985; Lang
et al.,, 1990; Lang et al., 1995; Baldeweg et aB%t Kujala et al., 2000; Amenedo &
Escera, 2000) whereas some studies failed in estaly that relationship (Uwer et al.
2002; Shafer et al. 2005; Paul et al. 2006). Bis{2)7) made several suggestions for
future research in order to decrease the variglétween designs (and possibly in
results). Accordingly, she suggested that: 1) (velrenpossible) the sample sizes should
be larger, 2) in addition to grand-averaged wavwe$yrstudies should report some
measures of within-group variation (e.g., numerdala and SDs) and the effect sizes,
3) MMN quantification methods should be well justif, 4) theoretically meaningful
stimulus selection criteria should be defined, @gsted stimuli should be perceptually
difficult enough in order to avoid ceiling effecesjyd 6) speech sound processing should
be compared with non-linguistic stimuli processiegy., complex tones) with similar

acoustical complexity.

7.1.3 Mismatch negativity response as tool to itigate auditory and speech processing

In the present experiment, | will look at the bebaval discrimination accuracy in SLI
and its relationship with the brain’s automatic mipadetection as indexed by the
Mismatch negativity (MMN) component of auditory eteelated potentials. MMN has
been described as the sensory index of behavialisatimination accuracy (see a
review in Section 4.5.1) thus providing an ideablttbo complement more traditional
behavioural methods. Moreover, in addition to targi processing, MMN has been
claimed to reflect phonological processing and iseitg to native language speech

sound categories or even native language phonenbetypes (see Chapter 4).

MMN is a relatively stable component across ageBichvis an advantage when
comparing different age groups. Moreover, MMN ¢#iton does not require overt
responses or even attention directed to the stinmbkking it very suitable for
investigating young children that may sometimedesufrom poor motivation in the
behavioural task. Due to the above mentioned factdMN has been used widely in
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investigating auditory processing in different @l populations and in small children

(for a review, see Cheour et al., 2000).

In this Section, by focusing on the MMN componeérmyvestigate the processing of two
acoustic cues, namely frequency and duration, resple for syllable-final stop
consonant voicing in English by a group of youngledwith SLI, group of young
adults with dyslexia and their matched controlstHe present experiment, | combine
various different methods to tease apart the nauatklocus of the potential auditory
processing deficit. More specifically, | investigahow different speech and complex
non-speech sounds are attentively discriminated.addition to these behavioural
methods, | use electroencephalography (EEG) to meamvhether or not there is an
underlying auditory deficit camouflaged by task @ewls. Moreover, in order to
investigate the individual variation in the behawa data, | have adopted a method
used by White et al. (2006) (see Chapter 6 forildgta

7.2 Method

7.2.1 Participants

The participants in this study are the same whd fmart in the Cue weighting study
(except one participant, S049, see Appendixoh study participation details).

12 young adults with SLI aged between 15;03 an@@8 males, the selection criteria
for these individuals are detailed in Chapter 5) 42 young adults with dyslexia (8

males) aged between 14;09 and 24;06 participatdusrstudy. A control group (N=12,

10 males) was matched with SLI and dyslexia on mblagical age (CA), non-verbal

IQ, gender and laterality. Moreover, in additiontbe matched groups, an additional
non-matched adult group was tested on behaviowask to establish the adult
performance (N=14, 7 males, aged between 18;003M6an 24,07 years).
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There were no significant differences between gsompchronological age [one-way
ANOVA, F(2,35)=.271, p=.764], non-verbal 1Q [oneywaANOVA, F(2,35)=.953,
p=.396], or gender distribution (Fisher’s exactfi=.). However, to establish that in our
study individuals with dyslexia did not have co-aatng language impairments, their
performance on TROG-2 and BPVS-Il was also assegdkeohdividuals with dyslexia
had normal language skills and their scores on TRO@&hd BPVS-Il differed
significantly from those of SLI participants [indamlent samples t-tests: TROG-2:
t(19)= -4.504, p<.001, BPVS-II: t(19)=-3,383, p=300All subjects were right handed
(the Edinburgh handedness questionnaire), reportechal hearing and they had no
known neurological conditions (see Table 7.1. fetads).
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Table 7.1: Summary of group matching details

AGE

Mean (years)
Range

(SD)

RAVENS
Raw
Range
(SD)

SS
Z-Score

TROG-2
Raw
Range
(SD)

SS
Z-Score

BPVS
Raw
Range
(SD)
SS
Z-Score

Groups
SLI DYS CA Control
n=12 n=12 n=12
18:07 19:05 19:01
15:03-25;00 14:09-24:06 15:;04-25:01
3:3 3.7 3:3
48 50 50
41-60 44-57 42-56
(5.7) (4.0) (5.2)
102 108 108
0.14 0.45 0.56
14.83 18.6 n/a
11-17 16-20 n/a
(2.2) (1.2) n/a
83.7 101.9 n/a
-1.08 0.11 n/a
116 138.6 n/a
84-147 121-155 n/a
(18.3) (12.8) n/a
82.2 116.1 n/a
-1.19 1.10 n/a

" at the time of ERP testing ®°p< .01

7.2.2 Stimuli

The stimuli used in this experiment are chosen ftbe114 synthesized speech stimuli

reported in Chapter 6. In addition to syntheticegibe a similar set of acoustic (“non-

speech”) control stimuli were synthesized. Thesenuwdt model the vocal tract

resonances of three lowest formants of correspgnsjieech stimuli. Due their physical
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properties, these sinewave analogues (SWS) carfoeiped as speech or non-speech
depending on the instruction (Remez et al., 1984¢ (he Figure 7.1).

For preattentive and attentive discrimination, eigfimuli were selected based on the 2
(Duration: long, short) x 2 (Frequency: high, low)2 (Mode: speech, non-speech)
design. Thus, two of the stimuli were reliably itd&ed as [t] (vocalic duration
“short” i.e., 120 ms, F1 “high” i.e., 570 Hz) anlob[d] (vocalic duration “long” i.e., 220
ms, F1 “low” i.e., 250 Hz) and represented thedgpexemplars of syllable-final British
English [t] and [d] (typical stimuli are named adigh120” and “Low220” or “H120”
and “L220” respectively). The other two stimuli wereliably identified as either b

or [bo:d] but they contained conflicting cues for the smmant in question. In other
words, they consisted of formant transition typiftal voiceless consonant but vocalic
duration typical for voiced one (named “High220” ‘®t220) identified as [b:d]) and
vice versa (hamed “Low120” or “L120” identified dbnt]) thus forming atypical

within-category variants of the typical non-words addition to speech sound
discrimination, the subjects performed a discririoratasks with four corresponding

sine wave speech analogues (SWS, see Figure 7.1).
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Figure 7.1 A) Spectrogram of synthesized fad] (vocalic duration 220 ms, F1 end frequency 2581z)
B) synthesized [lt] (vocalic duration 120 ms, F1 end frequency 570 £ and their sine wave speech
analogues (SWS) (C-D). X-axis represents time (025. sec) and y-axis frequency (0-4KHz).

In the synthesis, all vocalic portions were preceldg 50 ms of silence (signalling the
initial stop consonant [b]) during which the amypdie of voicing (AV) parameter was
interpolated from 40 to 60 dB. The fundamental fiepy (FO) was set to increase from
100-130 Hz during the initial 50 ms after whichirearly decreased to 95 Hz to imitate
a natural pitch contour in speech. In the voiceteken (/bot/) the F1 frequency was set
to a constant value of 570 Hz throughout the sidlabhe voiced consonant /d/ was
created by lowering the offset frequency of F150 Hz during the final 50 ms. The F2
frequency was set to 1000 Hz, rising to 1500 Hzirduthe final 50 ms. The F3
frequency was kept at a constant value of 2650AHzigher formant frequencies (F4,
F5, F6) were kept in the HLsyn default values (3580800, 4990 Hz respectively).
Finally, a 15 ms linear onset and offset ramp wasduto remove clicks and the
amplitudes were normalized (rms -10 dB of the maxmamplitude) in all stimuli by

using CoolEdit96. All formant frequencies were dtegt using Praat (4.4.16, Boersma
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& Weenink, 2006). The non-speech control stimulravereated by replacing the three

lowest formants with sinusoids by using Praat 64see Figure 7.1).

7.2.3 Procedure

In the present study CA, SLI and dyslexic partioigsatook part in two experiments:
Behavioural discrimination task and an ERP tasle $tudy was conducted during one
day or during two consecutive days. On the whdaléok approximately 2-3 hours to
complete the study. Participants received £20-3(péoticipating. Non-matched adults
took part only in the behavioural discriminationdareceived £5 for participating. The
order of speech and non-speech blocks were coatdeded to overcome order effects
(e.g., to control for effects of practice and matign/fatigue). Counterbalancing the
order of the SWS stimuli is problematic because ghsicipant can learn to hear the
SWS sounds as speech if hearing the speech bistkHiowever, when asked after the

study, none of the participants had heard the SW8ds as speech.

7.2.3.1 Roving-standard paradigm

The discrimination tasks (behavioural and MMN taskse presented in a roving-
standard (or varying standard) paradigm (Huotain Kujala, & Alku, 2001,
Shestakova et al., 2002). In this paradigm all &tumuli ([bot], [bot/d], [bod/t], [bb:d])

are standards and deviants. In other words, eatttedbur deviants becomes a standard
stimulus thus avoiding the control conditions (igresenting deviants in isolation or
reversing the presentation order) required by taedard oddball paradigms. The same
procedure is applied to the SWS stimuli presenteziseparate block.

The rationale of the paradigm is as follows: orfee target (deviant) sound is presented
it becomes the new standard. This standard is rteeated 2-5 times (see Figure 7.2)

before the next deviant appears.

Q06O EEN OCOOOH

[bod] [bod/] [botd] ...

Figure 7.2: an illustration of the roving-standard paradigm.
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In the data analysis, those standards immediatdiywiing a deviant are removed from
the average following the studies by Huotilainenakt(2001) and Shestakova et al.
(2002). Therefore, only the third stimulus of eamdw sequence is considered as

standard.

7.2.3.2 Behavioural discrimination

In this experiment, the speech and non-speech Istivere presented in a roving-
standard paradigm where each deviant becomesdhdastl stimulus (SOA 1000 ms,
187 stimuli in total, 40 deviants) in separate k&cAll four target non-words (two
typical, two atypical tokens) were presented temef in a pseudo-random order. The
number of standards preceding a deviant variedthedchange was not predictable.
During the experiment, subjects were asked to padsgtton as quickly as possible as
soon as they heard a change in the stimulus tgom@-go task). A short practice
session (a total of 34 stimuli, 5 deviants) predettee experiment to make sure the
participants understood the instructions. The @rpanrt took approximately ten minutes

to complete (see instructions Appendix C).

To analyze the speech and non-speech data, thiend-fa’) measure of discrimination
sensitivity (signal detection theory, SDT; Macmill& Creelman, 1990) was calculated
to account also for the possible differences inrdsponse strategies between subjects.
D’ measure of detection creates a model of padiig response by taking into account
two parametersthe difficulty of the taskand participant’sresponse strategyThe
difficulty of the task means that if the task issgaparticipant is more likely to
accomplish more “hits” (i.e., pressing button cotie when the change occurs) and
have less “false alarms” (i.e., pressing buttoroirectly when there is no change). The
response strategy refers to participant’s “tactics’the experiment (i.e., if someone
always says “NO” there are no false alarms whendgn someone always says “YES”
the hit rate is maximal). A participant who is mditeely to respond “NO” is called a

“conservative” responder and a participant who @ramlikely to respond “YES” is
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called a “liberal” responder. A C-criterion reveapmrticipant’'s strategy giving,
therefore, additional information about their pemi@ance in the task. An ideal perceiver

has a C-value of “0".

7.2.3.3 EEG data acquisition and analysis

The same stimuli (speech and non-speech) and the garadigm (roving-standard;
SOA 800 ms, total 2160 stimuli) as in the behawabuask were used in the EEG
recording. The SOA was shortened to 800 ms fromb#teavioural study in order to
reduce the overall EEG recording time. The sequeve created using the Sequence

Maker toolbox (available atttp://www.cbru.helsinki.fi/seqmu/ There were 120

deviants in each category (total 480 deviants).s€rgiandards immediately following a
deviant were removed from analysis. EEG was recbvdéh 128 channel electrode net
(Electrical Geodesics Inc.) using Net Station @) koftware for data acquisition and
analysis. Amplifier sampling rate was 250 Hz witl®.4-100 Hz band pass filter. The
auditory stimuli were presented with Biological Erfe Program (Psychology Software
Tools, Inc. version 1.0.20.1) via loudspeakers evrafortable level while subjects were
seated in a Faraday cage in a comfortable chabje&tis watched children’s cartoons
(sound off), conducted a simple counting task (¢@unt how many cats/dogs/cows
you see during the nine minute block” and wereedsto ignore the auditory stimuli.
Subjects’ performance in the counting task was tooed and they were told that the

experimenter will ask questions relating to theaaams after each block.

The current experiment consisted of two separasi@as (speech and non-speech) each
of which was divided into four nine minute blocksttwa short break between the
blocks. The recording session took approximatelyn®utes. EEG data were off-line
filtered with a 1-30 Hz band pass filter, baselomrected with respect to 100 ms
prestimulus baseline. Instead of artifact correc{ie.g., for eye blinks), a conservative
artifact detection criterion (70 pV) was used tmose epochs contaminated with eye
blinks and movements. Each participant had to revieast 85 accepted trials to be

included in the study. The data were segmented ft66h ms prestimulus to 600 ms

121



poststimulus and averaged offline. Finally the datae re-referenced to the common

average voltage of all electrodes.

ERP data analyses were done on mean and peak wegliand peak latencies. Both
analyses methods were included because peak adeplineasures tend to be less
reliable especially in noisier data and mean amgiéditmeasures tend to be sensitive to
latency jitter of a component. Peak N1 amplituded katencies were quantified as the
maximum negativity in the standard wave between2%5D ms after the stimulus onset
(i.e., 100-200 ms after vowel onset). Seven eldetsqFz, Fcz, Cz, F3, F4, C3, C4, see
Figure 7.3) were chosen for statistical analysegalysis of Variance, ANOVA).
However, if no interactions between the experimewaiables and electrode position
(i.e., topographical differences) were identifieshalyses were conducted on a single

central electrode that showed the most negativk gewlitudes (Fcz).

The mean and peak MMN amplitudes and peak latensi@® quantified in the
difference wave between 280-380 ms after stimuhsebd(i.e., about 150-250 ms after
the critical point). The selection of time-windowr fMMN analysis was both theory-
driven (i.e., when MMN is expected to peak aftesrgie) and based on visual inspection
of the group data. MMN analyses were firstly perfed on averaged amplitudes for
standards and deviants across nine Regions ofebitgiROI, see Appendix D):
Anterior: left-central-right,Medial: left-central-right andPosterior: left-central-right.
After this, seven electrodes (Fz, Fcz, Cz, F3, €3, C4) were chosen for further
analysis (ANOVA). Lastly, if no interactions betwegariables and electrode position
were present, analyses were conducted on a siegieat electrode that showed the
most negative peak/mean amplitude (Fcz). All diaiswere Greenhouse-Geisser
corrected when necessary. The Epsilonvalue is reported when Mauchly’s test of
sphericity was significant and subsequently thee@Gheuse-Geisser corrected p-values
and uncorrected degrees of freedom are reporteel.cfitical alpha level is .05 unless

otherwise stated and all effects below .10 areidensd as statistical trend.
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Figure 7.3: Electrode names and locations in a 3Zwannel system. Three mid-line electrodes (Fz,
Fcz and Cz), two left-side electrodes (F3 and C3hd two right-side electrodes (F4 and C4) were
chosen for statistical analysis.

7.3 Results

7.3.1 Behavioural results

Tables 7.2 and 7.3 show the means and standarcatided (SDs) of the d
discrimination index and Figure 7.5 shows the mabsolute hit rates for 34 subjects.
Data from one dyslexic subject was excluded dutget¢bnical problems and from one

SLI participant who did not finish the task.

Table 7.2: D’ -scores for SLI, dyslexia and Contrd (CA) and non-matched adults in speech
discrimination (SD) task.

High120 Low220 High220 Low120 TotalspeecH

CA 1.91 (0.25) 1.56(0.32) 1.85(0.24) 1.84).3 1.79 (0.30)
SLI 1.81(0.36) 1.38(0.29) 1.54(0.46) 1.691) 1.61 (0.40)
DYS 1.85(0.38) 1.81(0.45) 1.92(0.26) 1.627). 1.82(0.34)
Total 1.86 (0.33) 1.58(0.35) 1.77(0.32) 1.743@). 1.74(0.35)
Adults 1.66 (0.33) 1.42(0.20) 1.75(0.31) 1.480 1.57 (0.31)
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Table 7.3: D’ -scores for SLI, dyslexia and Contrad (CA) and non-matched adults in non-speech
discrimination (SD) task.

High120 Low220 High220 Low120 Totalsws
CA 1.60(0.61) 1.68(0.29) 1.88(0.35) 1.5@8). 1.68(0.40)
SLI 1.63(0.44) 1.27(0.59) 1.73(0.39) 16210 1.56(0.46)
DYS 165(0.68) 1.61(0.68) 1.72(0.38) 1.4%3) 1.60 (0.59)
Total 1.63(0.58) 1.52(0.52) 1.78(0.37) 1.54@). 1.61(0.48)
Adults 1.32(0.59) 1.53(0.55) 1.17(0.44) 12340 1.32 (0.515)

Repeated measures ANOVAs revealed a significant n meifects of Mode
[F(1,31)=4.622, p:.039,np2:.130, see Tables 7.2 and 7.3] aritequency
[F(1,31)=14.665, p=.001},°=.321;High: 1.76, 95% CI: 1.65-1.8G;0w: 1.59, 95% ClI:
1.48-1.71]. The main effect déroup, however, was not significant [F(2,31)=.945,
p=.400, 1,’=.057, NS]. Lastly, aDuration*Group

[F(2,31)=4.075, p=.02%,°=.208, see Figure 7.4].

interaction was significant

For this interaction, one-way ANOVA showed that thieree groups differed
significantly in the “long” condition but not in ¢h “short” condition $hort:
F(2,33)=.139, p=.871, N&ong: F(2,33)=3.433, p=.045]. Moreover, Post Hoc analysi
(LSD) for the “long” condition revealed that SLIayp differed significantly both from
Controls (p=.035) and from dyslexics (p=.026).

® Non-matched adults showed a significant main &ffexf Mode [F(1,13)=7.840, p=.0151),°=.376;
Speech:1.57, 95% CI: 1.45-1.695WS: 1.32, 95% CI: 1.10-1.54] anBrequency [F(1,13)=45.305,

p<.001,n,2=.777High: 1.57, 95% Cl: 1.41-1.72;0w: 1.32, 95% Cl: 1.17-1.48]
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Figure 7.4: 95% Confidence Intervals in d’ measure$or Group*Duration interaction.

In the current experiment, the d’ scores were inadht high suggesting a possible

ceiling effect in the data. However, the absoluterdtes (see Figure 7.5) indicate that

the task was not easy and the participants detdetesl than half of the targets.

Therefore, high d’ scores are most likely due teesy low false alarm rate typical to a

go/no-go task in which the relative amount of tésge low (mean FA rates f@A: 0.7
and 0.5;SLI: 1.3 and 1.0DYS: 1.0 and 0.8 for speech and non-speech respagtivel
other words, the participants had adopted a coaseevresponse strategy [C-criteria
(SD) for SLI: 1.1 (0.7); for Dyslexics: 1.1 (0.7gr CA 1.2 (0.7), where positive value

indicates a conservative observer].

High120 Low220 Low120

High220

HCA
msl

HCA
sl
DYS

High120 Low220 Low120 High220

Figure 7.5: Absolute hit rates for speech (A) and an-speech (B) in CA, SLI and dyslexia groups
(number of correct responses out of 10).
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7.3.1.2 Individual data

Scatterplots for discrimination sensitivity (d’) ispeech and non-speech (SWS)
conditions are presented in Figure 7.6. To idemidgr performers, the same method as
was used for the identification data (see Chapteve® employed. In other words, -1.65
SD from the control mean was set as the cut-ofieyalind any participant scoring below

this value was defined as an outlier.

rri- speech discrenmation

speech discrimination

e SLI CA DYS sroue SLI CA DYS

Figure 7.6. Scatterplots for discrimination sensitiity (d’) in SLI, controls and dyslexics for speech
(left) and non-speech (right). The y-axis value are-scores, solid line represents the control mean
and dotted line the -1.65 cut-off value for impaird performance.

Overall, 36% of participants in the SLI group, 18&%¥odyslexics and 8% of controls
scored below this cut-off in the speech conditiorthe non-speech condition, however,
18% of SLI, 9% of dyslexics and 8% of controls wergliers. These poor performers
generally tended to score lower on both speechnandspeech conditions in both SLI

and dyslexia groups.

7.3.2 ERP results

Due to time constraints, one subject from dysleyiaup did not complete the EEG

recording session (see Appendixfar group participation details) and one subjectrf
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the SLI group had to be excluded due to extengitefazts in the data. The data from

the remaining 34 subjects are presented below.

7.3.2.1 N1 response

The mean voltages for standards and deviants aseipied in Figures 7.7-7.8 and the
deviant-standard difference waves in Figures 719-7Repeated measures ANOVA
with four within-subjects factors: Electrode (K)pde (2), Frequency (2), Duration (2)
and a between-subject factor. Group (3) revealednan effect of Electrode
[F(6,186)=14.654, p<.001np2:.321, €=.366]. The main effect ofcroup was not
significant [F(2,31)=.231, p:.795qp2:.015, NS]. Moreover, theElectrode*Mode
interaction was significant [F(6,186)=5.423, p:.Oﬁ;Z:.149,a:.422, see Appendix F]

for standard stimuli.

After removing the Electrode factor the subsequeralyses on peak amplitudes at Fcz
electrode showed a statistically significant mdfect of Mode [F(1,31)=6.474, p=.016,
np’=.173: Speech -1.32uV; 95% CI: -1.84 — (-.808WS -1.84uV; 95% Cl: -2.33 — (-
1.35). The main effect ofsroup was not significant [F(2,31)=.914, pz.4]111§z.056,
NS].

Furthermore, the latencies of the N1 peak amplgude Fcz electrode showed a
statistically significant main effect oMode [F(1,31)=23.954, p<.001np2 =.436:
Speech 189ms; 95% CI: 179-20BWS. 216ms, 95% CI: 206-226]. The main effect of
Group was not significant [F(2,31)=1.422, p=.25|@2,=.082, NS].

Overall, no other significant main effects of irtetions were found on the N1 response.

7.3.2.2 Mismatch Negativity (MMN) response
Regions of Interest (ROI)

The mean voltages for standard and deviant achessibe ROIs are presented in Table
7.4.
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Table 7.4: Mean voltages (in pV) for nine regions fointerest for standard and deviant (SE).
AL=Anterior Left, AC=Anterior Central, AR=Anterior Right, ML=Medial Left, MC= Medial
Central, MR= Medial Right, PL=Posterior Left, PC=Posterior Central, PR=Posterior Right.

AL AC AR ML MC MR PL PC PR

STD -14 -20 -16 -07 -14 -07 05 02 05
(0.3) (0.4) (0.3) (0.2) (0.2) (0.1) (0.2) (0.1) .

DEV 24 -36 -27 -12 24 -12 05 02 06
(0.3) (0.4) (0.3) (0.2) (0.2) (0.2) (0.2) (0.1) Ap.

The repeated measures ANOVA [five within-subjeattdas: ROI (9), Condition (2),
Mode (2), Duration (2), Frequency (2) and a betwsdnject factor: Group (3)] for ROI
analysis revealed significant main effectsR#I| [F(8,256)=53.588, p.<0011p2=.626],
Condition [standard vs. deviant: F(1,31)=43.337, p.<0qi,=.575] andMode [speech
vs. SWS: F(1,31)=4.941, p=.033|p2=.134]. The main effect ofGroup was not
significant (F(2,31)=.217, p=.806, NS).

The follow-up analyses for ROl showed that all aoteregions (Left, Central and
Right) differed significantly from one another (s&ables A-E in Appendix E for
statistical details). However, in Medial and Pasteregions the left/right areas differed
from central area but not from each other wheraabke Anterior region the activation
was larger at the right (see Table B in Appendix B)rthermore, as expected, in the
left-right axis, all regions (Anterior, Medial, Resor) differed significantly from each
other (see Table C in Appendix E). The ROI analyBdsiot indicate any differences in
lateralization between the three groups (CA, Sld dgs) or between the two modes
(speech and SWS).

The main effect ofCondition was due to the fact that deviants were generattyem

negative than standarddgviant: -1.35uV, 95% CI: -1.65 - (-1.043tandard: -0.72uV,
95% CI: -1.01 - (-0.42), see Table 7.4]. The mdiact of Mode was due to the fact that
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sinewave speech (SWS) elicited more negative regsotinan speecBWS. -1.15 pV,
95% ClI: -1.42 — (-0.87speech -0.92uV, 95% CI: -1.25 — (-0.59)].

In addition to the main effects reported above, ititeractionROI*Condition was
statistically significant [F(8,256)=28.870, p<.00|1p2=.474,see Table 7.4 for mean
voltages] indicating that standards and deviarffered at different regions of interest

(see Table D in Appendix E for statistical details)

Mean amplitude

Repeated measures ANOVA revealed a main effecElettrode [F(6,186)=9.837,
p<.001,np2:.241,s:.562]. No other significant effects with factoreEtrode were found
(p>.10).

At Fcz electrode, One-sample t-tests showed thathatimuli elicited a significant
MMN response (see Figure 7.7-7.10 for responsestandards and deviants and the
corresponding grand-averaged difference waves ateT7.5 for the mean amplitudes
at Fcz). Consequently, a significant MMN was ediditfor five of the total eight
contrasts in the CA and dyslexia groups whereasah@sponding figure was three out

of eight in the SLI group.
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Table 7.5: MMN mean amplitudes at Fcz in pV (SD) fodeviant-standard difference waves for CA,
SLI and dyslexic groups and for speech and non-spee (SWS).

High120 High220 Low120 Low220 Total

CA
SPEECH  -0.50(1.48) -1.36(1.55) -0.48(1.14) @R%2) -0.52(1.32)
SWS -1.09 (1.33) -0.76 (1.13) -0.39 (1.00) -0.838) -0.76 (1.19)
SLI

SPEECH  -0.62(1.50) -0.46(1.48) -0.75(1.41) QI36) -0.42 (1.49)
SWS -0.35(1.74) -1.21(1.49) -0.97 (1.82) -0.8%9) -0.72(1.68)
DYS

SPEECH  -1.06(1.52) -1.30(1.53) -0.25(1.37) 56Q{1.45) -0.78 (1.47)
SWS 101 (154) -141(1.49) -1.04(1.59) 7q564) -1.01 (1.57)
Total -0.77 (1.52) -1.08 (1.45) -0.65(1.39) -0{047) -0.70 (1.45)

The subsequent analyses at Fcz showed a marggigiiificant 3¢ order interaction of
Mode*Frequency*Duration*Group [F(2,31)=2.910, p=.069np2=.158]. This group
interaction was due to CA group showing a significlode*Frequency*Duration
interaction [F(1,11)=7.447, p=.02qp2=.404] (see Table 7.6) whereas in the SLI and
dyslexia groups this interaction was not significd®LI: F(1,10)=.420, p=.535,
np°=.040, NSDys: F(1,10)=.458, p=.514),°=.044, NS].

Table 7.6: Frequency*Duration interaction and 95% Qs (uV) for speech and SWS in the CA group.

df F p n,Y  mean 95% ClI
uVv Lower Upper

Speech (fre*dur) 1,11 9.247 .011 .457

High120 -0.50 -1.47 0.47

High220 -1.36 -2.47 -0.24

Low120 -0.48 -1.21  1.25

Low220 0.25 -0.46 0.96
SWS (fre*dur) 1,11 1.270 .284 .104

High120 -1.09 -1.93 -0.24

High220 -0.76 -1.48 -0.03

Low120 -0.39 -1.29 0.50

Low220 -0.80 -1.64 0.05
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The Mode*Frequency*Duration interaction in the CA group is due to the control
group eliciting larger (even though not significaWMN amplitudes for atypical tokens

[i.e., High220 and Low120; t(11)=1.635, p=.130, N&Jmpared to typical tokens

[High120 and Low220; t(11)=-1.706, p=.116, NS] hetspeech condition. No other
statistically significant main effect or interagtidor mean amplitudes was found at the
Fcz electrode.
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Figure 7.7. ERP waveforms at Fcz for standards (ligt blue line) and deviants (dark blue line) for three groups (CA, SLI and Dyslexia) in speech
condition. The time-window for MMN analyses is higlighted and the onset of the vocalic portion (at 5@1s) of the stimuli is indicated with a line.
Time (in ms) is represented in the x-axis and amglide (in puV) in y-axis.



€T

high120 high220 low120 low220

-5.0

+5.0

SLI

* *

DYS 1o i

* significant at .05 level (one-sample t-test)

Figure 7.8. ERP waveforms at Fcz for standards (ligt blue line) and deviants (dark blue line) for three groups (CA, SLI and Dyslexia) in non-
speech (SWS) condition. The time-window for MMN anlgses is highlighted and the onset of the vocaliogion (at 50 ms) of the stimuli is
indicated with a line. Time (in ms) is representedh the x-axis and amplitude (in puV) in y-axis.



VET

CA

=100

+2.5 |

SLI

Dyg

High120_diff

High220_diff Low120_diff

I I

I I

i .
AT Donnde v S Aaa BB YL

va —Sage !

! |

T T

i I

b e

- i—(-—-:—‘y—i—:

Low220_diff

!
I
I I IR o W PR, )
in
]
I
1

Figure 7.9. MMN difference waveforms at Fcz for thee groups (CA, SLI and Dyslexia) in speech conditio The time-window for MMN analyses
is highlighted and the onset of the vocalic portiorfat 50 ms) of the stimuli is indicated with a lineTime (in ms) is represented in the x-axis and
amplitude (in pV) in y-axis.



High120_diff High220_diff Low120_diff Low220_diff

-2.5 ’ ‘I Tr [L
I‘ :{ it
CA . . . = ‘—1—.—— ——+— Rt =t —[F = —— — — 'l i
L NP NPT T - T {
1l I I
| 1 _;
+2.5 | . - +
: |
su | ! f i
B A P p 2 i . .7 . W .V o
- <——.—-l_< ________ 8V, SRR U |[ _‘__%_'_"_" T
' [ 1 I
i | |
[ I L
| il
| + |
DYS | | [
) 77‘{7#7 . | ™ L~ — —k—]|—~——7——f»—r% =y ‘—Y—:I:r—»rﬁ—< —————— iy
| !
i |

Figure 7.10. MMN difference waveforms at Fcz for thee groups (CA, SLI and Dyslexia) in non-speech (SBJ condition. The time-window for
MMN analyses is highlighted and the onset of the walic portion (at 50 ms) of the stimuli is indicatd with a line. Time (in ms) is represented in
the x-axis and amplitude (in pV) in y-axis.



Peak amplitude and latency
Repeated measures ANOVA showed a main effecElettrode [F(6,186)=18.338,
p<.001,np2=.372, €=.518] for peak amplitude. No interaction with facctElectrode

reached statistical significance in the peak amgétmeasure (p>.10).

The peak amplitudes at the Fcz electrode for esmipgare presented in Table 7.7.

Table 7.7: MMN peak amplitudes at Fcz in pV (SD) fodeviant-standard difference waves for CA,
SLI and dyslexic groups and for speech and nonspde(SWS).

High120 High220 Low120 Low220 Total

CA

SPEECH  -1.31(2.25) -2.09 (2.08) -1.77 (2.01) -Q188) -1.33 (1.96)
SWS -2.37(1.95) -1.61(1.13) -1.88(1.67) -1567) -1.84(1.58)
SLI

SPEECH  -154(1.61) -1.24(1.73) -1.77 (1.54) -Q&16) -1.31(1.76)
SWS -1.09 (1.97) -2.12(1.69) -1.51(2.29) -1.084) -1.45(1.97)
DYS

SPEECH  -2.34(1.76) -2.40(2.31) -1.05(1.96) .381(1.89) -1.79 (1.98)

SWS -1.78(1.91) -2.31(2.19)  -2.45(2.22) 611(1.58) -2.04 (1.97)
Total -1.74 (1.91) -1.96(1.86) -1.74(1.95) 08.1.77) -1.63 (1.87)

At the Fcz electrode thé%order interactiotMode*Frequency*Duration*Group was
significant [F(2,31)=4.260, p=.02$|pz=.216]. As in the mean amplitude measure, this
group interaction was due to CA group showing a nifigant
Mode*Frequency*Duration interaction [F(1,11)=7.492, p=.01ap2=.405] (see Table
7.8) whereas in the SLI and dyslexia groups thieraction was not significanSLI:
F(1,10)=.359, p=.563),°=.035, NSDys: F(1,10)=1.640, p=.229,°=.141, NS].

The Mode*Frequency*Duration interaction in the Cvgp is due to CA group eliciting
larger (even though not significant in the “Hightrdition) MMN amplitudes for
atypical tokens (i.e., High220 and Low120) compatedypical tokens (High120 and
Low220) H120 vs. H220 t(11)=1.220, p=.248, NS;120 vs L220: t(11)=-3.237,
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p=.008] in the speech condition. No other statiyc significant main effect or

interaction was found at the Fcz electrode.

Table 7.8: Frequency*Duration interaction and 95% ds (uV) for speech and SWS in the CA group.

df F P n,Y  mean 95% ClI
uv Lower Upper

Speech (fre*dur) 1,11 8.688 .013 .441

High120 -1.31 -2.74 0.12

High220 -2.09 -3.41 -0.76

Low120 -1.77 -3.04 -0.49

Low220 -0.15 -1.09 0.79
SWS (fre*dur) 1,11 .317 .585 .028

High120 -2.37 -3.61 -1.13

High220 -1.61 -2.33 -0.89

Low120 -1.88 -2.95 -0.82

Low220 -1.50 -2.50 -0.50

The peak latencies at the Fcz electrode for eambpgare presented in Table 7.9.

Table 7.9: MMN peak latencies at Fcz in pV (SD) fodeviant-standard difference waves for CA,
SLI and dyslexic groups and for speech and nonspde¢SWS).

High120 High220 Low120 Low220  Total

CA
SPEECH 324 (25) 323 (23) 331 (33) 320 (29825 (28)
SWSs 326 (18) 312 (27) 315 (13) 308 (31)315 (22)
SLI

SPEECH 330 (29) 334 (29) 339 (32) 328 (33833 (31)
SWs 332 (25) 317 (16) 320 (24) 326 (27)324 (23)
DYS

SPEECH 330 (33) 332 (28) 337 (28) 321 (2930 (30)
Sws 307 (22) 323 (27) 315 (25) 318 (27316 (25)
Total 325 (25) 324 (25) 326 (26) 320 (29) 322)

On peak latency measures, the analyses revealednmiia effect of Mode
[F(1,31)=12.200, p:.OthZ:.282;Speech:329ms; 95% CI: 321-337mSWS: 319ms;
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95% CI: 313-325ms] and an interaction oMode*Frequency*Duration
[F(1,31)=4.242, p=.044qp2=.125]. This interaction was due to the two “Lowinsuli
differing significantly [t(33)=2.179, p=.037] whexe the two “High” stimuli did not
[t(33)=-.351, p=.728, NS] in the speech conditibnshort, the interaction was caused
by the typical sounds eliciting overall faster pdatencies (even if not significantly)
than atypical sounds in speech condition but nosiite-wave speech condition (see
Table 7.10).

Table 7.10: Frequency* Duration interaction for pe& latency (ms) and 95% Cls for speech and
SWS across all three groups.

df F p N, mean 95% ClI

(ms) Lower Upper

Speech (fre*dur) 1,33 3.391 .075 .093
High120 328 317 338
High220 330 320 339
Low120 336 325 347
Low220 323 313 333

SWS (fre*dur) 1,33 .740 .396 .022
High120 323 314 331
High220 317 309 326
Low120 317 309 324
Low220 318 307 328

7.3.3 Correlations

In order to investigate the relationship betweeffedtnt experimental variables the
following correlation analyses were conducted: 1)IIM peak and mean amplitude, 2)
behavioural discrimination, and MMN peak amplitud&ncy in speech and SWS
modes separately, 3) discrimination sensitivity, MMamplitude/latency, 1Q, age,

grammar and vocabulary scores.
The results showed that, first of all, as expecidBlIN mean and peak amplitudes were

significantly correlated both across and withinug® (only across groups correlations
reported) Speech r=.905, p=<.001, N=34SWS r=.909, p=<.001, N=34), accounting

138



for 82% and 83% of the variation, respectively. @elty, the MMN parameters did not
correlate with the behavioural d’ measure and rafrtbese experimental variables were

correlated with 1Q, age, grammar or vocabulary ss¢p>.10).

However, in order to further explore the behavibudiscrimination sensitivity,
correlations of speech and SWS discrimination wekestigated for CA, SLI and
dyslexia groups separately. The results showedttieatorrelation between speech and
SWS is significant in the SLI and dyslexia groufd.l{ r=.852, p=.002, N=10; DYS:
r=.800, p=.003, N=11) accounting for 73% and 64%nheftotal variation. In CA group,
however, the speech and SWS discrimination weresigoificantly correlated (r=.318,
p=.314, N=12, NS).

7.4 Conclusion and discussion

The behavioural data indicates that neither SLI dgslexia is caused by impaired
ability to discriminate auditory events containiragpid transitions. Evidence against the
auditory processing account comes from the fadt v stimuli used in the present
study consisted of speech and non-speech (sineg@eech, SWS) stimuli thdtoth
contained rapid formant transitions claimed to B&cdlt for individuals with SLI and
dyslexia (Tallal et al., 1996). Moreover, in theegent experiment, these formant
transitions were masked by the preceding vowek thaking the discrimination of these
contrasts harder. Furthermore, the non-matchedsatiall lower (absolute) d’ -values
than the SLI group probably suggesting that grayell differences would not have
been obtained even by increasing the sample siErdsponse strategies between CA,

SLI and dyslexia groups were also identical.

Overall, in the behavioural condition, speech wasegally easier to discriminate (for all
groups) suggesting that whenever attention is fedws the stimuli, speech may have a
“special status”. In other words, it is probablysiea for the listener to focus on the

critical acoustic cues in the signal when one héisguistic label for it. SWS, on the
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other hand, was perceived as random noise and lgyobacause of the lack of these
linguistic labels listeners could not focus on a@pgcific cues as easily as in the speech
condition. Among the acoustic cues (i.e., duratiad frequency cues) used in the study,
in the duration condition, the SLI group showedidtdion of long/short duration that
was not present in CA and dyslexia groups. Thesatsedo not indicate, however, that
the SLI group would be impaired in processing daraas their d’ -values were within

normal limits.

The distribution of individual scores, however, aisathat in the speech condition, both
the SLI and dyslexia groups contained larger priopoiof poor performers compared to
the control group. This might indicate that if thes an input-processing deficit present
in (some individuals with) SLI or dyslexia, it coulbe more apparent in speech

processing than in the domain of general auditooggssing.

Furthermore, in addition to the behavioural date, ¢lectrophysiological data (N1 and
MMN) indicate that neither SLI nor dyslexia is cadsby a general deficit in sensory
processing. The N1 response of auditory stimuliraitidiffer between the CA, SLI and
dyslexic groups. The N1 peak amplitude was somevrger for non-speech stimuli
whereas the N1 latency was significantly shorter dpeech stimuli indicating either
early differentiation of speech and other acoustients or effects of stimulus

complexity on the N1 parameters.

The MMN response was quantified by two differenttmoels: peak amplitude/latency
and mean amplitude. As expected, the peak and amaphitudes showed similar effects.
Overall, in the amplitude measures, there werernapdifferences nor there were any
effects of mode (speech vs. non-speech) or topbgrapdifferences between groups
and/or mode. The effects of stimulus ‘familiarify’e., typical vs. atypical stimuli in

speech) were marginal and apparent only in the @Ay Moreover, there were no

group differences in the MMN latency. Overall, /S stimuli elicited faster latencies.
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Furthermore, the results showed no significant edations between preattentive and
behavioural discrimination (even when the paradigrase nearly the same) or with any
of the experimental manipulations and language uareas age or 1Q. Surprisingly,
however, the behavioural discrimination of speeuth @on-speech was highly correlated
in the SLI and dyslexic groups whereas there wagareelation between these two
parameters in the CA group. This rather unexpeotsdlt could indicate that in the
behavioural discrimination, there is a true “modiec” in the CA group (i.e., speech
discrimination is distinct from non-speech discniation) whereas individuals with SLI
and dyslexia process both sets of stimuli via eitepeech mode” or “auditory mode”,

speech tokens being more informative for them divera

To summarize, together these data suggest thdteneslil nor dyslexia is caused by
auditory or speech processing deficit, nor is themg indication that individuals with
SLI or dyslexia are slow processors. However, thedgBoup failed to elicit significant
MMNs to several of the presented sound contrasticating large within-group
variation in the data. This might, again, suggésit tthere may be a subgroup of

individuals in the SLI group showing auditory oesgh processing problems.

Moreover, when looking at the relationship betwgmeattentive and behavioural

stimulus processing, the present study showed tandigpattern for speech and non-
speech. The results indicate that speech is e&sigliscriminate when attention is

involved. However, the (simpler) non-speech sousltst faster brain responses when
the focus of attention is directed elsewhere. Tlogethese data could suggest that
behavioural discrimination ability is distinct froautomatic sensory discrimination (or

change detection) possibly due to attention ank tksnands. Different behavioural

discrimination tasks tax, for example, short-terenmory to different degree. Moreover,

by focusing attention to the stimuli, the listemaay be able to make use of some
perceptual cues that are not necessarily most pearhi(or ‘informative’) for the

preattentive sensory system.
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8. Auditory memory trace formation in SLI and dyslexia

8.1 Introduction

As established before (see Chapter 4), one inflalestccount of the Mismatch
negativity (MMN) response reflects the functioniugd accuracy of short-term auditory
memory that stores newly received information. Adony to N&atdnen & Winkler
(1999), the mismatch response reflects percephalysis and comparison of the newly
presented sensory inputlevian} with the echoic memory trace created by the
previously presented stimuktandard. In other words, the MMN response can be seen
as a response to an auditory regularity violatidren® the deviant stimulus breaks the
repetition ‘rule’. Importantly, to elicit a MMN sponse, the standard stimuli do not
have to be acoustically constant as long as theyesh pattern or a rule (such as
direction of frequency change or phonological catggsee e.g., Saarinen, Paavilainen,
Schroger, Tervaniemi, & Naatdnen, 1992; Shestakbeh 2002).

There is also a considerable amount of evidenceisigathat the traces involved in the
MMN generation or change detection process couldird®d to long-term memory
representations (see Naatanen & Winkler, 1999 f@vaew). These long-term memory
traces require attention to develop after whichythespond automatically to familiar
sounds. These long-term memory effects have bemomsrated for native and foreign
language vowel phonemes (N&&tdnen et al. 1997; l&vinkKujala et al. 1999).
Moreover, Ceponine and colleagues (1999) demoasittagat sensory trace quality (and
not trace duration) plays a role in successful plagical coding in 7-9 year old
typically developing children. Furthermore, it Hasen shown that the strength of the
memory trace (and the mismatch response) is pliopaitto the number of standard
stimuli presented suggesting that the memory trigcenhanced by the repetition
(Naatanen, 1992). Interestingly, this enhancemiéettecan already be observed after as

few as two repetitions of standard stimuli (Huotién, Kujala, Alku, 2001; Bendixen,
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Roeber, & Schroger, 2007). Huotilainen and collesg(2001) argued that these long-
term memory traces can facilitate the formationsbbrt-term memory traces. They
demonstrated that familiar phonemes are responalddster and more strongly than
non-familiar speech sounds or tones. Huotilainemlef{2001) reported that familiar
vowels elicit a prominent MMN response already raffew’ (2-3) repetitions of
standards whereas unfamiliar vowel-like tokens a&odes required ‘many’ (4-5)

repetitions of standards for MMN elicitation.

In short, it has been demonstrated that MMN gereras dependent on both short-term
and long-term memory trace activation. It has dlsen argued that long-term traces
facilitate the formation of short-term traces tlgemerating more prominent and earlier
MMN responses to native language speech soundseWowthe vast majority of MMN
studies on native and foreign language speech s@enckption are conducted on
vowels (e.g., Naatanen et al. 1997; Aaltonen, Bendellstrom, Uusipaikka, & Lang,
1997; Cheour et al. 1998; Winkler, Kujala et al999Shestakova et al. 2002). These
studies strongly suggest that the MMN responsedisonly dependent on the acoustic
deviance but on the phonological status and cagagembership of the stimuli. In other
words, the MMN response reflects categorical paroemf vowels in native language
as opposed to foreign language. Interestingly, ewethe results obtained from
consonants are much less clear cut (Sharma &©8I3; Maiste, Wiens, Hunt, Scherg, &
Picton, 1995; Dehane-Lambertz, 1997; Shafer et2@04). Moreover, as stated in
Chapters 2 and 7, the results of studies on therracg of auditory and speech
perception in SLI and dyslexia have been variabke (Bishop, 2007 for a review).
Furthermore, the previous experiment of the curtBesis (Chapter 7) failed to find
significant differences between SLI, dyslexia andtol participants in preattentive and
attentive speech sound discrimination tasks. Thedshup, however, showed greater
overall variability and less prominent MMNs for seal sound contrasts used in the

experiment.
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Therefore, in the present experiment | investigate:

1) Memory trace formation for speech and complex nongeech(sinewave speech,
SWS)stimuli in SLI and dyslexia.

Huotilainen et al. (2001) showed that fewer repeig of standards were needed to form
an adequate memory trace for MMN elicitation fomilear native language speech
sounds as opposed to unfamiliar speech soundsandpeech stimuli. In other words,
familiar speech sounds showed faster trace devenprthan unfamiliar sounds.
Moreover, the accuracy of the neural representatiapeech sounds seems to be linked
with phonological coding as measured by pseudowapdtition ability (Ceponine et al.
1999). SLI and/or dyslexia, on the other hand, hbeen proposed to stem from
phonological processing deficits caused by inadeu less categorical phoneme
representations (Sussman, 1993; Ramus, 2003, S#ta&br 2005). The exact nature of
this phonological deficit, however, is still largainknown (Bishop & Snowling, 2004).
Therefore, the present experiment investigatespleed of the trace formation for both

speech and non-speech in SLI, dyslexic and copaudicipants.

I hypothesize that due to the underlying phonolalgideficits, individuals with
SLI/dyslexia could lack the advantage of the emgslong-term memory trace observed
in non-impaired individuals. Furthermore, basedHuotilainen et al. (2001), | predict
that: 1) In control participants, speech soundsasfaster memory trace development
(earlier and larger MMN response) than non-speemimds (i.e., ‘few’ repetition:
speecknon-speech and ‘many’ repetitions: speech=non-¢$pee?) The SLI and
dyslexic participants, however, lack this advantafjiehe existing trace (i.e., ‘few’

repetitions: speech=non-speech and ‘many’ repesitispeech=non-speech).
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2) Memory trace formation for consonants.The current experiment uses speech and
acoustically complex non-speech (sine wave spe®@f) in CVC stimuli where the
critical change is in the finatonsonant The aim is to investigate if the results by
Huotilainen et al. (2001) are replicable in usirangonants and complex non-speech
stimuli. However, because there were no ‘familarigffects in the previous study
(Chapter 7), the present experiment investigatepthcessing of speech vs. non-speech
across all four (High120, High220, Low120, low223@mulus types.

In short, the rationale of the current experimemd @aradigm is as follows: once the
target (deviant) sound is presented it becomeséwe standard. This standard is then
repeated either ‘few’ (from two to three) or ‘mar{from four to five) times (see Figure
7.2 in Chapter 7) before the next deviant appebrterestingly, Huotilainen and
colleagues (2001) reported that memory trace faomas faster for native language
prototypes than for non-prototypes. In other woitti® number of standards that are

required to produce a prominent MMN depends orittgiistic status of the stimuli.

8.2 Method

8.2.1 Participants

Same participants as in previous study (Chaptewdk part in this study.

8.2.2 Data analysis

In the present experiment, the data from the prevgtudy (Chapter 7) is re-analyzed by
classifying the EEG responses to the deviant stimtd two exclusive categories on the
basis of their presentation frequency, that isedaht occurring after either ‘few’ or

‘many’ repetitions of the standard stimulus.
In other words, the experimental task and stimulinie current experiment are identical

with the MMN paradigm reported in the previous dieapi.e., the same stimuli (speech

and non-speech) and the same paradigm (rovingatan&OA 800 ms, total 2160
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stimuli; see Huotilainen et al. 2001; Shestakovale®002; Baldeweg et al. 2004) as

reported in Chapter 7 were used in the EEG recgrdin

To recap, in the roving-standard paradigm all fetimuli ([bot], [bot/d], [bod/t], [p:d])

are standards and deviants. In other words, eatttedbur deviants becomes a standard
stimulus thus avoiding the need for control comdisi (i.e., presenting deviants in
isolation or reversing the presentation order) megu by the standard oddball
paradigms. The same procedure is applied to the SWa&ili presented in a separate

block (see description in Chapter 7).

In the data analysis, those standards immediatdiiywfing a deviant are removed from
the average following the procedure by Huotilaieeral. (2001) and Shestakova et al.
(2002). Therefore, only the third stimulus of eamdw sequence is considered as

standard.

A total of 480 deviants (240 deviants in both tfesv and ‘many’ categories) and 660
standard stimuli were presented. The standards thatey following a deviant were
removed from the analysis. EEG recording procedanes reported in Chapter 7.
Because no clear and identifiable peak could bectied in some conditions, ERP data
analyses were done on mean amplitudes from thewlevistandard difference waves in
three 50 ms time-windows (i.e., 230-280, 280-33B80-380 ms, respectively, see
Figures 8.1-8.4, see also Peltola et al. 2003). artadysis time-windows were placed
around the amplitude maxima of the grand averageefoam. Seven electrodes (Fz,
Fcz, Cz, F3, F4, C3, C4) were chosen for initiatistical analyses [repeated measures
ANOVA: Electrode (7), Time (3), Repetition (2), Med2), Group (3)]. Similarly to the
previous study (Chapter 7), if no interactions ketw group/mode and electrode
position (i.e., topographical differences) wereniifeed analyses were conducted on a
single central electrode that showed the most fsogmt MMN amplitudes (Fcz).
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8.3 Results

Grand-averaged MMN waveforms (at Fcz) are represem Figures 8.1 and 8.2
(speech and non-speech) and the correspondingedife waves in Figures 8.3 and 8.4

(speech and non-speech).
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The repeated-measures ANOVA showed statisticalgnicant main effects of
Repetition (many>few),Time (T>>Ts=T,) andElectrode (Fz, Fcz, Cz, F3, F4, C3, C4)

(see Table 8.1 for statistical details).

Table 8.1: Main effects of Repetition, Time, Electwde and Group (see text for more details).

df F p n° & Mean 95% ClI
V) |Lower Upper

Repetition 1,31 12.336 .001 .285
Few -0.31 -0.54 -0.08
Many -0.62 -0.83 -0.41
Time 2,62 14.292 <.001 .316
T1 -0.33 -0.52 -0.14
T2 -0.69 -0.93 -0.44
Ts -0.38 -0.59 -0.16
Electrode 6,186 4.832 .001 .135 .646
Group 2,31 1.700 .199 .099

Furthermore, the following interactions (with facttElectrode”) were significant:
Electrode*Repetition [F(6,186)=3.693, p:.0091,p2:.106,s=.612] ancElectrode*Time
[F(12, 372)=4.634, p=<.0011p2=.130,s=.439] (see Appendix G: Figures A and B for
details). This interaction between electrode l@ratind time-window/repetition was due
to posterior electrodes (C3, Cz, C4) not elicitiaffects of similar magnitude to
frontal/central electrodes. As stated above, whenimeraction between electrode
location and mode/group are found, the analysesarducted at a single electrode site

showing most reliable MMN amplitude (Fcz).

The subsequent analysis at Fcz showed statisticatipificant main effects of
Repetition (2: few vs. many) andime (3: T; T, Ts). The main effect ofroup (3:
CA, SLI and DYS) approached statistical significar{see Table 8.2 for statistics and

Table 8.3 for mean amplitudes).
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For Repetition it was shown that ‘many’ repetitions of standalidited larger MMN
responses than ‘few’ repetitions of standard. Fagvwcomparisons fofime revealed
that T, differed significantly both from Tand & (p<.001) but T and T did not differ
from one another (p=.460). FG@roup, the post hoc analysis (LSD) showed that the SLI
group differed significantly from the dyslexia gm(p=.034) but not from the control
group (p=.119). The control and dyslexia group dat show statistically different
responses (p=.515).

Table 8.2: Main effects of Repetition, Time and Grap (see text for more details).

df F p & Mean 95% ClI
AYA] Lower Upper

Repetition 1,31 19.180 <.001.382
Few -0.31 -0.62 -0.01
Many -0.79  -1.02 -0.56
Time 2,62 13.667 <.001 .306 .902
T1 -0.35 -0.59 -0.11
T -0.86 -1.17 -0.55
T3 -0.44 -0.71 -0.17
Group 2,31 2.604 .090 .144
CA -0.64 -1.06 -0.23
SLI -0.17 -0.61 0.26
DYS -0.84 -1.27 -0.40

Furthermore, the interactions fode*Repetition [F(1,31)=4.769, p:.037hp2:.133],
Mode*Time [F(2,62)=6.707, p=.0061p2=.178,s=.739], andRepetition*Time
[F(2,62)=9.193, p=<.001]p2=.229,s=.958] were statistically significant (see Figure
8.5).
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Figure 8.5 Interactions for Mode*Repetition (A), Mode*Time (B) and Repetition*Time (C).

For the Mode*Repetition interaction, a paired sample t-test showed thaedp and
non-speech elicit (marginally) different responsedy after ‘many’ repetitions of
standard (see Figure 8.5, Panel A). One-way ANOMATfme (Panel B) and follow-up
pairwise comparisons (LSD) for thdode*Time interaction showed that in speech the
MMN response was largest in the two later time-wind (T;-T2: p=.001 {-T3: p=.045
and T-Tg: p=.287, NS.) whereas, in SWS, the MMN responselargest at the second
time-window (T-T2: p<.001 T-Ts: p=.446, NS and JT3: p<.001). Finally, One-way
ANOVA for Repetition*Time interaction showed that,¥T,=T3 after ‘few’ repetitions
(T1-T2: p=.006 E-T3: p=.686, NS and JFT3: p=.003) whereas ;bTs>T; after ‘many’
repetitions (T-T2: p<.001 |-Ts: p=.076, and FT3: p<.001).

Moreover, the interactioRepetition*Time*Group approached statistical significance
[F(4,62)=2.376, p:.0621p2:.133] (see Table 8.3 for mean amplitudes). Thivelup

tests (repeated measures ANOVA) for each groupratgha revealed significant main
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effects of Repetition [F(1,11)=8.579, p=.014np2=.438] andTime [F(2,22)=8.898,
p=.001,np2=.447] in the CA group. In the SLI group, the maifiect of Repetition
[F(1,10)=4.007, p=.073np2=.286] andRepetition*Time interaction [F(2,20)=3.421,
p:.053,np2=.255] approached statistical significance. Finaltythe dyslexia group the
main effects oRepetition [F(1,10)=7.880, p:.019]p2:.441] andTime [F(2,20)=3.573,
p=.047, npzz.263] and theRepetition*Time interaction [F(2,20)=12.132, p<.001,

npzz.548] were all statistically significant.

Table 8.3. Mean amplitudes of difference waves imtee time-windows for CA, SLI and DYS at Fcz
electrode. Values are in pV (SD).

SPEECH SWS SPEECH SWS
Few Many Few Many Total Total
T; ., T nnh T, T i T, T; i T, T;
cA -16 -13 -23  -51 -92 -89 -9 -124 -18  -82 -l1.68 -57 -49 -80
(1.00) (1.02)(L.25)  (.70) (.90) (1.13) (48) (1.00) (93) (74) (92) (88  (L.00)  (0.83)
SLI -012 -47 -06 29 -38 -I8 21 00 31 -43 -L00 -63 -09 -15

(149) (L15) (121) (1.05) (1.03) (1.25) (108) (135) (128) (95) (84) (L0T) (120)  (L10)

DYS -16 -08 -52 -27 -L11 -1.04 83 94 .34 116 -197 -L16 -61 107
(83) (79) (80) (89) (125) (L.16) (137) (1.22) (131) (148) (1.82) (1.53) (0.95)  (L46)
Tofal -15 -36 -27 -17 -81 -64 30 74 07 -81 4155 -T8 40 -7
(1.09) (L.14) (1.09)  (93) (L.08) (L.19) (1.09) (1.28) (L18) (L10) (129) (L18) (L09) (L19)

As mentioned above, tHeepetition*Time interaction was extremely significant in the
dyslexia group and approached significance in thiegBoup but not in the CA group
(p=.995) (see Appendix F Figure C for details).sTimteraction is due to both SLI and
dyslexia groups eliciting larger MMN amplitudeseaftMany’ repetitions of standards
in later time-windows (i.e., in 3T 330-380ms) whereas in the CA group the MMN

response was most prominent in the second timeemir(d>: 280-330ms).
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Overall, all groups elicited larger MMN amplitudies deviants after ‘many’ repetitions
of standard (i.e., main effects BRiepetition). However, the SLI group showed only a
statistical trend for this effect. CA and dyslegi@ups showed statistically significant
effects for Time (standard error in the parenthesi§A[ Ti: -.44uV(.20), T2 -

1.07uV(.26),T3: -.42uV(.22); LSDT;-T,: p=.002;T,-T3: .004;DYS: Ty: -.61uV(.21),

Ty -1.14pV(.27),T3: -.77uV(.23); LSDT -T2 p=.007] both groups eliciting the largest
response in the second time-window that differednfiboth the first and second time-

windows in the CA group and from the first time-aaw in the dyslexia group.

Because the second time-window)(€licited the largest response in the control grou
a further comparison was conducted in this timeewim. Repeated measures ANOVA
for T, only showed significant main effects Repetition andMode. The Group main

effect approached significance (see Table 8.4 ftatissics). Furthermore, the

Repetition*Mode interaction was also statistically significant I)g1)=4.212, p=.049,
np°=.120].

Table 8.4: Main effects of Repetition, Mode and Grop in T,

df F S Mean 95% CI
1AYA) Lower Upper

Repetition 1,31 27.868 <.001.473
Few -0.54 -0.95 -0.18
Many -1.18 -1.48 -0.87
Mode 1,31 6.848 .014 .181
Speech -0.58 -0.93 -0.22
SWS -1.14  -153 -0.74
Group 231 2576 .092 .143
CA -1.07 -1.60 -0.54
SLI -0.36 -0.91 0.19
DYS -1.14  -1.70 -0.59

The Post Hoc analysis (LSD) revealed that the Sbuyg differed significantly from
dyslexic group (p=.049) and the difference betw8é&hand control group approached
significance (p=.068). The CA group did not diffesm dyslexic group (p=.845).
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The Repetition*Mode interaction was caused by speech and non-speéfdrird

significantly after ‘many’ repetitions [t(33)=2.862P=.007;Speech:-0.81uV (1.08);
SWS: -1.55 pV (1.29)] but only marginally so after ‘fewepetitions [t(33)=1.949,
P=.060;Speech:-0.36uV (1.14)SWS:-0.74 nV (1.28)].

8.4 Discussion and conclusion

To summarize the results, first of all, the misrhatesponse was generally larger after
‘many’ repetitions of standards both with speectt 8WVS stimuli. However, in the SLI
group this effect was only marginally significa®econdly, the SLI group showed a
trend in eliciting generally smaller MMN respongban dyslexic and control groups.
Thirdly, the MMN response was most prominent in thedial time-window (i.e., 280-
330 ms). Finally, somewhat surprisingly, contrasyprevious findings of Huotilainen
and colleagues (2001), speech and non-speech didiffer overall. Moreover, speech
and non-speech did not differ after ‘few’ repetiigoof standards whereas they differed
after ‘many’ repetitions of standards. In other égyrthe early long-term memory trace
facilitation for speech sounds was not observethénpresent study (see Section 8.1).
This finding could be due to two factors: 1) thennaey trace formation and facilitation
effects are less prominent for consonants (Shatmah,e1993; Shafer et al. 2004) or 2)
this particular speech contrast was more diffidolt perceive since the difference
occurred syllable-finally and was masked by thee@ding vowel. Lastly, in the speech
condition, the MMNs were, overall, more distributedtime in that the speech sounds
elicited MMNs also in the later time-window (33088ns). Time and repetition
analyses showed that the control group elicitedtidal MMN responses after ‘few’ and
‘many’ repetitions as a function of time (many>fewhereas in the SLI and dyslexia

groups the MMN responses after ‘many’ repetitiomsendelayed or sustained longer.
In short, these results do not fully confirm theegictions outlined in section 8.1.

However, as in the previous study in Chapter 7,3hé group tended to show more

variation, less prominent MMN elicitation and lgseminent repetition effects than
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controls and dyslexics. Moreover, both the SLI grand dyslexic group showed longer
MMN responses after ‘many’ repetition of standariibese results could be further
explored by using vowels (where MMN results haverbmore prominent) and a wider
range of standard repetitions (e.g., as in Baldested. 2004).
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9. General discussion and conclusion

In this chapter | recapitulate the results of thee¢ experiments in this thesis. After
establishing that | discuss how they relate toititeal research questions in Chapter 5.
Lastly, | will present some directions for the frgunvestigations of the issues raised in

this thesis.

Cue weighting and CP in SLI and dyslexia

- Duration was the main cue for syllable final comsnt voicing and first formant
frequency (F1) was not used by CA, SLI or DYS gsuphe SLI group, however,

weighted the duration cue less heavily than otheus.

- Non-matched adults used both the duration angu&ecy cue in determining the

syllable final consonant voicing.

- The individual data analyses revealed that 23%@fSLI group and 11% of the DYS
group were outliers on the duration cue conditaord 15% of the SLI group and 9% of
the DYS group were outliers on the F1 cue conditibhese results indicate that a
subgroup of individuals with SLI (and dyslexia) médmave incorrectly weighted

phonological representations.

- On measures of Categorical Perception (boundadystope) the groups, overall, did
not differ from one another in the boundary measOifethe SLI group, however, 31 %
performed poorly on this measure. In the slope omreasSLI group showed shallower
categorization functions than both DYS and CA gmsouploreover, individual data
analysis showed that 12% of the SLI group performedrly on this slope measure.
These results could indicate that dyslexia is aoised by a CP deficit. Moreover, a CP
deficit is more likely to accompany SLI. Howevdrgtpresent study suffered from few
drawbacks. Firstly, the current sample consistedldér individuals with language

impairments. Secondly, the dyslexia group was & fugctioning group (see participant
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details in Chapter 6 and 7). Therefore, the issua €P deficit as a core deficit in
dyslexia and/or SLI is only properly addressed Eystly, investigating younger

individuals to account for the developmental changed, secondly, by investigating
less compensated individuals.

Auditory processing in SLI and dyslexia

- In behavioural discrimination speech was gengradlsier to discriminate than non-
speech. These results could indicate that fanshianuli (or stimuli that have linguistic
labels) are easier to discriminate despite speedatglbacoustically more complex than
non-speech. Further research, however, is needed.

- The three groups (CA, SLI and DYS) did not differerall in their discrimination
sensitivity. These results indicate that an undeglyauditory processing deficit is
unlikely to cause SLI or dyslexia.

- Individual data analyses, however, showed th&b 86 the SLI and 18% of the DYS
group were outliers on speech discrimination arfb D8 SLI and 9% of the DYS group
were outliers on non-speech discrimination. Thesailts indicate that a subgroup of
individuals with SLI and dyslexia may have underttyiauditory or speech processing
deficits.

- There was a high correlation between speech anepeech discrimination in SLI and
DYS groups but not in the CA group indicating tigenhuine ‘mode’ effects were only
observed in the CA group.

- N1 and MMN amplitudes and latencies did not ditbetween groups. However, one
must be cautious in interpreting the current resiicause of the large age distributions
in the experimental groups. One must bear in miad there are significant age-related
changes especially in the N1 component of the anydiévoke potentials (e.g., in its
morphology and latency) and these maturational gésuiseem to continue well into the
second decade of life (see e.g., Sharma, Kraus, edc& Nicol, 1997). Therefore,

grouping together individuals who are between 14y2&rs of age will most likely
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camouflage any such effects (e.g., differentialuredton of auditory function between
groups) (see also McArthur & Bishop, 2005).

- The SLI group failed to elicit a significant MMkesponse to several experimental

conditions.

- MMN amplitude and latency measures were not ¢med with behavioural
discrimination sensitivity indicating that by fo¢ng attention to the stimuli the listener
is able to make use of different acoustic cues ttherse used in the preattentive

(automatic) condition.

Memory trace formation in SLI and dyslexia
- Speech and non-speech did not differ overall.

- ‘Many’ repetitions of standard stimuli eliciteédrger MMN responses. In the SLI
group, however, the effect of repetition (‘few’ v8nany’) approached statistical
significance.

- The SLI group elicited smaller MMN responses tt@DYS group.

- In the SLI and DYS groups the MMN response suasthilonger than in the CA group

after ‘many’ repetitions.

- Faster memory trace formation was present inntwe-speech stimuli than in the
speech stimuli indicating that early long-term meyntrace facilitation for speech
sounds does not take place in consonants. Theséisrege in contradiction with

previous studies using vowels (Huotilainen et 8DD).

These were the main results from the three expetsneonducted in this thesis. The

results are presented with the original questieae Chapter 5) below:

1) Is SLI associated with persistent auditory defiand how many individuals with SLI

still show these deficits in (early) adulthood?  Approximately 10-30% of
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individuals with SLI still show auditory processipgoblems in some auditory tasks in

(early) adulthood.

2) Is dyslexia associated with persistent audittgfycits and how many individuals with
dyslexia still show these deficits in (early) atiolbd? Approximately 9-20%  of
individuals with dyslexia still show auditory pr@seng problems in some auditory tasks

in (early) adulthood.

3) If SLI and dyslexia are associated with auditprgblems, are the auditory deficits

different in SLI and dyslexia? Yes

4) Is the auditory deficit specific to speech\to.

5) Is the input-processing deficit a consequendeatfility to focus on relevant acoustic
cues?
- Yes The SLI group weighted the duration cue less thsiexics and controls.
Moreover, consonant perception was less categancgbung adults with SLI

than in controls or dyslexics.

6) Is the input-processing deficit a consequenceayasieral inability to discriminate
sounds?
- Not really. Larger proportion of individuals with SLI, howeye&vas outliers on
speech and non-speech discrimination than of cisnénod dyslexics. However,
high correlation between these measures indicdtas the ‘deficit’ is not
necessarily specific to speech. Moreover, the $alg failed to elicit significant
MMN response to several experimental conditionsiceitthg that auditory

problems can be present in some individuals with SL

7) Is the input-processing deficit a consequenceéedicient memory trace formation

(e.g., slower encoding of auditory trace)?
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- Could be Overall, SLI group elicited smaller MMN respongean dyslexic
group. Moreover, SLI group showed only a statisticend for standard stimuli
repetition effects indicating slower memory traceading in (some) individuals
with SLI.

Together these results reveal a complex pattebelo@viour. None of these measures, as
such, differentiate SLI and dyslexia groups fronmtools in a straightforward manner.
Neither do the present results lend support tosihgle-source models of SLI and
dyslexia (see Chapter 4). In summary, the restltsved that SLI/dyslexia are not poor
in discriminating sounds with rapid formant traimis (whether speech or non-speech)
as suggested by Tallal and colleagues (Tallal .ef2®6). Individuals with SLI (or a
subgroup of them), however, may have incorrectlyigiwed phonological
representations (Sussman, 1993, Shafer et al. 20@4¥$lower memory trace formation
than individuals without oral language deficits. eTimdividual data analyses also
revealed that there was more variation (in all expents) and more outliers in the SLI
group than in the control or dyslexic groups. Tinisy indicate that a small subgroup of
the individuals with SLI may demonstrate auditogficits. However, these data do not
rule out the possibility that underlying auditoryopessing deficits may have been
present during the childhood in all individuals lwlanguage impairment and resolved

later in life (Bishop & Snowling, 2004). Therefofarther research is warranted.

For future research, in investigating cue-weightilmgs essential that synthetic, semi-
synthetic and natural tokens embedded in real wandsnon-words in a more engaging
task are included. Moreover, because the vocalidr@mment affects the acoustic
realisation of consonants, several different vacalvironments should be included.
Moreover, because consonants themselves diffeheir icoustic realisation, several
consonantal contrasts with different place and reanof articulations should be
included.
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In investigating speech and non-speech discrimonatihe complexity of speech and
non-speech tokens should be matched. However, ¢chadlenging to create equally
complex non-speech tokens that 1) contain the @rdeatures of the speech signal, 2)
do not acoustically differ from the speech stimand, 3) do not sound like speech. The
two most feasible options are to use either sineewspeech analogues in speech and
non-speech modes or to use distorted speech iieige-vocoded speech) (Remez et al.
1981). Moreover, in investigating memory trace fation, more sensitive standard
repetition measures should be used (e.g., seeBadfl&klugman, Gruzelier, & Hirsch,
2004).

Moreover, stimulus selection is of vital importand&ehavioural data show that the
difference between results obtained from vowels a&odsonants is striking. For
example, effects of categorical perception are igdiyestronger for consonants than for
vowels whereas other phenomena, such as magnet, effe more prominent in vowels
(see Chapter 4). Moreover, the internal structdrepgech sound categories contains
large amount of variation —and this is especiafjpaent in vowels. In other words,
category boundaries and prototype judgements (@oggdness ratings) for vowels vary
greatly between listeners (see Chapter 4 and Aattat al. 1997 for behavioural and
MMN study). In consonants, on the other hand, theosinding vowel environment is of
great importance for the acoustic realisation ofpaticular consonant. In short,
contradicting results from different experimentsymat least partially, be due to
stimulus selection because the acoustic and awydipyoperties of vowels and

consonants are different.
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10. Appendices

Appendix A;: Study participation details:

ID

Group

Experiments'

—

S010
S013
S015
S017
S024
S025
S031
S032
S067
S071
S112
S116
S049
S117
S118
S119
S120
S121
S122
S124
S125
S126
S127
S128
S129
AO74
AO076
A082
A083
A089
A091
A093
A094
A099
A100
A101
A102

SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
SLI
DYS
DYS
DYS
DYS
DYS
DYS
DYS
DYS
DYS
DYS
DYS
DYS
CA
CA
CA
CA
CA
CA
CA
CA
CA
CA
CA
CA

CLLALLLILILILIKLIKLCACL LK KKK <LK

LI LI KKK << << << <<< ]

CLLALLILILILILILIKLIKLC LKL << < <P

T Experiments: 1 = EEG (Exps 2 and 3), 2 = Discration (Exp 2), 3 = Cue weighting (Exp 1)
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Appendix A,: Background screening questions.

Dear hame of the participaht

| need to receive some further details of your gamknd. On the basis of your answers,
I'll try to form a group as soon as possible antl et you know immediately if you are
suitable for the present experiment.

- Do you speak American English or British English?

- Were there any other languages spoken at horaekitd? If yes, indicate which
languages and estimate how much (e.g. 10%, 50%,8@k& time) and by who
(mother, father, both parents, sisters...).

- Do you speak any other languages than Engliskeslfindicate which languages and
where and how did you learn them?

- Have you suffered from any neurological condit{erg., epilepsy) at any point?

- Do you have (or think you have) normal hearing®élyou had any hearing problems
in the past?

- Have you (or anyone in your close family) evereiged speech and language therapy?
If yes, indicate who in your family, when and why.
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Appendix B: Instructions for identification task

INSTRUCTIONS

IDENTIFICATION EXPERIMENT

In this experiment your task is to identify the sdwou hear. You will be presented one
sound or “word” at a time and your task is to priesrelevant key ([bot] or [bod], i.e. z
and m on the keyboard) to indicate which “word” yeeard.

The words are made with an old speech synthesizéney may sound a bit odd from
time to time but even if you are not exactly syust try to guess! And do not think
about your decision too much, there are no rightiimng answers here. The best thing

is to press the key as quickly as possible accgrttirthe first impression.

There are 140 stimuli in total (there’s a calculabthe bottom right hand corner of the

screen), and the experiment takes about 5-7 mihoites.

In the practice session you will hear 15 items ol can practice pressing the buttons
already. The items are [bot] [bod] [bot] [bod] ... ®eery other is [bot] where you press
keys z,m,z,m,z,m... Try to listen to these soundsfadly so you will get an idea what
kind of synthetic speech you will hear. In the attexperiment, however, the sounds
may be more ambiguous.

If you have any questions, please ask!
Good luck and thank you,
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Appendix C: Instructions for discrimination task

INSTRUCTIONS

DISCRIMINATION TASK: ACTIVE

This experiment consists of two (identical) tasda;h lasting approximately 5 minutes.
Your job is to detected change in a stream of sewamdl press a key (<b>) as soon as
possible when ever you hear the change. The saredsresented in the following way

(where each symbol represents a sound type):

----- ++++ /T +++[]]---2222[]11?72]...]

So in this case you would press button in theoWaihg places:

----- A+l A+ +]1]]---222221]27

Imagine that these sounds are different vowels:

The program will not wait for you to answer so toybe as quick as possible and don't
think too much; guessing is fine if you are note$uknd if you think you pressed in a

wrong place, do not worry or try to correct youfselwe have so many repetitions that
it won’'t matter!

First you will have a short practice (32 items)eafvhich the real experiment starts.
There are 187 stimuli in the experiment in totdlere’s a calculator in the bottom right

hand side of the screen.

If you have any questions, do not hesitate to ask.
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Appendix D: Regions of Interest (ROI, Experiment 2)
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Appendix E: ROI analyses (Experiment 2)

Table A: Mean amplitude values (SE) in nine Regiomf Interest. AL=Anterior Left, AC=Anterior
Central, AR=Anterior Right, ML=Medial Left, MC= Med ial Central, MR= Medial Right,
PL=Posterior Left, PC=Posterior Central, PR=Posteror Right

ROl [AL |AC |AR [ML MC MR PL PC PR
LW |-19 |28 |22 |-1.0 |-19 |-09 |05 |02 |06
(SE) | (0.3) | (0.3) | (0.3) | (0.2) | (0.2) | (0.2) | (0.1) | (0.1) | (0.1)

Table B: Statistics for ROl main effects in Anteria-Posterior axis and Post Hoc (LSD) analyses.

ROI df F p
Anterior 2,68 31.103 <.001
Left vs. Central <.001
Left vs. Right .007
Central vs. Right <.001
Medial 2,68 52.913 <.001
Left vs. Central .001
Left vs. Right NS*
Central vs. Right <.001
Posterior 2,68 7.332 .001
Left vs. Central .002
Left vs. Right NS*
Central vs. Right .003
*p>.10
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Table C: Statistics for ROI main effects in Left-Rght axis and Post Hoc (LSD) analyses.

ROI df F p

Left 2,68 55.294 <.001
Anterior vs. Medial <.001
Anterior vs. Posterior <.001
Medial vs. Posterior <.001

Central 2,68 55.413 <.001
Anterior vs. Medial <.001
Anterior vs. Posterior <.001
Medial vs. Posterior .001

Right 2,68 60.006 <.001
Anterior vs. Medial <.001
Anterior vs. Posterior <.001
Medial vs. Posterior <.001

Table D: Statistics for ROI*Condition interaction and Post Hoc (LSD) analyses.

ROI df F p
Anterior: Condition 1,34 52.500 <.001
Anterior*Condition 2,68 20.954 <.001
Medial: Condition 1,34 52.913 <.001
Medial*Condition 2,68 12.714 <.001
Posterior: Condition 1,34 NS*
Posterior*Condition 2,68 NS*

*p>.10
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Table E: Statistics for ROI*Condition interaction and Post Hoc analyses (LSD).

ROI df F p

Left: Condition 1,34 30.467 <.001
Left*Condition 2,68 24.694 <.001

Central: Condition 1,34 52.913 <.001
Central*Condition 2,68 35.463 <.001

Right: Condition 1,34 21.376 <.001
Posterior*Condition 2,68 34.982 <.001
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Appendix F: N1 response: Electrode*Mode interactionExperiment 2)

e
o L / ,./’-/
1 gt L5 ,/
i
123 036 017
a
SPEECH SWs F3 Fz F4d
=
-
=
—
017
Fez
7149 290 948
[t 122

The new significance level after bonferroni correction .007

Figure A. N1 peak amplitudes (uV) for standard stinuli in speech and non-speech (SWS) in seven
electrodes (the approximate location of electrodés illustrated in the figure) and corresponding p-
values from paired-samples t-test of speeakersus SWS.

173



Appendix G: MMN response: Interactions (Experiment3)

1.2 12 1.2
10 10 -1.0
08 o8 08
D6 0.6 08
0.4 0.4 04
o0z 0.2 032
0.0 E3 o0 Fz 00 E4
Few Many Few Many Few Many
12
1.0
08
06
04
0.2
00 Fez
Few Many
1.2 1.2 12
10 10 ]
038 08 08
06 06 06
0.4 / 0.4 0.4
a2 a2 / a2
0.0 €3 0.0 £4 0.0 L2
Few Many Faw Many Few Many

Figure A. Electrode*Repetition interaction: MMN mean amplitude (uV) for grand-averaged
difference waves after ‘few’ and ‘many’ repetitionin seven electrodes (the approximate location of
electrodes is illustrated in the figure).
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Figure B. Electrode*Time interaction: MMN mean amplitude (uV) for grand-averaged difference
waves in T1 (230-280ms), T2 (280-330ms) and T3 (338B0ms) in seven electrodes (the approximate
location of electrodes is illustrated in the figurg.
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