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Abstract

This thesis presents a novel concept for focusingrdaenna beam pattern as a function
of range, time, and angle. In conventional phasealys, beam steering is achieved by
applying a linear phase progression across thetuaper This thesis shows that by
applying an additional linear frequency shift asrabe elements, a new term is
generated which results in a scan angle that vanigls range in the far-field.
Moreover, the antenna pattern is shown to scaarige and angle as a function of time.
These properties result in more flexible beam smations for phased array antennas
than traditional phase shifter implementations. e Thesis subsequently goes on to
investigate this phenomenon via full scale expeniaigon, and explores a number of
aspects of applying frequency diversity spatiattyoas array antennas. This new form
of frequency diverse array may have applicationstdtipath mitigation, where a radio
signal takes two or more routes between the tretenand receiver due to scattering
from natural and man-made objects. Since thefariag signals arrive from more than
one direction, the range-dependent and auto-scgnpinperties of the frequency
diverse array beam may be useful to isolate ancgrssp the interference. The
frequency diverse array may also have applicationsideband array steering, in lieu
of true time delay solutions which are often usedcbmpensate for linear phase
progression with frequency across an array, andsdoar, where the speed of
propagation results in large percentage bandwidtbating similar wideband array
effects. The frequency diverse array is also ppstg stone to more sophisticated joint
antenna and waveform design for the creation of rael&r modes, such as simultaneous
multi-mode operation, for example, enabling joiphthetic aperture radar and ground

moving target indication.
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Novel Research Contributions

The novel research contributions of this work are:

1.

2.

3.

4.

The development of an array antenna with a bearm ftdwases in different
directions as a function of range. [See Sectioh 4.1

The development of an array antenna that scananigeras a function of time
[See Section 4.4]

The development of an array antenna with an aworsng property; that is, the
antenna scans in angle as a function of time witmechanical steering or
electronic phase shifters [See Section 4.4]

The development of new approaches for the simubiasmeransmission and
reception of spatial-temporal signals for targetedgon and imaging at the
same time. [See Section 8.2]
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List of Principal Symbols

Nomenclature for all equations is defined in themimdy of the document; however, a

list of some of the more commonly used symbolsvemhere.

Symbol Quantity
Attenuation constant
Phase constant,= 2 /
Speed of propagation
d Spacing between array elements

Dirac delta function

f Frequency shift from element-to-element
N Gradient operator
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Chapter 1

Introduction

1.1 Background

In this thesis a novel concept using frequencyrdityg specifically in an array antenna,
is explored. This has been done both mathematiaaild experimentally. It is
demonstrated that this offers a new dimension sfgiefreedom that results in novel

beam formation and control.

This research evolved out of a study exploring V@wve diversity to support

simultaneous synthetic aperture radar and movingetaindication. Traditional

waveform design techniques focus on single-modesfoamns. Even for modern multi-
mode radars, waveforms are typically designed ségsr for each mode, and
waveforms for different missions are transmittequsmtially, or perhaps interleaved in
time. However, new digital programmable waveforengrators permit much greater
flexibility in waveform synthesis. Moreover, diffnt signals can be radiated from
different portions of the antenna, providing sdatii@ersity as well. In this manner, a
full spectrum of dimensionality can be exploiteghgse, time, frequency, code, and

polarization) in order to construct new radar modes

22



A first step in this new approach to joint apertwaveform design is the frequency
diverse array. In its simplest configuration, m@ie continuous wave signal is radiated
from each spatial channel. A small (few Hertzjtrency shift is applied from channel-
to-channel. This small frequency shift resultsaifeam pattern for which the beam
focus direction changes as a function of rangelearamd time. This is significantly
different than the conventional phased array, whbee beam pointing direction is

independent of range and time in the far-field.
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Fig. 1-1: Concept of frequency diverse array

The frequency diverse array is also significanifyedent than multiple input-multiple
output (MIMO) schemes. MIMO has long been in use tommunications
applications, where multiple channels provide npldtiindependent paths to reduce
fading due (primarily) to multipath [1] — [9]. MIM has more recently been applied to
radar [10] — [13]. The first MIMO radar conceptsimilar to communications
applications, proposed multiple independent pathsetluce fading due to target radar
cross section fluctuations. Such statistical MIMEhemes were typically considered

for distributed sensor geometries. More recenelbgments have considered coherent
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MIMO approaches for closely spaced spatial chann€lese approaches generally use
large frequency separations between spatial chsjreslulting in no significant spectral
overlap of the signals across spatial channelsati@phannel separation distances are
also much larger than in the frequency diverseyarBy contrast, the frequency diverse
array utilizes very small changes in frequencieswben channels resulting in
significant signal overlap. Moreover, the frequerdiverse array results in very
different beam properties than MIMO in range, angled time. These new beam
properties result in new capabilities, such as eatgpendent beamforming and auto-

scanning in angle without the need for phase shifte mechanical beam steering.

1.2 Research Aims

The principal aims of this research programme ar®léows:

To explore frequency diverse spatial arrays. Trghkides:

1. Development of frequency diverse array theory asignal processing
algorithms

2. Conduct of experiments investigating the impactvadfying frequency shift on
antenna pattern as functions of range, angle,iared t

3. Understand and describe beam forming and radiatoorirol using frequency

diverse arrays.

1.3 Motivation

In part, this work is motivated by curiosity to exae the properties of array antennas
that use frequency diversity in a spatial senshis © a new design freedom hitherto
unexplored. Frequency diversity and its benefitemvapplied temporally have been
the subject of much research. However, the benefitfrequency diversity applied

spatially are unknown. An antenna pattern whicanges direction of focus with range
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can provide more flexible beam scan options forhaspd array radar. Since the
direction and amount of focus can be determinedyaoally, multiple targets at
different angles can be illuminated simultaneoustyaddition, the time variation of the
pattern with range and angle results in an autarsng capability without the

introduction of phase shifters.

Another potential application for the range-depenmdbeam pattern is multipath

mitigation. Multipath is caused when signals afected off of nearby scatterers and
are summed in the receiver, causing dispersioma&-$preading of the received signal.
Multipath occurs because the signals reflected feoatterers at different ranges have
varying round-trip delays. The signals add cohttyeim the receiver, producing a

resultant sum signal which has a longer durati@m ttihe direct path signal alone. By
applying an antenna pattern which focuses in diffedirections as a function of range,
the phase coherency of the multipath components beardisturbed, such that the

resultant sum is less dispersive.

Other potential applications include a method faettime delay for wideband radio-

frequency arrays and also for sonar.

Beyond the basic range-dependent beamforming deskcrin this thesis, more
sophisticated adaptive transmit waveforms may endi# development of modes that
support SAR and MTI at the same time through a lsirgperture. Traditional
approaches to achieving “simultaneous” SAR and M¢lude interleaving of SAR and
MTI functions on a dwell-to-dwell or sortie-to-s@rtbasis. This approach is limited
due to conflicting requirements on waveform pararse{bandwidth) and timing (dwell
time) parameters. Alternatively, simultaneous SAR/ has been implemented via
image change detection schemes.
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1.4 Layout of the Thesis

The Literature Review discusses research on amgnaas in general, including phase
and frequency scanned arrays and multiple inputftipfe output concepts. This is

followed by a review of array antenna fundamenital€hapter 3. Chapter 4 describes
the principles of a frequency diverse array in tlet€hapter 5 presents the results of
simulations of the frequency diverse array, and pBra6 describes experimental
measurements taken to verify the simulations. Aalysis of the simulated and

measured results is presented in Chapter 7, anchannof the results, conclusions of

the research, and areas of potential future waKiaally presented in Chapter 8.
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Chapter 2

Context of the Work

2.1 Literature Review

This section provides a critical review of the praot in the joint design of waveforms
and multi-channel array antennas. It is not ingehtb cite all work performed in the
related areas, but the important accomplishmenévast to the development of the
frequency diverse array are summarized. Prior wotke development of phased array
antennas, waveform diversity, and multiple inputmultiple output systems is of

particular interest.

The review begins with a history of the phasedyaematenna. The phased array was
fundamentally derived from the interferometer, Wiieas first introduced in the 1800s.
A key feature of the phased array antenna is thityatp scan the antenna beam
electronically, without mechanical rotation. Traahally, electronic beam steering has
been achieved through both phase and frequencyiedarays. In frequency scanned
arrays, beam steering is achieved by the variatioftequency as a function of time,

and the same signal is applied simultaneouslyltepatial channels. In the frequency
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diverse array, separate signals of different freqies are fed simultaneously across
spatial channels.

The review then considers developments in wavefdirrarsity. Early work in the co-
design of waveforms and antennas together is reoegnas well as recent work in the
simultaneous transmission of different signals frdifierent spatial channels. Key
among this work is the design of multiple input dltiple output (MIMO) systems. It
is shown that the purposes and implementations iIM®1systems are different from
the frequency diverse array. While MIMO aims t@\pde widely separated signals
across multiple independent paths to reduce tleetsfiof fading, the frequency diverse
array transmits highly overlapping signals closghaced in frequency to provide new

modes for radar and communication.

2.1.1. Array Antennas

A phased array is an antenna composed of individngnnas, or radiating/receiving
elements. The elements are arranged and excitegcima way so that the sum of the
radiated fields from all elements adds construttive the direction of interest. The

resultant antenna beam can be steered electrgniyalltering the excitation across the
elements, as shown in Fig. 3-3. Unlike conventiamalchanically scanned antennas,
phased arrays offer the advantages of rapid aribRescan without moving parts, and

the ability to form multiple beams simultaneously.

Phased arrays for radio frequencies have existedver 100 years. Bondyopadhyay
[14] documents that the first application of aragrantenna was by Guglielmo Marconi

in 190%. Skolnik claims that perhaps the first applicatad phased array technology to

1 Sir John Ambrose Fleming, the first Chair of thaiversity College London Department of Electrical
Engineering, served as Scientific Advisor to the &dai Company [15]
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radar was the FH MUSA, also called the Mark 8, amath scanning array for naval
fire control systems [16]. Skolnik has also repdrthat phased arrays were widely used
by the United States, Great Britain, and GermanyndguwWorld War Il [17]. Besides
the Mark 8, the United States employed the AP/APRavigation and bombing radar.
Britain employed phased arrays in height findindars, while Germany employed a
number of phased arrays, including the MAMMUT radarAustralia had an

experimental phased array radar for shore defemeardy as 1940 [18].

Over time, the enabling technologies of the phasealy have improved. Fixed beam
implementations have evolved into electronicallarsted arrays. Mechanical phase
shifters have been replaced by electronic devi@zjum tubes have given way to solid
state transmitters, and radiating elements haverateid to printed circuit board

implementations. However, the underlying theoryhaef phased array has changed little

since Marconi’'s famous transatlantic wireless comications experiment.

The phased array is fundamentally built upon thacple of the interferometer [19],
where the interference pattern from two signalsised to derive information about
phase, frequency, time delay, and direction oWalri The interferometer represents the
first attempt to exploit spatial diversity for thflerming and analysis of signals.
Interferometry was being used for optics appligaidong before phased arrays were
applied to radar. Pauls [20] recalls the early kwof Fizeau (1867) and Michelson
(1890) in optical interferometry for the measuremeiastronomical objects. In that
work, the diameter of natural satellites was alolebé measured by examining the
interference patterns caused by light sources wbdehrough two small apertures. In
the early 1940s, the principle of the optical iféevmeter was extended to radio
interferometry by British and Australian researshi@1]-[22]. Interferometry for radar
has more commonly been applied to synthetic aperagar. Graham [23] was the first
to suggest synthetic interferometry for topographepping. This first interferometric
SAR was an analogue system that produced topograiphages by projecting
interference patterns directly on film from cathadg tube devices [23, 24]. Rodriguez
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and Martin [25] wrote a seminal paper describing ttheory and design of
interferometric synthetic aperture radars in 199@r earth observation applications,
Rosen [26] reports that repeat-pass interferomsymthetic aperture radar (INSAR) has
been used to obtain sub-wavelength resolution ingadieginning with SeaSAT
(launched in 1978), and continuing through ERSRSE, JERS-I, RadarSAT-1, and
ENVISAT. The migration of interferometric SAR tethues from space-based
platforms to higher resolution aircraft created iaddal difficulties, primarily due to
variations of the platform flight path from stratgland level flight. Two-pass
technigues presented further challenges due tdikbihood that the two flight paths
would not be identical. Griffiths et al. examinetia-aperture interferometric approach

to mitigate the difficulties of two-pass airbormearferometric SAR [27].

Antonik et al. [28] found novel uses for the ineedmeter in radar applications for
embedded communications as well as the denial statc hosting. The unique

contribution of this work was that the interferoereaind a main array were designed
jointly with the applied signals to achieve a neapability. Griffiths et al. [29], [30]

extended that work, including a Butler matrix impkentation.

Beam steering in a phased array is typically acdey applying a linear phase shift
across the face of the aperture [31]. As the feaqu of the radiated signal varies, the
electrical spacing between elements also variassitg the phase progression across
the aperture to change. This causes the anterama toescan as frequency varies, which
limits the effective bandwidth of the array [32] he aperture scanning effect can be
mitigated through the use of true time delay [38}[ In true time delay, the time of
propagation for the paths of all radiating elemeastsnade to be equal, causing all
signals to add in phase for every frequency compioimethe waveform. However, this
is costly to implement at the element level, sotthae time delay is usually
implemented on a subarray basis [32], [34], [36pwdver, more recent advances in
direct digital synthesis of the local oscillatoregich element make true time delay at the

element level more practical. In addition, dirdaital synthesis at the element level
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enables the concept of the frequency diverse arféys may allow the compensation of
frequency scan by the deliberate and progressivenggh in frequency between

elements.

2.1.2. Frequency Scanned Arrays

In some cases, designers purposely exploit thegehginphase progression as frequency
varies. This is the basis of the frequency scararedy [37]. Skolnik claims that
frequency scanning was the first form of electrosteering to be employed in
operational radars [17], and that frequency scannimas “probably seen more
application than any other electronic scanning wtil6]. Early radars in the United
States, including the AN/SPS-39, -48, and -52 vedirrequency scanned in elevation,
with mechanical rotation providing scan in azimutfihe AN/SPS-39 was a parabolic
reflector fed by a linear array, the elements ofclwhwere fed in series from a folded
delay line, known as a serpentine feed. A chang&equency resulted in different

electrical lengths to each element, changing tlasiply to each radiator.

Stevenson [38] described the theory of a slottedegmaide in 1948, and Spradley [39]
built a two-dimensional scanning array using stbtteaveguides in 1958. The array
provided independent phase control at every eletoeafow electronic phase scanning
in the H-plane. The array was also fed by a fraquesensitive serpentine feed to
permit frequency scanning in the E-plane. Spsasllexperiments motivated Ishimaru
and Tuan [40] to develop a general theory of fregyescanned arrays. The first
operational planar phased arrays were the AN/SPSaB88 AN/SPS-33 [17].
Development on these systems began in 1956 and e ctively.

Milne [41] discussed and implemented a combinat@npulse compression with
frequency scanning for three-dimensional radans.typical serpentine-fed frequency
scanned arrays, the signal pulse length should uhrgreater than the feed delay in

order to prevent a smeared beam and a conseq@sndfigain. This limits the use of
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very wideband signals in frequency scanned arralyBlne devised an approach to
transmit a wideband frequency modulated signal uinoa floodlight illuminator.
Wideband pulse compression was then applied, Wwihantenna sidelobes serving as a
weighting filter for range sidelobe suppressiorisiwork demonstrates the importance

of designing the antenna and waveform jointly.

A key feature of frequency scanned arrays is tregjuency is varied as a function of
time to achieve beam steering. By contrast, thguency diverse array developed in
this thesis applies different frequency componeamsultaneously, with the different
constituent frequencies applied to different spatiannels of the array.

2.1.3. Waveform Diversity

For many years, conventional radars transmittedraoéived the same waveform, and
processed that waveform identically on every putseburst within a coherent
processing interval. Constant false alarm rategssing [42] was introduced in the late
1950s [43], and adaptive arrays appeared in th€®sl@é6d 1970s [44], [45]. For the
first time, the processing of received signals geahdepending on the environment.
However, even these early realizations of adagtwiere in reality implementations of

deterministic algorithms.

More recently, knowledge-based radar signal and getcessing has been developed.
Knowledge-based processing takes advantage of knofwrmation about the target
scene and interference environment, and altergitiges, data, and parameters based
on this information. For example, space-time aglagtrocessing requires the selection
and use of secondary data to form an estimate efirtterference in the cell being
examined. Typically, these secondary cells arecsedl symmetrically from ranges
about the cell under test. This assumes, howdvatr the neighbouring range cells are
statistically similar to the cell of interest. Sg&ally, the secondary cells are usually

assumed to be independent and identically disethutf the neighbouring cells do not
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resemble the cell under test for the null hypotheadaptive processing performance
will suffer. Using multi-scan radar measurememtgp data, known radar location,
antenna pointing direction, and other sources fofimation, a knowledge-based system
can recognize cells that are more likely to be espntative, and use those cells in
adaptive processing to improve performance [464].[4n addition to filtering (space-

time adaptive processing or STAP), knowledge-basedessing has also been shown

to improve the detection and tracking stages afdar processor [48] - [50].

STAP and knowledge-based processing provided adlgptin the receive portion of
the radar system. Recent work has extended adggbtvthe transmitted waveform as
well. With waveform diversity, the transmitted is&d changes to better match the target

and interference environment.

Prior to the 1990s, waveform diversity did not &xas a separate research area, but
instead activities occurred as a part of a vartgther efforts. Interest in high power

microwave effects accelerated interest in waveforamipulation during the 1950s.

In 1953, Dicke [51] became the first to suggestubke of linear frequency modulation
(LFM) to achieve pulse compression. In LFM, theriea frequency of a pulse is
changed linearly with time over the duration of fhdse. A matched filter on receive
results in an effective pulse length less thantthasmitted pulse, thereby achieving
improved range resolution while radiating energyrresponding to the longer
transmitted pulse. The 1960s then saw an explasfiamterest in waveform design for
clutter rejection, electromagnetic compatibilitypdaspread spectrum techniques for
communication and radar. A number of people bdganvestigate optimum transmit

waveforms in the presence of clutter [52]-[60].
Ultra-wideband (UWB) techniques and impulse radarenalso pursued, due to the high

range resolution they offered. Fig. 2-1 showsithpulse response of a B-57 aircraft,

measured on August 17, 1970 [61]. This was anyeaxhmple of matching the
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transmitted radar waveform to the intended targ@ther early work in this area is
described in [62]-[64].

Figure removed from online version

Fig. 2-1: Impulse response of a B-57 aircraft (Astgl7, 1970)

Also during this period, temporal-spatial compress[65] was demonstrated using
various antenna designs. This technique took ddgarof the dispersion in an antenna
system, using it as a pulse compression netwonkatximize signal parameters. Fig. 2-
2 shows the transmitting transfer function achieweith a 100 picosecond pulse
excitation, demonstrating temporal-spatial compoessising a log-periodic antenna.
Temporal-spatial compression was also demonstrasgty a pair of co-planar log-

periodic antennas, as well as 20 foot TEM horn® iajor breakthrough of this work,

just being fully realized now, is that the antersyatem and transmitted and received
waveforms should be designed jointly for maximurfeef Recall that Milne [41]

utilized an antenna pattern to suppress the rampobes of a compressed pulse,

suggesting a similar conclusion.

Figure removed from online version

Fig. 2-2: Temporal-spatial compression with apegiodic antenna, Model APN-502A
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The use of diversity expanded further with the eiption of polarisation modulation.
Van Etten [66] extended the linear frequency mailutaconcept by simultaneously
transmitting orthogonal polarisations, with thegiuency difference between channels
varying over time, as illustrated in Fig. 2-3. Fhechnique induced a polarization
rotation over the duration of the transmitted pulselThe same effect can be

accomplished on a pulse-to-pulse basis in orderct@ase signal-to-noise ratio.

fH v H Channel
5
=
3
%ﬂ fVU V Channel
& fa|

e

| time

Fig. 2-3: Polarisation rotation. In the quasitistaary condition, a polarisation rotation

is induced over the duration of the transmifiatse.

Interest in UWB applications also continued, alevith polarization diversity, leading
Wicks to develop an orthogonally polarized quadesghelectromagnetic radiator [67]
for wideband applications. This design presentedearly dispersionless, dual
orthogonally-polarized antenna with 100:1 bandwid#t about the same time, “clutter
shredding” was demonstrated to suppress interfereamd resolve closely spaced
targets. Clutter shredding resolves individualttecars on a distributed object,
providing noise-limited regions suitable for deteotprocessing of objects of interest.
Fig. 2-4 shows improved measured resolution withdadth utilizing widely spaced
aperture elements in a sparse array. The detebjedts in this result were 8 foot long,
half-inch copper water pipes, separated by a dista 2 inches in range and 12 inches

in cross-range at a range of 2 miles. Just asqreworks showed the importance of
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joint design of signals and antennas, the clutteedding work combined ultra-
wideband waveforms with sparse aperture techniques, also introduced the

importance of joint signal processing design.
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Fig. 2-4: Clutter shredding for suppression oéiférence and resolution of closely

spaced targets.

Interest in wireless communications increased tgpid the 1990s, and waveform
diversity began to emerge as a distinct technoloyyaveform diversity techniques
were exploited to provide multiple independent cleds for message signals in order to
increase redundancy and reduce bit error ratesel®8s systems utilized diversity in
time, space, frequency, and polarization. Besmwamunications, renewed interest
was shown in optimal waveforms for radar appliaatio Guerci and others [68]-[71]
investigated the joint design of transmit and reeereference waveforms in the
presence of targets and interference. Buildingpoevious waveform design and
knowledge-based activities, a fully adaptive radanow possible, where the radiated
waveforms and the processing of those waveformy,vand are mathematically

optimized, dynamically in response to the environine
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Returning to the concept of joint design of anteand waveform systems, distributed
apertures began to be considered as a generatizstidassically designed multi-static
radar system concepts. Distributed apertures arertly being investigated for their
fine angular resolution, with orthogonal waveforam frequency diversity applied for
the suppression of grating lobes [72], [73]. Sussistems are being proposed for
precision engagement, as well as for ground movarget indication applications.
Distributed apertures combined with waveform diitgre€an produce fine angular
resolution while suppressing grating lobes. At #ane time, others are extending
traditional multiple-input multiple-output technigs with frequency diversity for radar
applications [74], [75]. Also, by exploiting spdt@iversity in lieu of bandwidth, radio
frequency tomography is demonstrating improved ltgem with spatially distributed

sensors and ultra-narrow band emissions [76].

An approach to achieve simultaneous radar and edeldeccommunications was
developed in the 1990s by Wicks, as reported ih [26d in 2000, the U.S. Air Force,
Army, and Navy organized a Tri Service Waveform ésity Working Group to
address single-aperture sensors performing othestiins, including navigation and
communications. This Working Group led to the kksament of an annual
international conference on waveform diversity aegign. A variety of other efforts
were also launched, including a U.S. Air Force €ffiof Scientific Research Multi-
disciplinary University Research Initiative, anchtmstrations at the U.S.A.F. Research
Laboratory Rome Research Site and the Naval Rdséatmoratory. In fact, due to the
new interest in and evolving nature of adaptivengrait technology, the IEEE has
recently adopted a new standard definition of themtwaveform diversity[77]:
“Adaptivity of the radar waveform to dynamically topize the radar performance for
the particular scenario and tasks. May also ekmodaptivity in other domains,
including the antenna radiation pattern (both angmit and receive), time domain,
frequency domain, coding domain and polarizatiomaia”. Notice that the IEEE

definition of waveform diversity explicitly encomgses multiple dimensions, including
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the spatial (antenna) domain. This new definitispecifically recognizes the
importance of the joint design of signals and am&sn

It should be noted that many of today’s waveforrd apatially diverse capabilities are
made possible due to the advent of lightweighttdigelectronics. Since Gordon E.
Moore published his famous monograph in 1965 [@#8}, number of components per
device, and hence processing power, has doubleghioevery two years. This review
of prior work has revealed a number of importanitdbutions to waveform diversity,

but the early pioneers were limited by vacuum tigegniconductors, mechanical
switches, hardware signal processors (e.g., sudaoestic wave pulse compression
devices), and slide rule computers. The stateedfirology limited engineers from
realizing the kernels of waveform diversity imagirat that time. By contrast, today’s
technology offers programmable waveform generatavhjch allow a different

waveform to be applied to each spatial channel.redeer, the individual oscillators

can be tied together to achieve coherency. Totag possible to generate more

complex waveforms than can currently be analysed.

While the future validity of Moore’s Law has beeatly debated for over a decade [79],
[80], the near term suggests that further redustionsize and power will be achieved
through three-dimensional integration of integratéduits [81]. These reductions in
size, weight, and power will further enable waveiadiversity on a single aperture or
platform. In addition, the development of disttiéd positioning, navigation, and
timing systems [82], [83] will make waveform diviyspossible for distributed multi-

channel systems with waveform diversity technology.
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2.1.4. Multiple Input — Multiple Output Systems

Kaye and George were the first to devise a muliigbeit — multiple output scheme for
communications applications [1]. This 1970 work ided the general form of an

optimum receiver for multiple channels combinedhwitultiplex transmission of pulse
amplitude modulated (PAM) signals, utilizing thenimium mean square error criterion.
In general, the multiple channels were alloweddadndomly time variant. The goal of
this work was to reduce the effect of signal fadimgthe introduction of multiple,

independent paths from the transmitter to the veceiThe mitigation of fading resulted
in increased channel capacity and improved bitreates. Van Etten [2] extended this
work in 1975 for the zero-forcing and minimum ergmobability criteria. Nearly a

decade later, Winters [3] - [6] performed a seaemvestigations to explore optimum
signal combining for spatial diversity, in orderrttigate both Rayleigh fading and co-

channel interference.

A series of papers in the 1990s addressed the ehaapacity improvements of MIMO

communication systems. Foschini introduced thé-Bbbratories Layered Space-Time
(BLAST) architecture [7], a MIMO structure whichatrsmitted parallel data streams
simultaneously on the same frequency for multipattigation. Foschini and Gans [8]

computed the channel capacity of the BLAST architecin white noise, and Telatar
[9] also computed channel capacity limits of malttenna architectures. All of the
above work was performed to investigate or evaltiaetransmission of a signal from

one point to another in the presence of fadingoecttannel interference.

Fishler et al. [10] and Robey et al. [11] were finst to suggest MIMO technology for
radar applications. Similar to reducing the effeof fading on a communications
channel statistical MIMOwas proposed to reduce the effects of targetibatiin due

to radar cross section (RCS) fluctuations of agtrd-ig. 2-5 shows the measured RCS
of an aircraft target as a function of angle. dh de clearly seen that small changes in

angle can result in large changes in the RCS. I#wgej84] created four classes of
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fluctuating targets in order to study the prob&pitif detection of complex targets. The
first two cases assume a Rayleigh probability dgriginction, implying that the target
is composed of many independent scatterers of tpugtual size. The first case
assumes scan-to-scan fluctuation while the secasd assumes a more rapid pulse-to-
pulse fluctuation. The other two cases assume daminant scatterer and several
smaller scatterers, representing scan-to-scan antse-po-pulse fluctuations,

respectively.

Figure removed from online version

Fig. 2-5: Radar cross section of a B-26 aircrafadunction of angle [85].

Interest in MIMO radar has exploded since its ahitintroduction, and several
conference sessions and at least one book [86] heem devoted to the topic. Besides
improved detection performance against fluctuatargets and multipath, MIMO radar
is said to enable adaptive array techniques forongd resolution and interference
rejection, and more flexible beam pattern desig2].[1 More recent work is
investigating the use of the MIMO construct for thi& and distributed sensor
applications [74], [13]. However, MIMO radar istnwithout its skeptics. Daum and
Huang recently presented a lively debate over MIM@ar in [87], challenging among

other things a loss in signal-to-noise ratio ansteay cost.
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The originalstatistical MIMOconcepts were developed to provide multiple indéepat
signal paths for the reduction of fading. Thes@rapches utilized widely spaced
elements, including bistatic and netted sensorigordtions, and used large frequency
separations between spatial channels. More rec@mrent MIMOapproaches are
being considered for more closely spaced eleméunitsthese approaches still tend to
use relatively large frequency separations betvgpatial channels, so that there is no
significant overlap of the spectra of signals bemwepatial channels. On the other
hand, the frequency diverse array utilizes verylsolaanges in frequencies between
channels, exploiting the principle of stationarapé. The frequency diverse array also
provides very different beam properties than MIMOrange, as well as in angle and
time. These new beam properties enable new cépehilsuch as range-dependent
beamforming and auto-scanning in angle without tieed for phase shifters or

mechanical beam steering.

2.1.5. Frequency Diverse Arrays

The initial publication of the frequency diverseagr concept by Antonik et al. [88],
[89] and the filing of patents under this work byické and Antonik [90], [91], [92]
generated significant interest in the frequencyedie array. Secmen et al. [93]
published a paper describing the time and anglegieity of the array pattern, and also
presented a clever graphical representation of rduigated field, which was a polar
version of the representation shown by Antonik leihg89]. Sammartino et al [74]
examined the performance of a frequency diverstyfiguration as part of an analysis
of various algorithms and implementations for npldti input — multiple output and
netted radar systems. However, this analysis Bpa&lty considered the case of
transmitted signals separated widely in frequerstich that the spectra were neither
overlapping nor contiguous. Huang et al [94] perfed a detailed electromagnetic
simulation of the frequency diverse array includneglistic antenna structures. More

recently, Sammartino and Baker [75] have designdce@uency diverse system for
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bistatic radar applications, utilizing widely segi@d spatial channels and non-linear
spacing between elements. Also, Higgins and BJ88} have further explored range
and angle coupled beamforming using frequency deverhirp signals. This work
analyzed and computed the ambiguity diagrams fowefeams similar to those
suggested in [89] and [92].

This thesis describes the original frequency deeasray configuration with closely
spaced elements radiating waveforms of differeafjdencies, with significant spectral
overlap between spatial channels. The thesis desciihe theory of the frequency
diverse array, makes predictions via simulatiord walidates the predictions through

full experimentation of radiated waveforms.

2.2 Summary of Prior Work

A review of the relevant literature shows that treguency diverse array is a novel
contribution, separate and distinct from previougiyplished works. The frequency
diverse array provides new degrees of freedomngeaangle, and time for the design
and control of antenna radiation patterns. Thecrilesd research provides antenna
patterns that vary in direction as a function ofg®, that are periodic in time, and that
scan in angle without the need for phase shifteni@chanical steering. In addition,

extended versions of the frequency diverse arrayceot may allow for new radar

modes, such as the operation of moving target atidic and synthetic aperture radar at

the same time.
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Chapter 3

Antenna Array Theory

In this chapter, the basic theory underpinning bdamation in array antennas is
introduced. This provides a platform from whiche tinovel frequency diversity

concepts are developed in Chapter 4.
3.1. Phased Array
To find the electric field of a radiating elemeitt,is first convenient to find the

magnetic vector potential from the impressed curdensity. In the manner of Lo [96],

the magnetic vector potential due to a single efgnmethe far field is:

- jkr
AF) = meT 3 (rde’ " gy ¢ 3.1)
p Ty ’
where: (e = Electric current distribution in the element
r = Position vector of the observation point
[ = Position vector of the source
Vv = Volume of the source element
dve = Differential volume element of the source
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Cosx = IR

=~
I

Free space wave numbe%f,—7

2
The electric field in the far-field regiorr ¢

, WhereD is the largest dimension of

the antenna) is then:

E(r) = - jwﬂ+,iNNxA . (3-2)
jwe

For an array of elements this becomes

jkr

_ - jwme _
E(r) » 4ot f(q,f) , (3-3)
. N .
where: f(q,f) = fi( ,f) (3-4)
i=1
and f.(g,7) are the element patterns of the individual elesient

Note thatf( ,f) is related to the integration of current densitgrovolume in (3-1) for

all elements.

Assuming that all elements in the array are idaht&End neglecting mutual coupling,

filg.r) = 1 fola.r) . (3-5)

wherel; is the current excitation of th8 element, andf, (g, 7) is the element pattern of

a single element.
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Then,

jkr

_ - JW/TE _

E(r) » Tfo(q,f)lz( ,f) , (3'6)
where

Flg.r) = e ™ . (3-7)

F(Q,f ) is known as the array factor, which representsatitenna pattern for an array

of identical isotropic elements. The array fadescribes the variation of the electric
field with angle.

Consider a single point source located in spa@eriectangular coordinate system with

an arbitrary reference, as shown in Fig. 3-1.

. % P(6,9)

~<

el
"
i
I- '\-_‘-\- I
i T
IR -
I -
o
1

" element

¢

.I'.___________________________@

Fig. 3-1: Geometry for the calculation of the éliecfield of a single isotropic radiator
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The array factor for the single element in Fig. 8ah be written as:

J'[27p rcoy/ +a;l
(3-8)

F(@.f) = le

magnitude of the current distribution,

the distance of the element from an arbitrary esfee,

-
1

angle between the distance vector and the pointetpr, or the

direction cosine,
initial phase applied to the element, and

/= wavelength of the radiated signal.

Now consider a linear array of an odd number ahelets, N, placed along tixeaxis as
shown in Fig. 3-2. The array factor for the lingaray is simply the sum of the

contributions from each of the individual elements:
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Fig. 3-2: A linear array of isotropic radiators

2
j Tpr, cosy; +a;

Flg.r) = e (3-9)
_ e 221 coy, _
I, ee . (3-10)
Let
W, = 1 e (3-11)

whereW, represents the complex weighting of the apertureeat distribution for the
i"™ element. For simplicity, let the magnitude of therent distribution of each element

be unity, and also let the initial phase of eagment be zero. TheW, = 1 for alli.
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Also let the elements be placed alongxfaxis with spacingl, such that:
o= x = id, O<i<N-1, (3-12)
whereN is the number of elements.

Next consider only field points in thez plane, such thatog/, =sing .Equation 3-3

then becomes:
Flg) = e - (3-13)

This is essentially the expression given by in [&Mcept that the result given there is

: 1 1 .
normalized by—— to show that each element recel\ﬁsof the total input power.

JN

The arrangement of elements in the plane is illustrated in Fig. 3-3. Notice that the
path length from each element to the planar wawestfn direction varies linearly
across the array. This change in path length saasghase shift, which affects the
contribution of each element to the total radidield.
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P(0)

nd (N-1)d
Fig. 3-3: Path lengths of elements across an angase linearly in direction off

broadside.

To simplify equation (3-13), first place the arnaference at the array centre as shown
in Fig. 3-4.

P(0)

Fig.3-4: Array reference taken at centre
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Equation (3-13) then becomes:

N-1

j 2—’Uid sing
F(q) - e / . (3-14)

_(N-1)

Introducing the change of variabfe=1i + (N2 1), and normalizing so th&( ) is unity

at =0,
1 N-1 z/—pndsinq - 27'0 %L dsing
F(@) = N e e (3-15)
n=
- (N_Tl)pdsinq N-1 jilndsinq , (3-16)
= —e e
N n=0
-j wdsinq ;
= —e
i 2P 4sin i 22 2dsin 2P (N-1)dsin
14 @ /My T T gy
But
N
Lrx+x+ 4t = X1 (3-18)
x-1
Substituting
jzl—pdsinq
X = e ’ (3-19)
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jzl—desinq

1 - iP(N-1)dsing
= /
j——dsing
e’ -
.2p .
j——Ndsing
1 e/ -1 -jgNdsinq+j§dsinq
- — e
N jz—pdsinq
e’ -
P Ndsi
Fresna - i® Ndsing
- 1 e /
—jBNdsinq
1 e/
- N desinq
/ P
67 1 J/dsmq
-desinq
e /
p . p .
j=Ndsing - j=Ndsing )
1 e’ -e ! 2]
N 2] jgdsinq —jgdsinq ! (3-20)
/ -e /
and
sin 2N dsing
Flg) = (3-21)
N sin ’7dsinq

The array of (3-21) is shown in Fig.
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Array factor for a 10-element array, dflambda = 0.5
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Angle (radians*pi)

Fig. 3-5: Array factor for a 10-element array whtdlf-wavelength spacing

Returning to equation (3-10), and substitutingekpression for the complex weight in
(3-11), the array factor can be expressed as:
N 2P
i[=—ricoy;l -
Fg.f) = We’ | e
i=-N

Again make the substitution of (3-12) and let

kK = —ZNdfog’ a (3-23)

Then let N(=2N and count from the end of the array:
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i
i=0

Equation (3-24) is in the form of a discrete Foutimnsform. Therefore, the array
factor and the aperture illumination function aetated through the Fourier transform in
k-space. Variants of tHedomain are sometimes known as spatial frequenggGtobn

cosine spacél-space, sine space, v space.

T-space represents the projection of points in spat a unit hemisphere to they
plane. Figure 3-6 illustrates T-space coordinatélsere P is a point on the unit
hemisphere, Z is the antenna boresight directiod the spherical coordinatgsand 7
are defined in the usual way. Using simple coathintransformations, th&space
coordinates in thg andy directions become:

—
1

. sing cosf (3-25-a)

—
1

sing sinf . (3-25-b)

Letting 7 =0, notice thafT, =sing. Likewise, letting7 =90 yields T, =sing. This

explains why T-space is sometimes called sine space

“Real space” is defined as those points in space/ifoch

T +T,2 <1 (3-26)

Physically, real space represents points in sparcangles from antenna boresight to the

horizon. The condition in Equation (3-26) alsowes thatsing £1.
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A uniformly weighted aperture can be representetlVoodward’s notation [97] as a
rect function. Therefore, the array factor of a unifdy weighted array, computed by
the Fourier transform, is sinc function. Thissinc function has nulls spaced at the
reciprocal of the aperture length in wavelengtimgl farst sidelobes of approximately -
13 dB with respect to the peak. The array factdfigure 3-5 has been recomputed in
Figure 3-7, showing the result as a function of sinstead of .

Tx=sinB8cos @

Ty=sin@sin®

Fig. 3-6: T-space coordinates
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Array factor for a 10-element array, dflambda = 0.5

(11| U R — —
1T WS T F | N NS SR -
(oJlrg T NS, RMSSSRS SRSPESSR | SRS 0.5 TS S m—— TEaS— p—— o
ool

L : : : ; 5 : :

k=] : 3 : : : 5 g

2 ;

= O.5F i e ................................................................................. -

o :

© ; : _ : : : :

= : % : : ; :
04f] e T S 2 e T —
0SS -
W IO KU SR PRSI SNSRI | RS 8 S, SN [ ; YRRE. SRR, ISRRRS——, - | s
01 .

-2 1.5 -1 -0.5 0 0.5 1 1.5 2

Sin {theta)

Fig. 3-7: Array factor of a 10-element array daraction of sin (). Pattern follows a

sincfunction in accordance with the Fourier transform.

The Fourier transform also explains the ambiguitghe pattern in angle, by analogy
with time and frequency domain signals. If a tiweveform is sampled at multiples of

period T, the frequency spectrum of the signal becomesogieri(ambiguous) at the
frequency sampling ratef, :%. In a similar manner, an aperture illuminationdtion

which is sampled at multiples of the element sgagmwavelengths (the locations of
the array elements) becomes ambiguous at spatgliéncies of the reciprocal of this

separation, or;—. In antenna theory, these ambiguities are knaswgrating lobes [31].
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Notice in Figure 3-7 that an element spacing/@fwas used, and grating lobes appear

at sin(g)=+2, even thoughsing| <1 for all . This indicates that the grating lobes fall

outside of real space, and therefore consume nempiowthe sense that power cannot be

radiated into imaginary space.

3.2. Beam Steering

In a dish or wire antenna system, steering of trennbeam is accomplished by
mechanically pointing the boresight of the antenoathe desired look direction.
Electronically scanned antennas utilize two primaeghniques to achieve beam

steering: phase scanning or frequency scanning.

3.2.1. Phase Scanned Antennas

Equation (3-13) and Fig. 3-3 illustrated that ttetern in a given direction depends
upon the path length distance from each elemetmet@hase front. At a constant angle,
the phase was shown to progress linearly acrosslémeents. This same principle can
be used to intentionally induce the beam to foaua particular direction. By applying
a linear phase shift across elements, the phasé ddis constructively in the desired
direction. In order to steer a planar wave franamgle o, the phase of each successive

element across the face of the array must be addamnca phase of:
v, = 2/—’0 idsing, . (3-27)

In other words, the path length for tH&element increases bjd) sin o so that the

contribution from each element adds constructivelgirection o.
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When this additional phase term is included in 83-Equation (3-21) becomes:

p

sin =Nd(sing- sing,)
E(@@) = : (3-28)
N sin ’7d (sing - sing,)

This result is plotted in Fig. 3-8 for the case @f.B-5, with o= /6. Notice that the

beam shape is invariant with scan angle in space.

Array factor for a 10-element array, dflambda = 0.5 , theta0 = 0.5236 rad
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Fig. 3-8: Array factor for an electronically scaainl0-element arrayp = /6.

57



The beam scanning properties of phased arrays sarbalobserved through the Fourier
transform relationship between the aperture illation function and the array factor.

If the aperture illumination function is denoted &6x) , and the array factor is denoted

as F(k), then:

f(x) O F(K). (3-29)

But from the shifting theorem of Fourier transforms

f(x)e"™ U Fk-w. (3-30)

In other words, applying a linear phase shift agtbg aperture results in a translation in
spatial frequency spacd-igure 3-7 illustrates that an array with elemeguatcing of /2
can be electronically scanned a ful2 radians before a grating lobe begins to appear i
real space.

In phase steering an electrically scanned antetmealength of the feed line to each
element is generally equal. This is usually accashpd by a corporate feed network,
as illustrated in Fig. 3-9. This feed structureaiatt its name since it resembles an
inverted organizational chart for a corporationthé types of feed structures are also

possible, including Rotman lens [98] and Butler nmmg®9] configurations.
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Radiating
Elements

L 1 LYy LY

Signal Input

Fig. 3-9: Corporate feed structure for phase stgerAll feed lines are equal length

3.2.2. Frequency Scanned Antennas
An alternative method to electronically steer amayarof antennas is by frequency
scanning [39], [40], [100]. Frequency scanning weesfirst form of electronic steering
to be employed in operational radars [17], andeast at one time, was the most widely

used technique due to its simplicity, reliabiliand relatively low cost [16].

Recall that phase is given by:

: (3-31)

wherel is the path length, suggesting that a changesglugncy can also induce a linear
phase shift across an array to produce beam ggeerin

Consider a linear array of elements as in Fig. 3The phase difference between

successive elements to a planar wave front in winrec is:

y = 2’(;—dsinq . (3-32)
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In a manner similar to Hammer [37] or Ajioka [10di successive elements be fed in

series by a transmission line of len@has shown in Fig. 3-10.

dsin® ,

Element#1 d Element#2

Signal
Input

5

Fig. 3-10: Frequency scan array fed by serpeii¢ied

Signals from the two successive elements will bghase in direction when:

/@dsinq = f—ps - 2on, (3-33)

g

where: is the wavelength in free space,
d is the distance between radiating elements,
¢ Is the wavelength in the waveguide feed line,
Sis the length of feed line between elements, and

nis any integer.
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Solving for sin ,
(3-34)

Ajioka [101] then lets ¢y be the feed line wavelength at the frequency floictvs is m

guide wavelengths long. That is,
/ = —. (3-35)

Substituting into (3-32) obtains

s/

) 1 1
sing=— —- — |, 3-36
=TT (3-36)

which is called the frequency scan equation.

Differentiating, Drabowitch et al [102] derived approximate expression for the

change in angle with respect to a change in frequéar small angles. Specifically,

/
d(sing) = S2a 9T (3-37)

Examination of (3-34) through (3-37) shows that $lkan angle of the antenna changes
more rapidly with frequency when the delay in thed is large compared to the spacing
of the elements along the array, and that steeaximgie is proportional to the relative
length of the waveguide, the ratio of the wavegdd free space wavelengths, and to
the relative change in frequency.
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In frequency scanned arrays the path lengths of liees to the radiators are not equal.
The increasing line lengths along the array intoeda linearly progressive phase shift,
and the frequency-sensitive properties of the trasson line result in a scan with

frequency. Two common feed systems are used éguéncy scanned arrays. Fig. 3-
11 shows a series feed, where a folded transmidisiems tapped at regular intervals to
supply power to the radiating elements. The sefeexl is relatively simple to

implement, and is therefore widely used in practi¢dédg. 3-12 shows a parallel feed
system. The parallel feed is similar to the cogp@istructure of Fig. 3-9, except that the
delay lines are not equal length, and instead becprogressively longer across the

array.

Radiating
Elements
Signal Input \d/
s <
Serpentine
Transmission
Line Feed

Fig. 3-11: Serpentine transmission line feed sydta a frequency scanned array.
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Radiating Elements

<> Serpentine

Feed Lines

o

Signal
Input

Fig. 3-12: Parallel feed system for frequency smaiay

This chapter discussed conventional array theongluding beam steering and
frequency scanned arrays. A key characteristitheffrequency scanned array is that
the same signal is applied to all radiating eleesuhd frequency is varied over time to
effect beam steering. The next chapter will disdhe new development of a frequency
diverse array. The frequency diverse array is &mmenhtally different than the
frequency scanned array in that it applies differsignals of various frequencies
simultaneously to each spatial channel. It willd®wn that this provides additional

degrees of freedom for the control of antenna pate
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Chapter 4

Frequency Diverse Arrays

4.1. Concept

This chapter describes the new concept of a freqyueiverse array. The frequency
diverse array provides additional degrees of freedlar the design of array antennas,
providing novel beam formation and control. Theddae configuration of a frequency
diverse array is that a continuous wave signaadated from each spatial channel. A
small frequency shift, on the order of a few Herszapplied between channels. This
small frequency shift results in a beam patternvitnich the beam focus direction

changes as a function of range, angle, and tintes i$ significantly different than the

conventional phased array, where the beam poimiregtion is independent of range

and time in the far-field.

In previous sections it was assumed that the sigpat to each radiator in an array was

identical, except for possibly an amplitude weigbtfor sidelobe control and a phase
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shift for beam steering. This section examineayaperformance when all signals are

not identical.

Consider a conventional phased array composedeaf idotropic radiators, as shown in
Fig. 4-1. As was seen in Chapter 3, if all of eveforms emitted from the radiating
elements are identical with identical phase, therama beam will point at broadside, or
orthogonal to the face of the aperture. Now carsalfar field target T at an angle

with respect to the broadside direction. If alltleé waveforms are identical continuous
wave (CW) signals, then the only difference betwtenreturns from adjacent radiating

elements 1 and 2 is due to path length difference:

R -R, = dsing, (4-1)

whered is the spacing between elements.

The path length difference results in a phase lifb element 1 to element 2:

y = 2’(;—(Jlsinq. (4-2)

An incremental phase shift from element-to-element (linear phase progresamnss

the aperture) will steer the antenna mainbeamdtean as was seen in Section 3.2.
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Far Field
Target T

Wa(t) Wo(t) Wa(t) .- Wy(D)

Fig. 4-1: Path length geometry for a target atengn the far field.

Now allow the frequency of the waveform radiateshireach element to increase by a

small amount from element-to-element. This issiitated in Fig. 4-2.
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Pulse 3

Fig 4-2: Frequency diverse array with frequenayreasing linearly across elements.

For element 1, the phase due to one-way path lesgth

_ _ pf, ]
Y. = /_lRl = TRl' (4-3)

For element 2, the phase becomes:

f
vy, = Lr o= Phg, (4-4)
_ 2p(f1+Df)£R1-dsinq) (4.5)
_ prlRl_ prldsinq+2pR1Df _ 2pDfdsing . (4-6)
c c c c
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The phase difference between elements 1 and adians, is then:

Dy = Vy.-y, (4-7)
2p f,dsing  2pR, Df +2,0Df dsing (4-8)
c c c '

Strictly speaking, this equation violates the mdmwomatic assumption. However, we
invoke the quasi-stationary assumption in thais negligible in computing the path

length difference.

The first term in equation (4-8) is just the tramhial phase shift required for beam

steering, as in (2-17) or (20-20). The new term®quation (4-8) due to frequency

PR andm. The first of these two terms is range and
c c

diversity are-

frequency offset dependent, while the second terehependent on the scan angle and
frequency offset. The first new term is importaetause it shows that for a frequency

diverse array the apparent scan angle of the aateonw depends on range.

The frequency diverse array is similar to the cphad frequency scanned antennas,
except that the frequency shift is simultaneougbpliad spatially across elements,

rather than solely as a function of time.

The phase shift of (4-8) causes the beam to fodusome apparent angle,

corresponding in the conventional case to:

Dy = 2";—dsinq¢ = 2pcfdsinq¢. (4-9)

Substituting forDy and solving for the apparent angig, yields:
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f,sing R Df N Df sing

4-10
fd f ( )

gt = arcsin

Equation (4-10) indicates that the apparent beagleanan be controlled by the
frequency offset between channels and the elenpaxeirsy. Let the nominal scan angle

(q) be zero, indicating that the beam is not interdtiiynscanned by means of a linear
phase progression across the array. Also let lment spacing be/2—. Then the

apparent scan angle can be written as:

gt = arcsin - 2R, I : (4-11)
c

As an example, leDf =150Hz . Near the face of the antenf|®, =0) , ¢¢=0 .

This indicates that the beam focuses in the brdadiirection, as would be expected for

the case of no linear phase progression. Howavey,= 100 km, '=5.7°.

Note that some combinationsi®f and fin Equation (4-11) can result 8ing¢(>1. In

other words, the apparent beam steer angle isdeutdi real space. It will be shown

later that the frequency diverse array pattern fact periodic in angle.

To look at the rate of change gf with respect to range, first note that:

dlsin"*(x)| _ 1

. 4-12
™ T (4-12)

Then
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dgt - L x 22 (4-13)

d 2
R \/1_ - 2R Df c

c

Notice that the rate of change becomes infiniterwhe

2

1 = 2R , (4-14)
C
or
_ c ]
R = o (4-15)

(
dg¢ is plotted in Fig. 4-3 for various values Df .
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X 10-5 Rate of change of angle with respect to range
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Fig. 4-3: Rate of change in apparent angle asetifun of range for a frequency
diverse array.

4.2. Time Variation of the Frequency Diverse Array Signa

The time signal of a frequency diverse array aebight can be found directly using

Woodward’s notation [97]. Let the signal radiabsdthei™ spatial channel be a cosine:

x(t) = cod2pft). (4-16)
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The spectrum of thd'isignal is then a pair of delta functions &t +

X (f) = %{a’(f t)+alf- 1}, (4-17)
The Fourier transform pair for the cosine wavefasntlustrated in Fig. 4-4.

x(t) = cos2n 1) X(f) = Holr+1)+ ol - £}

AMAA o L]
VUV

Fig. 4-4: Fourier transform pair for the cosinevefrm

The total output time waveform of the frequencyedse array from N channels is the

sum of the contributions from each element.

x(t) = " cod2p f,t) . (4-18)

i=1

The linearity property of Fourier transforms states
ax (t)+bx,(t) O aX,(f)+bX,(f) (4-19)
so each frequency componéndf the frequency diverse array signal adds agfalelta

functions to the output spectrum afix The spectrum of the frequency diverse array

signal is shown in Fig. 4-5.
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i R

Fig. 4-5: Spectrum of the frequency diverse awayeform.

The spectrum can be thought of as a series of sepusampling a pair of rectangular

functions located atfg. The rectangular function is given by:
1, |f|<2
2

rect(f) = .
0 , elsewhere

(4-20)

The rectangular functions of Fig. 4-5 are two ghifand scaleckect functions:

rect f-f and rect f-f ,
W W

where: fmis the middle frequency component and
W =N f.

Theserect functions are sampled (multiplied) by a train oipulses spaced atf,
repy {a(f )}

¥

repy {a(f} = d f-nDf) . (4-21)

n=-
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The spectrum of the frequency diverse array sigaalthen be written as:

f-f f+f, .
X(f) = rect G rrect — repy {a(f} . (4-22)

To compute the resultant time waveform, recall ke therect function and thesinc

function form a Fourier transform pair:

snct) U rect(f) , (4-23)
where
: _ sin(pt) )
snc(t) = —pt . (4-24)

Recall also the shifting and scaling propertiethefFourier transform, respectively:

x(t)e'™ O  Xx(f-f)

, (4-25)
xa) 0 Lx L
4 a (4-26)
Making use of (4-23), (4-25) and (4-26),
rect 4t m Wisinc(wt)e 1%t (4-27)

A train of impulses spaced af in frequency transforms into a train of pulsescspiaat

1/ fin the time domain as:

rep, {at} U |Df|xepy {a(f)} . (4-28)

Df

In (4-22) therep function of (4-21) is multiplied by theect functions of (4-27). The
transform of (4-22) can then be found readily vilik use of the convolution property

of Fourier transforms:
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f(t)A f,(t) O F(f) F(f) . (4-29)

The time waveform of the frequency diverse arrayfoaally be written as:

x(t) = n\N\sinc(Wt)ejz” T +’V\/\sim(Wt)e'j2pfmt]A‘é repi{a’(t} (4-30)

O
= Wsinc(wi) &% + & 1% %] A ‘é rep;{d(t}

(4-31)
_ z‘g(sinc(Wt)cos(Zp A rep, (o) (4-32)
= 2Nrep, {sinc(NDft)cod2p f,t)}. (4-33)

Df

The frequency diverse array signal is sketcheddn4-6. Notice that the waveform is

periodic with periodei, and consists of ainc function modulated by a cosine at

frequencyf, wheref,, corresponds to the middle frequency of ktheomponents.

x(t) =2Nrep, {sinc(NAﬁ)cos(27r fmt)}
Af

sinc(NAf)

Fig. 4-6: Frequency diverse array time waveform
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The magnitude of the frequency diverse array tinaweform is illustrated for N=5 in
Fig. 4-7.

L
>

L

I
1

1
SAf AF

Fig. 4-7: Magnitude of the frequency diverse atieye waveform folN=5.

4.3. Propagation of the Pattern

The spatial pattern of Section 4.1 and the timeef@wm in Section 4.2 do not take into
account the propagating nature of a transverserefeagnetic wave. Electromagnetic

waves must satisfy Maxwell’'s equations [103], nan{ér free space):

RE = -mi (4-34)
qt
and
R H = e‘l]”—ltz+sE. (4-35)
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Let E and H be sinusoids of the form of Equation (4-16). Theseisoids are the real
part of a complex exponential, so the electric amgnetic fields can be written in
phasor form as:

E = Ee"a, , (4-36)

H = Ee'™a, , (4-37)

The electric and magnetic fields are orthogonal andnted along the x and y axes

respectively. Note that

X y z
- jut jut
gE- |1 11 _ 1Ee) )ay- 1) )az. (4-38)
ix My 1z 1z Ty
Ee”™ 0 O
Assuming that there is no component of the ele@#ld in the z direction,
jut u _
1(E.e™) | I jw e, (4-39)
1z 1t
and
. _ i
=, (4-40)
Similarly,
H
ﬂﬂy = - (jwe+s)E,. (4-41)
z
Then
1111—'5 = - jwnH (4-42)
z
111—'4 = - (jwe+s)E . (4-43)
z
Differentiating,
T[ZE _ W2 — . —
2 = - wmd&+ jwmsE (4-44)
2 _ R
‘"ﬂlj = - wm + jwmsH . (4-45)
z
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One solution to the above equations is:

E = Ee"e”a (4-46)

H = Hge™e%a, | (4-47)
where

g° =- wme+ jwms. (4-48)

is called the propagation constant and is uswdailigen as:
g=a-+jb, (4-49)
where and are known as the attenuation and phase consesyeatively. In free

space over short distances, 0, and the electric field can be written as:

— j(m- b2)
E = ReT e (4-50)

Therefore, the electric field is a sinusoid trawgjlin the positive z direction. The wave

travels a distance z in time t, providing a phaseaity of:

w 1
n, = — = = C. 4-51
=B T Tme (4-51)
Notice that
b = ﬂ/ = ﬂ = 2_’0 , (4-52)
c C /

which is the wave number of (3-1). Comparing (4-#9(3-6), the contribution to the

electric field from the i element can be written as:

n

E = 2ug(g,rF)eltuR)
R, (4-53)
Strictly speaking, the element patterf(q,f) is a function of frequency. But a

fundamental constraint of the frequency diversayais that << ,. Also assume that
the elements are isotropic radiators with identelament patterns. The total electric

field can then be written as the sunMNbferms (4-52) similar to Secman [93]:
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N-1

R, ' 50
where from (4-5):
w, = w,+ nbw
k, = k,+nDk
Dk = 2p (4-55)
D/
R, = R,- ndsing
Then,
N-1
a i + - +
E = G gillwnowk- (o+nokR]) (456)

n=0 Rn

In general, the coefficients, incorporate the frequency dependencg, Also, ,

n+1. For uniform aperture weighting, @l are identicgla, = ao, and can be brought in
front of the summation.ay can also be normalized to unity without loss of eaiity.
The 1/R, term controls the fall off in electric field wittange from (4-6). Ry andRy
vary by (N - 1)dsing, so in terms of amplitudeR, Rp for all n. However, this
assumption can not be made in terms of phase, siree small changes Rcan cause

large changes in phase. Under these assumptions,
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E = i ej[ e + nDW)t - (ko + NDK)(R, - ndsing)]
— i ej [Wot +nDut - kyRy + kgndsing - nDkR, + n2D<dS|nq]
— i ej [(npt - koRy) + n(Dut + kyd sing - DKR, + nDkdsing)] (4-57)
_ 1 el[(Wot oRo)] ej[ (Dt + kidsing - DkR, + nDkdsing)]
Ro n=0
Let
y = Dwumt+kydsing - DKR, + nDkdsing. (4-58)

The last term in (4-57) is much less than the otaens, provided that:

(1) Dwt >>nDkdsing (4-59)
or t>> ndsmq. (4-60)
c

This condition is true for times greater than tleég across the aperture.

(2) k,dsing >>nDkdsing (4-61)

or f, >>nDf . (4-62)

This is a fundamental condition of the frequencyedse array.
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(3) R, >>ndsing. (4-63)
This condition requires that the nominal targegebe much greater than the projected
aperture length. Conditions (1) and (3) are indépat of . Condition (2) is the

standard assumption for far field in array theory.

When the above conditions are satisfied, we catenethe last term in (4-58):

y = Dm +k,dsing - DkR,. (4-64)
Then
1 ) N-1 .
E = = ellwt-kR)l iy (4-65)
Ro n=0
But
N-1 N _
xr o= X 1 (4-66)
=0 X-1

Letting X = eV,

) YN
E = iel[(Wot‘ koRo)] xeejy - ]:-I' (4-67)

Following the method of (3-18) to (3-21), the magde of the electric field of the

frequency diverse array can be expressed as:

sinN—y
E| = 1 2 (4-68)
Ro sin“‘i

2
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Consider the periodicity of the electric field. erfield will be a maximum when:
y = Dmt+k,dsing- DkR, = 2om (4-69)

where m is an integer.

Solving for t, the field will be maximum when:

oo L L R (di/y)sing , (4-70)

Df c Df
and the field is periodic in time with period;—f . This is consistent with the results of

Section 4-2.

Solving for range, the field will be maximum when:

R = m+ct+(d//%fﬂ | (4-71)

Which is periodic at é , the range equivalent ofé .

In angle:

(Ry-ct) . (4-72)

sing = Lm+ Df
d f,d

This is periodic at the reciprocal of the elemeptcng in wavelengths, which

corresponds to the spatial locations of conventigrating lobes.

The relationship between time and angle for a feegy diverse array is illustrated in
Fig. 4-8. Att = 0 at some point in the far field, the signatsrall spatial channels are
in phase, despite being at different frequencigse wave front is parallel to the face of
the antenna, and the wave focuses in the direcfidhe antenna boresight. At a later
time t;, the stationary phase point is delayed progrelysigeross spatial channels,
causing a rotation of the wave front. The degremmtion increases with time. This

causes the beam to scan in angle, as illustratewyir-9.
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— 3000GHz

3200GHz
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Armplitude
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Fig. 4-8: Rotation of the wave front with time
Radiating
Elements

Fig. 4-9: Rotation of the wave front causes thenbéo scan with time.
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Recall from (4-49) that the radiated field is ant@erse electromagnetic wave travelling
in the +Z direction. Taking the real part of (44¢he electric field due to thé"i
element can be written as a sinusoid of the form:

E. = codwt- b 2) . (4-73)
This function is sinusoidal in both time and distanand helps to explain the
complicated relationship between phase, time, atdrtte in a frequency diverse array.

Fig. 4-10 plots the constituent signals of a 5-clehrfrequency diverse array as a

function of distance in a waterfall fashion for e instants of time.

t=0.21f,

Armplitude

t=0.4/f,

t=0.6/F,

t=08/f,

I {meters)

Fig. 4-10: Waterfall chart displaying the congittisignals as a function of distance

for several instants of time.
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4.4. Time Rate of Change of Angle

In the last section it was shown that the direcobhe wave front changes over time.
It is useful to look at the rate of this changeangle. Again consider the phase of the
electric field from (4-64), expressing angle asiction of time:

y = Dut+kydsing(t)- kR, = 2pm . (4-74)

Differentiating with respect to time as in [93] is:

DW+k0dCOSQ?j—i7 = 0. (4-75)
Then
dg - _-Bw (4-76)
dt k, d cosg
UsingDw = 2pf andk, = 3—'0
0
dg _ _ -DOf (4-77)

dt (d//,)cosg

Equation (4-75) shows that the rate of scan iscoastant, but varies sinusoidally over
angle. The time rate of change of angle is plottdgigures 4-11 and 4-12 forf = 100
Hz and f=200 Hz wher/ = 0.45.
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Fig. 4-11: Rate of change of angle fdr= 100 Hz andl/ = 0.45.
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Fig. 4-12: Rate of change of angle fdr= 200 Hz andl/ = 0.45.

From (4-75) the differential timét to scan a differential angle is

gt = ~@/7o)cosg g;)cosq dg . (4-78)

The total time required to scan through some acgtebe found by integration:
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% . (d//o)cosqd
G Df q

-(d/7,)*
= u Cosqdq (4_79)

Df

-(d77,).
— 5 lsing]

t =

9>

9>
G

Equation (4-79) is actually a re-statement of (3d@en the initial scan angle is zero

andt = B The time to scan through real spae®Q £g£+90 ) as a function of
c

fis plotted in Figures 4-13 and 4-14 tr of 0.45 and 0.90.

Time to scan real space | dflambda =045
ED T T T

Deltat (msec)

0 | | | i 1 1 1 1
ol 100 150 200 260 3200 350 400 450 S00
Delta f (Hz)

Fig. 4-13: Time to scan real spacedor = 0.45
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Time to scan real space | diambda=09

Deltat (msec)

i | ]
350 400 450 S00

i ] I i ]
100 150 200 250 300

|:|5|:|
Delta f (Hz)

Fig. 4-14: Time to scan real spacedor = 0.90

This section has derived the range, time, and aodgégacteristics of the frequency

diverse array. In the following sections, thesaaspts will be explored further in

simulation and experiments.
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Chapter 5

Range-Angle Patterns for the Frequency Diverse Arma

5.1 Simulation Results

The previous chapter derived the key charactesistfca frequency diverse array. The
frequency diverse array was shown to possess patied in time, range, and angle.

These properties provide additional degrees ofifveefor the design of antenna beams
for novel applications. This chapter exploresaharacteristics of the frequency diverse

array over a wide range of design variables.

Equation (4-10) showed the dependence of the frecyudiverse array beam steer angle

on range. In particular, it was shown that:

fysing, R Df N Df sing,

f c(dr7) f G-

g¢ = arcsin

The last term is negligible sincef << f, a fundamental condition of the frequency
diverse array. By a similar reasoning, the ratjéf)(in the first term is approximately

equal to unity. Therefore,
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) ) R, Df
sing¢ sing, - —— . 5-2
g% » of C(d//) ( )

Equation (5-2) shows that the angle dependence aoger can be controlled by
appropriate selection of the frequency shift betwspatial channels,f, the spacing

between channels in wavelengttls, and a nominal steer angfg.

Scan angle is plotted in Fig. 5-1 for the caseewbznominal scan ardtl = 0.45. This
data is shown parametrically orf for frequency offsets of 0 Hz, 100 Hz, and 200 Hz.

Notice that the rate of change of angle with raingeeases for larger values of.
Scan angle as a function of range is re-plottefdign 5-2 when a 30° initial beam steer
is included. The beam steers to 90° at a rangdaiit 338 km as predicted by Equation

(5-2).

Figures 5-1 and 5-2 show one period of angle vgyega Clearly the pattern is repetitive
in angle at the antenna grating lobes. As discuss&ection 4.3 the frequency diverse

array signal is time periodic aé corresponding to periodicity in rangeé:ft—, and

periodic in angle a%, which denotes antenna grating lobes.
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Fig. 5-1: Scan as a function of range for varifseguency offsetsj/ = 0.45.
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Fig. 5-2: Scan as a function of range for varifsaguency offsets)/ = 0.45, nominal

scan angle, = 30°.
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Equation (5-2) or (4-79) shows that the beam scagteas a linear function of range (or

equivalently time) irsin space. Lettind :é in (4-79) produces:

1 -\d/7)r. :
o = (Df )[S|nq2 - smql] , and (5-3)
sing, - sing, = - é ) (5-4)

1 . . .
In other wordst = o corresponds to the time required to scan to thké grating lobe

in sin space. A sketch of the frequency diverse arraymbpattern peaks in range-

angle space is shown in Fig. 5-3. This structdrthe frequency diverse array pattern

was first shown by Antonik et al in [89]. As indied in (5-4), a scan time eD+J'f— ora

. c .
range difference ofE, displaces the pattern by one grating lobe so tthatbeam
pattern repeats.

It was shown in the previous section that beam &bion and control primarily

depended upon the frequency offseit,, and the element spacing in wavelengtiis,

The following sections will begin to explore thasesign parameters.
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Range ”,z”/’

Beam Pattern
Peaks

e
/

sin B

Fig. 5-3: Notional frequency diverse array beanatmns in range-angle space.

5.1.1 Nominal Beam Pattern

As a baseline, first consider the case whefe= 0. This corresponds to the
conventional phased array. From (4-70) and (4-tHB)pattern is periodic in time and

range at infinity; that is, the pattern is not pdrc at all in these domains.

Fig. 5-4 shows the beam pattern for the baselise ¢ar a uniformly illuminated 5-
element 3.2 GHz array withf = 0. Element spacing is 0.45 wavelengths. Azetqa,
the beam pattern appears asre function which does not change with range. Ggatin
lobes are located atd = 2.22, and so therefore fall well outside of rgadce.
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Time=0msec Deltaf=0Hz dflambda=045

500

4000

Range (km)

200

100

80 B0 40 20 0 20 40 B0 80
Angle (Deg)
Fig. 5-4: Range-angle pattern for a frequencydearray with f = 0,
d =0.45f,=3.2GHzN =5.

5.1.2 Variation with Element Spacing, f =0

When element spacing is increased grating lobesaapgoser to, or within, real space.

As in the traditional phased array case, gratibgscappear at:
]
g, = arcsin q (5-5)

The grating lobes predicted by (5-5) are shownabl& 5-1 for four values of element

spacing.
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Table 5-1: Locations of grating lobes for 4 eletrsgyacings

d/ T=/d gl = arcsin(T)
0.45 2.22 not in real spaceg
0.90 1.11 not in real spaceg
1.35 0.74 47.7°

1.80 0.56 34.1°

To extend the baseline case of Section 5.1.1, rangke patterns were computed fdr

= 0 and the four element spacings of Table 5-#5,0.90, 1.35, and 1.80 wavelengths.
The case off = 0.45 is the baseline case presented in Fig. Bh& results of the other
cases are provided in Figures 5-5 through 5-7. pdErormance is as predicted in Table
5-1. Whend/ = 0.90, the peak of the grating lobes falls jusisme of real space, but

significant contributions fall into the visible sga Grating lobes fod/ = 1.35 and

1.80 fall well within real space in accordance witible 5-1.
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Time=0msec Deltaf=0Hz dflambda=0.9
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Fig. 5-5: Range-angle pattern for a frequencym®earray with f = 0,d/ = 0.90.

a
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Time=0msec Deltaf=0Hz dfambda=1.35
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Fig. 5-6: Range-angle pattern for a frequencym®earray with f = 0,d/ = 1.35.
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Time=0msec Deltaf=0Hz dflambda=1.8
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Angle (Deg)

Fig. 5-7: Range-angle pattern for a frequencym®earray with f = 0,d/ = 1.80.

5.1.3 Variation with Frequency Offset, d/ = 0.45.

When frequency offset is non-zero, the beam patteno longer constant in range, and
the range-dependent nature of the frequency divarsg becomes evident. Recall from
(5-2) that when no initial beam scan is applied:

sing¢ = @i (5-6)
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To explore the variation of the frequency diversaypattern with channel-to-channel
frequency offset included, the element spacingri held fixed atd/ = 0.45. The
range-angle patterns for this case are shown iarésy5-8 through 5-13 for frequency
offsets of 100, 200, 300, 500, 1000, and 2000 HWpeetively. When f = 100 Hz, the
beam steer angle is 26.4° at a range of 600 knrediged by (5-6). By (4-71) the
signal repeats in range at 3000 km.

Time =0 msec Deltaf=100Hz dflambda=045

a00

400

Range (km)

200

100

H -a0 -B0 -40 -III 0 20 40 B0 ol
Angle {Deg)
Fig. 5-8: Range-angle pattern for a frequencym®earray with f =100 Hz
andd/ = 0.45.
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Time =0 msec Deltaf=200Hz dAambda=045

a00

400

Range (km)

200

100

H -0 -B0 -40 -III 0 20 40 B0 80
Angle (Deg)
Fig. 5-9: Range-angle pattern for a frequencydearray with f = 200 Hz
andd/ = 0.45.

When f =200 Hz (Fig. 5-9) the beam scan increases 6°62.600 km. At f = 300
Hz the beam scans to 90° at a range of 450 knh@srsin Fig. 5-10. Fig. 5-11 shows
that at f = 500 Hz the beam scans to 90° at 270 km, whéeptittern repeats in range
at 600 km as predicted by (4-71).
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Time =0 msec Deltaf=300Hz dAambda=045
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Angle (Deg)

Fig. 5-10: Range-angle pattern for a frequencyidie array with f = 300 Hz

andd/ = 0.45.
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Time =0 msec Deltaf=500Hz dAambda=045

a00
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Range (km)
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I:I 5|
-30 -G0 -40 -20 0 20 40 B0 a0
Angle (Deg)
Fig. 5-11: Range-angle pattern for a frequencedie array with f = 500 Hz

andd/ = 0.45.

As the frequency offset is increased, the rangehath the beam scans to the edge of
real space and the range of ambiguities decredSgs5-12 shows that the beam scans
to 90° at 135 km whenf = 1000 Hz, and the pattern becomes range-ambigatad@0
km. When f = 2000 Hz as in Fig. 5-13, the beam scans to tlge ed real space at
67.5 km and the first range ambiguity is at 150 km.
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Time=0msec Deltaf=1000Hz dfambda=045
. /
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Fig. 5-12: Range-angle pattern for a frequencedig array with f = 1000 Hz

andd/ = 0.45.
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Time =0msec Deltaf=2000Hz dflambda=045
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Fig. 5-13: Range-angle pattern for a frequencedig array with f = 2000 Hz
andd/ = 0.45.

5.1.4 Variation with Frequency Offset, d/ = 1.80.

The cases of Section 5.1.3 are repeated here felearent spacing of 1.80 wavelengths
in order to explore the impact of frequency offsetan additional spatial arrangement
of elements. As before, range-angle patterns@rgated for frequency offsets of 100,

200, 300, 500, 1000, and 2000 Hz. The resultpareded in Figures 5-14 through 5-

19.

Observe from (5-6) that increasing the element isgaeduces the effect of induced

beam steer. As an example, recall that a frequeffsgt of 100 Hz induced a 26.4°
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beam steer at 600 km whdh = 0.45. That same 100 Hz frequency offset indocdg

a 6.4° beam steer at the same range wher 1.80. As element spacing is increased,
grating lobes become apparent in angle. HoweVe, distance to the first range
ambiguity is a function of frequency offset onlyg the range periodicities in this

section are the same as those of the previounsdoti identical values off.

Time =0 msec Deltaf=100Hz dflambda=1.8

s00

400

Range (km}

200

100

80 60 40 .20 0 20 40 B0 &0
Angle (Deg)

Fig. 5-14: Range-angle pattern for a frequenceidie array with f = 100 Hz
andd/ =1.80.
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Time =0 msec Deltaf=200Hz dfambda=1.8

100

81 B0 <40 <2 0 B 48 B &
Angle (Deqg)

Fig. 5-15: Range-angle pattern for a frequenceidie array with f = 200 Hz
andd/ =1.80.
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Time =0 msec Deltaf=300Hz dfambda=1.8

a00

100 %

80 B0 40 -0 0 200 40 B0 80
Angle (Deqg)

Fig. 5-16: Range-angle pattern for a frequencyidie array with f = 300 Hz
andd/ =1.80.
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Time =0 msec Deltaf=500Hz dfambda=1.8
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B0 B0 .99 .0 0 i
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Fig. 5-17: Range-angle pattern for a frequenceidie array with f = 500 Hz
andd/ =1.80.
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Fig. 5-18: Range-angle pattern for a frequencedig array with f = 1000 Hz
andd/ = 1.80.
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Time =0 msec Deltaf=2000Hz dAambda=1.8
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: -0 B0 -flEI -20 0 20 A0 B0 80
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Fig. 5-19: Range-angle pattern for a frequencedig array with f = 2000 Hz

andd/ =1.80.

5.1.5 Variation with Element Spacing

The previous section looked at the range-angleepafiarametrically on the frequency
offset, f. In this section, f is held fixed as the element spacing is variedvo T
frequency offsets are examined:= 300 Hz and 1000 Hz. The results fdr= 300 Hz
are provided in Figures 5-20 through 5-23, andctiees of f = 1000 Hz are presented
in Figures 5-24 through 5-27.

From (4-70) and (4-71), time and range periodisitdepend only on f and are

therefore identical to the periodicities of the \poeis section for the same frequency
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offsets. The grating lobes also remain as in Tdble for the respective element

spacings.

Time = 0 msec Deltaf=300Hz dflambda=045

a00

400

Range (km)

200

100

H -a0 -B0 -40 -III : 0 IZI 40 B0 ol
Angle {Deg)
Fig. 5-20: Range-angle pattern for a frequencyidie array with f = 300 Hz
andd/ = 0.45.
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Time =0 msec Deltaf=300Hz dflambda=0.9
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Fig. 5-21: Range-angle pattern for a frequenceidie array with f = 300 Hz

andd/ =0.90.
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Time =0 msec Deltaf=300Hz dAambda=1.35
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Fig. 5-22: Range-angle pattern for a frequencyidie array with f = 300 Hz

andd/ =1.35.
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Time =0 msec Deltaf=300Hz dflambda=1.8
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Fig. 5-23: Range-angle pattern for a frequenceidie array with f = 300 Hz

andd/ = 1.80.
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Time=0msec Deltaf=1000Hz dfambda=045
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Fig. 5-24: Range-angle pattern for a frequencedig array with f = 1000 Hz

andd/ = 0.45.
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Time =0msec Deltaf=1000Hz dAambda=0.9
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Fig. 5-25: Range-angle pattern for a frequencedig array with f = 1000 Hz

andd/ =0.90.
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Fig. 5-26: Range-angle pattern for a frequencedig array with f = 1000 Hz
andd/ =1.35.
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Fig. 5-27: Range-angle pattern for a frequencedig array with f = 1000 Hz
andd/ = 1.80.

Note that the rate of change of apparent beamistedirection increases for larger
frequency offsets and nominal steering directiofkis raises a system design issue for
the selection of waveform and array parameters.anttixation of Equation (4-11)
reveals that apparent scan direction can changelyafor some combinations of

frequency offset, range, element spacing, and edrgquency.
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5.1.6 Propagation of the Pattern

As noted in Section 4.3, the frequency diverseyapattern propagates in time as a

transverse electromagnetic wave. Section 5.1tidltesd that the beam pattern repeats

after time%. This is demonstrated in Figures 5-28 through35s8hich show the

electric field for several instants of time for thase of f = 100 Hz andd/ = 0.45.

The beam patterns at 0 andt = 10 msec are identical.

Time =0 msec Deltaf=100Hz dflambda=045

a00

400

Range (km)

200

100

B0 B0 40 20 0 200 40 BOD &0
Angle {Deg)

Fig. 5-28: Electric field at time instant bf 0 msec.
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Fig. 5-29: Electric field at time instant bf 2 msec.
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Fig. 5-30: Electric field at time instant bf 4 msec.
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Fig. 5-31: Electric field at time instant bf 6 msec.
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Fig. 5-32: Electric field at time instant bf 8 msec.
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Fig. 5-33: Electric field at time instant bf 10 msec.
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5.2 Summary of Predicted Performance

This chapter explored through simulation beam faionaand control of the frequency
diverse array. Frequency offset and element spawmere varied to affect time
periodicity, range periodicity, angle periodicitgnd scan rate. The simulations

confirmed the theory of Chapter 4. In particutange periodicity was shown to behave

as predicted in (4-71), and be equaI—D[C?. Angle periodicity was shown to vary in

accordance with (4-72), and be equaléto When both frequency offset and element

spacing varied, the beam steer angle at any rangeskown to be:

. 3 . R, Df
¢ = -—— 5-5
sing sing, c(d//) (5-5)
while the time to scan through an angje - g, is:
(oo (d//o)[ ingl”
= =5 sing]|; . (5-6)

The next chapter will describe a series of measenggnto experimentally verify the

above results.
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Chapter 6

Experimental Measurements

6.1 Introduction

This chapter describes the design and executioa afeasurement programme to

experimentally validate the theory and simulatiéthe frequency diverse array.

Experiments were performed in Rome, N.Y., USA. sghexperiments included both
bench tests and radiated field measurements. Easumement programme required the
design, construction, and assembly of transmittiregeiving, and data recording
equipment. The measurement system is describ&kation 6.2, and the measured

results are presented in Section 6.3.
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6.2 Measurement System

For the radiated field tests, a frequency diversayawas built and mounted on a 16
metre tower. A two-channel receiver was placedworadjacent tower, approximately
72 metres from the transmit array. Inputs to #heeiver were collected from a fixed
antenna located on the receive tower and from aenaa placed at various rooftop
locations.  This provided measurements from gedgcafly separated receive
locations. The two received signals were thentimpi a single multi-channel digital

sampling oscilloscope so that the received siginaia two locations could be recorded

simultaneously.

6.2.1 Antenna Subsystem

A 3 GHz transmit antenna was constructed of aryasfd5 microstrip patch radiators.
The elements were mounted to a backplane fabriadtathiminium stock, and arranged
in a configuration of 3 rows and 5 columns. Thdiators were mounted at a separation
of 4.35 cm, providing an element spacinglbf = 0.45 at a frequency of 3.1 GHz. The
3 elements in each column were combined into aesisigbarray, resulting in 5 spatial
channels. The array elements were dual-polarizgithough only horizontal
polarization was used for experimentation. The ftansmit array mounted on the

backplane is shown in Fig. 6-1.
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Fig. 6-1: 3 GHz transmit antenna test article

The antenna pattern for the full array was measuredd semi-anechoic chamber, with
all radiating elements corporate-fed from a sirgglarce. The resulting sum pattern for
the uniformly illuminated array is shown in Fig.26- This pattern shows a predicted
sincresponse, with first sidelobes approximately 13ddB/n from the peak, first null at
23° azimuth, and good symmetry. Backlobe respoappsar at the noise level of the
chamber.

The element pattern for the centre element as mduntthe array was also measured,
as shown in Fig. 6-3. Pattern measurements wkes telockwise over a 120° interval

from 247° to 67°. A straight line connects datanggover the region where no data
was collected. Also, the output level for the #nglement was significantly lower than

for the full array, resulting in a lower measuremgignal-to-noise ratio. However, the

element pattern does show the broad angular resmdriee microstrip patch radiator.
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Fig. 6-2: Measured antenna pattern of 3 x 5 el¢rmeny test article

Elerregnt Pattern of the Center Elerment
'ED T T T T T T T

|:—3_%15 GHz |

Amplitude (dB)

i 1 1 i 1 i |
50 100 150 200 250 300 350
Angle {Deg)

Fig. 6-3: Element pattern of the centre arrayrent. Data was taken clockwise

over a 120° interval from 247° to 67°
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6.2.2 Transmitter Subsystem

Each 3-element column subarray of the construatgliency diverse array was driven
by a separate signal generator. A CW tone wastedlifrom each column, with the
frequency of each tone increased Hyfrom channel-to-channel. All signal generators
were triggered by a common clock. The signal itchezhannel was amplified and phase
corrected, and then split using a 1:4 divider. Timeised power divider output was
either terminated or padded for use as a signaitororg test point. A block diagram
of a transmitter channel is shown in Fig. 6-4. Allchannels of the transmitter

subsystem are shown mounted in position in Fig. 6-5

00000
© 0000
0000
3x5
Array

O——>—,

Phase Amplifier Power
Shifter Divider

Clk LB

Fig. 6-4: Block diagram of a transmitter channel
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Array Antenna
Feed

4:1 Dividers

Amplifiers

Phase Shifters

Fig. 6-5: Assembled transmitter channels moumequlace.

6.2.3 Receiver Subsystem

Two receive channels were developed and installed shelter located on a tower
approximately 72 metres from the transmit arrayor €ach channel, the transmitted
signal was captured by a standard gain EMCO hotenaa, amplified in a low noise

amplifier, and band-pass filtered for 3.1 GHz. HBmgnal was then mixed down to an
intermediate frequency of 10 MHz, low-pass filteradd amplified. A block diagram

of a receiver channel is given in Fig. 6-6, witfully constructed channel shown in Fig.
6-7.
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20dB  3.1-3.7 GHz 30 MHz 20 dB
EMCO S~ R |_____| m IF
Horn — L , BPF A LPF D ~ 10 MHz
~ 3.1 GHz LNA Mini Circuit

MITEQ LP30
AFD3-031035-10-LN

~ 3.09 GHz

Fig. 6-6: Block diagram of a receiver channel

Fig. 6-7: Fabricated receiver channel
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6.2.4 Recording Subsystem

The IF signal output from each receiver channel waorded on a Lecroy digital
oscilloscope. The Lecroy has a built-in 8-bit agale-to-digital converter, which was
sampled at a rate of at least 50 MS/sec. This kagnmate provides significant margin
against aliasing of the 10 MHz IF signal. The logchas a storage capacity of about 4

million samples, which provides a limited contingaecording time.

When configured for frequency diverse array experitg, the LeCroy recording system
was set to continuous record mode. In this cadse,LeCroy continuously records

samples at the sampling rate until the memonyledfi as illustrated in Fig. 6-8.

I, 160 msec :
Pulse 1
1/(50 MHz)
— -
—~—
8M samples

Record time = storage memory/sampling rate

Fig. 6-8: Lecroy recording timeline for continuaesord
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6.3 Measurements and Results

The experimental measurements consist of triatletoonstrate the time dependence of
the frequency diverse array signals, the auto-sngmroperty of the frequency diverse

array, and the range dependence of the frequeneysai array pattern.

6.3.1 Time Variation of the Pattern

As an initial step, a series of bench tests wendopeed to investigate the time
dependence of the frequency diverse array withmeitcomplications of radiated field
measurements. Five signal generators were utiltsegproduce continuous wave
signals. A small linear frequency shiftf, was applied from channel-to-channel across
the signal generator set. The output of each gémewas supplied to an 8:1 combiner,
and the resultant summed output was detected giapo a digital oscilloscope. The
combined output represents the time response cécuéncy diverse array at a single
angle (boresight) in the far-field. Various fregug shifts were applied to demonstrate

the effect on the time waveform.

The bench test configuration is illustrated in F6g9. Measured outputs are shown in
Figure 6-10 through 6-12 for frequency shifts of01Biz, 1 kHz, and 10 kHz
respectively. Examination of the measured datavshexcellent agreement with the
theory of Section 4.2. The frequency diverse asigyal is periodic with period 1f,
and the sidelobe structure is well-behaved andjiaeament with the results predicted in
Figures 4-6 and 4-7.
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Fig. 6-9: Bench test configuration to demonsttae dependence of the FDA

waveform.
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Fig. 6-10: Bench test output fof = 100 Hz. FDA signal is periodic with a

period of 10 ms.
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[=200m 200ps
Fig. 6-11: Bench test output fof = 1 kHz. FDA signal is periodic with a

period of 1 ms.
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Fig. 6-12: Bench test output fof = 10 kHz. FDA signal is periodic with a

period of 0.1 ms.

Subsequent to the bench tests, radiated field measmts were taken to further
validate the time periodicity of the frequency dse array signal. The 5-channel array
and associated hardware described in Section & widized for data collection. The
electric field was first measured close to the gram array, but in the far zone of the

antenna. The far field region begins approximastly

_ 2D?

Rfar— field T / ' (6'1)

where D is the largest aperture dimension. Then,
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2(Nd)

Rfar- field / (6'2)

For N=5,d =4.35cm, and f = 3.1 GHz, the fatdibegins at about 1 m. A probe was
therefore placed approximately 2 m from the transmay as shown in Fig. 6-13. This
signal was detected and recorded by a digital loscibpe. A close-range probe
measurement for a 5-channel system with = 100 Hz is shown in Fig. 6-14. This
measurement shows excellent time sidelobe struetndea period of 1f = 10 ms as

expected.

Transmit

Array Close-range
Frobe

Fig. 6-13: Probe used to measure electric fieddecko transmit array.
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GE200m Zms Trig: Al Probe 10:1

Fig. 6-14: Close range measurement of electrid fime waveform for 5-channel

frequency diverse arrayf, = 100 Hz.

A spectrum analyzer measurement for a similar $igda= 5, f = 100 Hz) received
approximately 2 km from the transmit array is shown Fig. 6-15. Even for
monochromatic signals, the spectrum analyzer disghows significant spectral
overlap between channels due to hardware effectd mstrument response
characteristics. The time waveform for this caspresented in Fig. 6-16 along with a
moving average. The signal is shown to be periodione at 10 ms as expected, and is
also shown to have the correct number of sidelobisvever, there is some asymmetry
in the sidelobe structure due to real-world effettsh as multipath.
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Line : -66.1 dBm
dBm

Fig. 6-15: Spectrum analyzer display for signakneed at 2 kmN = 5,
f =100 Hz

dflambda = 0.45 deltaf= 100 Hz Angle =0 deg
25 T T T

Amplitude in dB

Raw Data
hoving Ay

1 1 1 I i
o L 10 15 20 25 30 35 40 45 50
Time (msec)

Fig. 6-16: Time waveform of signal received a2, N =5, f =100 Hz
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The close-range probe measurement, spectrum analgptay, and received signal for
two other 5-channel cases are presented in Figdlesand 6-18. Fig. 6-17 shows the
recorded data for a signal radiated with = 1 kHz, and Fig. 6-18 displays the
measurements forf = 10 kHz. Notice that whenf = 1 kHz the received spectrum
appears as a single broad response. As the fregudiset increases tof = 10 kHz,

the individual components of the frequency diveasay spectrum become evident.
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(b) Spectrum of received signal

dflambda = 045 deltaf= 1000 Hx  Angle =0 deg

= Raw Dala
e Mt A

Amplituds in dB

Time (msec)

(c) Received waveform

Fig. 6-17: Frequency diverse array sighak 5 and f = 1 kHz.
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(b) Spectrum of received signal

diambds =045 deltal= 10000 Hz Angle = 0 deg
T T I T T

= Raw Dala
. Itoving Avy

i

Amplitude in dB

Time {msec)

(c) Received waveform

Fig. 6-18: Frequency diverse array sighak 5 and f = 10 kHz.
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6.3.2 Angle Dependence of the Pattern

Experiments were also performed to demonstrateatite-scanning property of the
frequency diverse array. Continuous wave signiatsfierent frequencies, separated by
f, were radiated by different spatial channels spacdistance of/ . The transmitted
signals were recorded simultaneously at two receiyg@aced at known angular
separations. The delays between the simultaneowesigrded signals were then
measured in relation to the frequency shift,and compared to the expected time delay

given by Equation (4-79) in Section 4.3.

The spatial arrangement of the transmitter andivereis illustrated in Fig. 6-19, with

nominal locations of the tripod-mounted receivedi¢ated. A view of the test area
from the transmitter is provided in Fig. 6-20. Tiern antenna for one receive channel
was located directly on the receive tower, andttaesmit array boresight was aligned
in the direction of this antenna. The horn antefuneghe second receive channel was
mounted on a tripod, and placed at different lacetion the roof structure adjacent to
the transmit and receive towers so that the ete@ld could be measured at various
geographical points. Cable lengths for the twancleds were made to be approximately
equal. Receiver placements are shown in Figur2d @rough 6-23 to depict the

environment in the vicinity of the installation,cathe rack-mounted receiver equipment

is shown in Fig. 6-24.
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Fig. 6-19: Spatial arrangement of transmitter @gweivers
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Fig. 6-20: View of test area from transmitter

Fig. 6-21: Fixed receive horn #1 with co-locateddd mounted receive horn
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Fig. 6-23: Receive horn #2 on movable tripod
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Spectrum

ARSlEH Power Supply
GPS Cleck
Frequency
Counter
LO
Digital
Sampling
Oscilloscope
Receiver

Fig. 6-24: Receiver equipment installed in rack

Delay was measured as a function of angle for 100 Hz for angles between 0° and
35°. Two spatial channels of the full array wexkeited so that the behaviour of the
frequency diverse array could be investigated feargety of element spacings. With 5
channels and a nominal element spacing of Q.#%s allowed for the study of beam
behaviour withd/ = 0.45, 0.90, 1.35, and 1.80. Once the variousbooations of

angles and element spacings were investigated ffar 100 Hz, the frequency offset

was changed to 200 Hz and 300 Hz, and beam behavemiexamined in these cases

for large angular separations.
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6.3.2.1 Case 1l: f=100 Hz, d/ =0.45

To explore the scan of the frequency diverse aegm with time, a baseline case was
first considered with f = 100 Hz andd/ = 0.45. An element spacing df = 0.45

represents the nominal design of the array, anleiefore provided by using adjacent
channels of the array. Angular separations 0b(®B%° were investigated. At 0° the two
receive antennas were essentially co-located orrebeive tower, and no delay was
expected between the two receive channels. Measumts for the two channels are
displayed simultaneously, and a moving averagesémh channel is also displayed in

order to reduce the effect of noisy and high fremyedata.
Output data is presented in Figures 6-25 througB 6r angular separations of 0°, 10°,

20°, 30°, and 35° respectively. Delay can be oleskto increase progressively with

angle.
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Amplitude in dB

dflambda = 0.45 deltaf =100 Hz Angle =0 deg

Channel 3
Channel 2
hloving Awvg Ch2
hWloving Awg Ch3

0 5 10 15 20 25 30 35 40
Time (msec)

Fig. 6-25: Two-channel measurementdbr = 0.45, f=100 Hz, =0° Time

delay is -0.1 msec.
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dflambda = 0.45 deltat= 100 Hz Angle = 10 deg
40 T T T T T T T

Amplitude in dB

Channel 3
Channel 2
hlaving Awg Ch2
hlaving Awg Ch3

0 3 10 15 20 28 30 35 40
Time (msec)

Fig. 6-26: Two-channel measurementdbr= 0.45, f=100 Hz, =10° Time

delay is 0.8 msec.
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dflambda = 0.45 deltat= 100 Hz Angle = 20 deg
*'-1-|:| T T T T T T )

Amplitude in dB

— Channel 3
Channel 2
hiawving Awg Ch2
having Awvg Ch3

0 5 10 15 20 25 30 35 40
Time (msec)

Fig. 6-27: Two-channel measurementdbr = 0.45, f=100 Hz, =20° Time

delay is 1.4 msec.
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dflambda = 0.45 deltat= 100 Hz Angle = 30 deg
35 T T T T T T

30 |

Amplitude in dB

—
=

— Channel 3

Channel 2
5 foving Awg Chz
hlaving Awg Ch3

0 g 10 15 20 25 30 38 40
Time (msec)

Fig. 6-28: Two-channel measurementdobr= 0.45, f =100 Hz, =30°. Time

delay is 2.0 msec.
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dflambda = 0.45 deltat= 100 Hz Angle = 35 deg

Amplitude in dB

35 T T T I T T T
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5 foving Awg Chz
hlaving Awg Ch3
0
a 5 10 15 20 25 30 35 40

Time (msec)

Fig. 6-29: Two-channel measurementdobr = 0.45, f =100 Hz, =35° Time

delay is 2.7 msec.
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A summary of the measurement results of delay ametion of angle fod/ = 0.45

and f = 100 Hz is shown in Table 6-1. The agreementwdrn the expected and
measured delays are generally quite good. Soniatioar between the theoretical and
measured values is expected, primarily due to trans in equipment between spatial
channels on both transmit and receive, placememintédnnas, the averaging of noisy

data, and the non-ideal multipath environment eftdst range configuration.

Table 6-1: Summary of measurementsdior= 0.45, f=100 Hz

Angle (deg) Predﬁigct))elay Meas(gnrsgcg)aay
0 0.0 -0.1
10 0.8 0.8
20 15 14
30 2.3 2.0
35 2.6 2.7
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6.3.2.2 Case 2: f=100Hz, d/ =0.90
For this case, frequency diverse array spatial mblanl and 3 were excited to provide

an element spacing of = 0.90. The received signals and their movingayes are

plotted in Figures 6-30 through 6-36 for angulgyasations ranging from 0° to 58°.

dlambda=04% deltaf=100Hz angle = 0 deg

40 ! ! !
35
30
S =
= |
2 i
E 20
é
< " .z
10 11 I;: Channel 3
i} Il — Channel 2
5 hlaving Awg Ch
hlaving Awg Ch3
i
a 5 10 15 20 25 30 35 40

Time {msec)

Fig. 6-30: Two-channel measurementdb6r=0.90, f=100 Hz, =0° Time

delay is 0.3 msec.
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dflambda =019 deltaf= 100 Hz Angle = 12 deg
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Fig. 6-31: Two-channel measurementdor=0.90, f=100 Hz, =12° Time

delay is 2.1 msec.
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dflambda =013 deltaf=100 Hz Angle =23 deg

Amplitude in dB

— Channel 3
Channel 2
Maving Avg Ch2
Moving Avg Ch3

1 g 1 15 20 25 a0 a5 40
Time (msec)

Fig. 6-32: Two-channel measurementdbr= 0.90, f=100 Hz, =23° Time

delay is 3.4 msec.
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dflambda =013 deltaf=100 Hz Angle =25 deg

Amplitude in dB

= Channel3
Channel 2
Maving Avg Ch2
Moving Avg Ch3

1 g 1 15 20 26 a0 a5 40
Time (msec)

Fig. 6-33: Two-channel measurementdér = 0.90, f=100 Hz, =25° Time

delay is 3.7 msec.
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dflambda =013 deltaf=100 Hz Angle =30 deg
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Fig. 6-34: Two-channel measurementdobr= 0.90, f=100 Hz, =30° Time

delay is 4.4 msec.
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dflambda =019 deltaf= 100 Hz Angle = 35 deg

Amplitude in dB

— Channel 3
Channel 2
hiaving Awg Ch2
having Avg Ch3

g 10 15 20 25 30 35 40
Time (msec)

Two-channel measurementdb6r= 0.45, f=100 Hz, =35° Time

delay is 5.3 msec.
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dflambda =013 deltaf=100 Hz Angle =558 deg
40 ' ; ! ' ! ! ;

Amplitude in dB
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Channel 2
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1 g 10 15 20 25 a0 a5 40
Time (msec)

Fig. 6-36: Two-channel measurementdbr=0.90, f=100 Hz, =58° Time

delay is 7.7 msec.

A summary of the measurement results of delay ametion of angle fod/ = 0.90
and f=100 Hz is shown in Table 6-2. The results shayood agreement between the

predicted and measured delays.
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Table 6-2: Summary of measurementsdior= 0.90, f= 100 Hz

Predicted Delay

Measured Delay

Angle (deg) (msec) (msec)
0 0.0 0.3
12 1.9 2.1
23 3.5 3.4
25 3.8 3.7
30 4.5 4.3
35 5.2 5.3
58 7.6 7.7
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6.3.2.3 Case 3: f=100 Hz, d/ =1.35
Spatial channels 1 and 4 of the frequency diversayavere excited to provide an

element spacing off = 1.35. The received signals and their movingrayes are
plotted in Figures 6-37 through 6-41 for angulgyasations ranging from 0° to 58°.

dflambda = 1.35 deltaf= 100 Hz Angle =0 deg

Amplitude in dB

— Channel 3
Channel 2
hiaving Awg Ch2
having Avg Ch3

0 5 10 15 20 25 30 35 40
Time (msec)

Fig. 6-37: Two-channel measurementdbr=1.35, f=100 Hz, =0° Time

delay is -0.2 msec.
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dflambda = 1.35 deltat= 100 Hz Angle =12 deg

Amplitude in dB

4':' T T T T T T T
35
0K
25
20
15
10 — Channel 3
Channel 2
5 hiaving Awg Ch2
having Avg Ch3
a
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Fig. 6-38: Two-channel measurementdbr=1.35, f=100 Hz, =12° Time

delay is 3.1 msec.
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dflambda = 1.35 deltat= 100 Hz Angle = 23 deg

Amplitude in dB

— Channel 3
Channel 2
hlaving Awg Ch2
hlaving Awg Ch3

0 5 10 15 20 25 30 38 40
Time (msec)

Fig. 6-39: Two-channel measurementdbr=1.35, f=100 Hz, =23° Time

delay is 5.3 msec.
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dflambda = 1.35 deltat= 100 Hz Angle = 39 deg
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Channel 3
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0 5 10 15 20 25 30 35 40
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Fig. 6-40: Two-channel measurementdbr=1.35, f=100 Hz, =39° Time

delay is 8.8 msec.
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dflambda = 1.35 deltat= 100 Hz Angle = 58 deg
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Fig. 6-41: Two-channel measurementdbr=1.35, f=100 Hz, =58° Time

delay is 11.2 msec.

A summary of the measurement results of delay fametion of angle fod/ = 1.35
and f = 100 Hz is shown in Table 6-3. Once again theeaments between the

expected and measured delays are generally quotk go
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Table 6-3: Summary of measurementsdior= 1.35, f =100 Hz

Predicted Delay Measured Delay
Angle (deg) (msec) (msec)
0 0.0 -0.2
12 2.8 3.1
23 5.3 5.3
39 8.5 8.8
58 11.4 11.2

6.3.2.4 Case 4: f=200Hz, d/ =0.45

The previous three sections examined scanningeofrfiquency diverse array with time
for different element spacings anfl= 100 Hz. This section and the next return to the
nominal element spacing af = 0.45 and explore the effect of different frequen
offsets on beam scan.

From Equation (4-79), the time to scan through spealce is inversely proportional to
the frequency offset. In this section, frequendfgad is increased tof = 200 Hz,
double the offset of the previous cases. Therefire time to scan through a given
angle will be half that for the case of = 100 Hz. Large angular separations between
receive antennas are therefore considered in dodemphasize the delay between
receive channels. The case of 39° angular separatipresented in Fig. 6-42, and the
case of 58° separation is considered in Fig. 6-43.
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Amplitude in dB

40

dflambda = 0.45 deltat =200 Hz Angle = 39 deg

— Channel 3
Channel 2
hiaving Awg Ch2
having Avg Ch3

g 10 15 20 25 30 38 40
Time (msec)

Two-channel measurementdobr = 0.45, f=200 Hz, = 39° Time

delay is 1.6 msec.
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dflambda = 0.45 deltat =200 Hz Angle = 58 deg

Amplitude in dB

— Channel 3
Channel 2
hlaving Awg Ch2
hlaving Awg Ch3

0 g 10 15 20 25 30 35 40
Time (msec)

Fig. 6-43 : Two-channel measurementdbr= 0.45, f =200 Hz, =58° Time

delay is 2.1 msec.

A summary of the measurements @r = 0.45 and f = 200 Hz is provided in Table 6-

4. The agreement between the measured and pibdésilts is quite good.

Table 6-4: Summary of measurementsdior= 0.45, f =200 Hz

Predicted Delay Measured Delay
Angle (deg) (msec) (msec)
39 14 1.6
58 1.9 2.1
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6.3.2.5 Case5: f=300 Hz, d/ =0.45

In this case, frequency offset is further increasedf = 300 Hz, so that the time to scan
through a given angle will be one-third that foe tbase of f = 100 Hz. As in the

previous section, large angular separations ateseadi between receive antennas in
order to emphasize the delay between receive claniidhe same angular separations
as in the previous section are considered, 39° and = 58°, with the results presented

in Figures 6-44 and 6-45 respectively.

dflambda = 0.45 deltat= 300 Hz Angle = 39 deg
40 T T T T T T !

Amplitude in dE

Channel 3
Channel 2
Moving Awg Chi
Waving Avg Ch3

0 5 10 15 20 L 30 35 40
Time (msec)

Fig. 6-44: Two-channel measurementdobr = 0.45, f =300 Hz, =39° Time

delay is 1.0 msec.
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dflambda = 0.45 deltat= 300 Hz Angle = 58 deg

40 T T T g T ! T
35
30
% 25
E
5
3 20
EL
= 15
10 Channel 3
Channel 2
5 Moving Awg Chi
MWoving Awg Ch3
o
a 5 10 15 20 5 30 35
Time (msec)

40

Fig. 6-45: Two-channel measurementdobr = 0.45, f =300 Hz, =58° Time

delay is 1.4 msec.

The results for this case are summarized in Tafle Again, there is good agreement

between the measured and predicted results.

Table 6-5: Summary of measurements for=l0.45, f =300 Hz

Predicted Delay Measured Delay
Angle (deg) (msec) (msec)
39 0.9 1.0
58 1.3 14
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6.3.3 Range Variation of the Pattern

To measure the variation of the frequency diversg&yabeam with range, the receivers
needed to be separated by a larger distance tloavedl by the rooftop tests. Therefore,
two receivers were placed at a location approximeéekm from, and within line-of-
sight of, the transmit array. The test configunatto measure range variation of the
pattern is illustrated in Fig. 6-46. The receivesere separated by distances of 0, 30,
49, and 60 m, and two transmit channels were etiliwith a frequency offset between
channels of 2.5 MHz. This value of frequency dffsesured that one receiver could be
located within a null of the pattern when the otheszeiver was located in a peak at a
separation of 60 m.

Transmit
Array

k,('ﬂ'):;‘ft‘

Fig. 6-46: Site configuration to measure variadmpattern with range.
A close-range probe measurement of the transnsttgdhl is shown in Fig. 6-47. High

frequency effects limit the output level to thepliey, but the frequency diverse array
signal can clearly be seen to have a period of40fls expected, corresponding to fl/
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The spectrum of the received signal is shown in &ig¢8, showing two tones separated
in frequency by 2.5 MHz.

200ns _ Trig: & Probe 10:1

Fig. 6-47: Close-range measurement of FDA signfat; 2.5 MHz.
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dEm

Instrument

Stop Frequency
Analyzer ] z Sp:

Fig. 6-48: Spectrum of received FDA signal,= 2.5 MHz.

When the two receive antennas are co-located, lagy deexpected between the
received signals. The measured data supportaghshown in Fig. 6-49. As the
separation between receive antennas increasedeldnealso increases. Fig. 6-50
shows the two-channel measurement for a rangeateépaof about 31 m. This range
separation corresponds to a quarter of a peridkeofime waveform. When the receive
antennas are separated by 59 m, the delay becqpesanately one-half of the
frequency diverse array signal period, as showfign6-51. Notice that at this range
separation at a given instant of time, one recaitenna is located at a peak of the
frequency diverse array beam, while the other araes located in a null of the beam.
As the beam propagates forward in range at thedspideght, the first antenna moves

into a null of the beam as the second antenna nint@the beam peak.
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Amplitude in dB

40

a
a

deltaR =0 m, dflambda = 0.45, deltaf= 2.5 MHz

Uiy

0.5 iz 2
Time (msec]

‘ Hm

3.4

|
Channel?

ChanneIS

Fig. 6-49: Two-channel measurement, antennascaidd.

179



Amplitude in dB

deltal = 31 m, dflamhbda = 0.45, deltaf = 2.5 MHz

40 ! ! !

i hannel? H
ChanneIS
BN | mE I

o 05 1 1.5 2 25 3 35 4 4.5
Time (msec)

Fig. 6-50: Two-channel measurement, antennas atepbloy 31 m.
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deltal = 59 m, dflamhbda = 0.45, deltaf = 2.5 MHz

|
H“

Amplitude in dB

| ‘|
‘l
“
0 05 1 2 2.5 3 35 4
Time (msec) w10

Fig. 6-51: Two-channel measurement, antennas atepkloy 59 m

6.4 Data Summary

This chapter has presented a large volume of ddtantto confirm the theory and
simulation presented earlier. Tables 6-1 through @&d Figures 6-49 through 6-51
show that there is good agreement between the meshand predicted results over a

wide range of variables. This data will be anatygemore detail in the next chapter.
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Chapter 7

Analysis of Results

This chapter discusses the experimental validagiothe theory and simulation of the
frequency diverse array. The frequency diversayais shown to be periodic in time,

corresponding to a periodicity in range, and alsaqalic in angle.

7.1 Variation with Time

Section 4.2 predicted that the frequency diversayawould be periodic in time with
period 1/ f. Specifically, the time waveform of the frequentiyerse array was derived

to be:

x(t)= 2Nrep, {sinc(NDft)cod2p f.t)} (7-1)

Df

which was further confirmed in (4-70). The freqogmiverse array time waveform is
illustrated in Fig. 7-1. These results were vedfiexceptionally well experimentally
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through both bench tests and radiated field measemés. In Section 6.3.1, laboratory
measurements were made of the sum of 5 signalsagegaby f from channel-to-
channel of 100 Hz, 1 kHz, and 10 kHz. These resuk summarized in Table 7-1.

x(t)=2Nrep \ fsinc(NAft)cos(27 £, 1)}

Fig. 7-1: Frequency diverse array time waveform

Table 7-1: Summary of bench test results for tuaeation of waveform

f Predicted Period, Measured Period Reference
(Hz) 1/ 1), (ms) (ms)
100 10 10 Fig. 6-10
1000 1 1 Fig. 6-11
10000 0.1 0.1 Fig. 6-12

In addition, a number of radiated field measurementre made at a variety of
frequency offsets. Again, measured results ageseéptionally well with theoretical
predictions. Results are summarized in Table @rbbth 2 and 5 channel arrays for a

variety of element spacings.
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Table 7-2: Summary of radiated field measuremehtsne periodicity of waveform

N d/ Angle f Predicted | Measured | Reference
(deg) (Hz) Period Period
(ms) (ms)
5 0.45 0 100 10 10 Fig. 6-20
& 6-21

2 0.45 0 100 10 10 Fig. 6-28
2 0.45 10 100 10 10 Fig. 6-24
2 0.45 20 100 10 10 Fig. 6-2p
2 0.45 30 100 10 10 Fig. 6-26
2 0.45 35 100 10 10 Fig. 6-2f
2 0.90 0 100 10 10 Fig. 6-28
2 0.90 12 100 10 10 Fig. 6-2p
2 0.90 23 100 10 10 Fig. 6-3p
2 0.90 25 100 10 10 Fig. 6-31
2 0.90 30 100 10 10 Fig. 6-3p
2 0.90 35 100 10 10 Fig. 6-3B
2 0.90 58 100 10 10 Fig. 6-34
2 1.35 0 100 10 10 Fig. 6-3p
2 1.35 12 100 10 10 Fig. 6-3p
2 1.35 23 100 10 10 Fig. 6-3f
2 1.35 39 100 10 10 Fig. 6-38
2 1.35 58 100 10 10 Fig. 6-3p
2 0.45 39 200 5 5 Fig. 6-40
2 0.45 58 200 5 5 Fig. 6-41
2 0.45 39 300 3.3 3.3 Fig. 6-4p
2 0.45 58 300 3.3 3.3 Fig. 6-4B
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Every measurement showed excellent agreement ettheoretical result.
7.2 Beam Scan with Time

The frequency diverse array was shown to be periodangle at/d in accordance with

(4-72). This simply corresponds to the locationgaditing lobes as in the case of the
conventional phased array. More interesting i$ #taany given range the frequency
diverse array scans in angle with time without naeatal rotation or electronic phase

shifters. The time to scan through some anglegias in (4-79) or (5-2) as:
-(d/7/ : .
Dt = %[squ - smql] . (7-2)

The time to scan through an angle is then dirguibportional to the element spacing in

wavelengths and inversely proportional to the feguy offset between channels.

Section 5.1.6 discussed the propagation of theuéecy diverse array beam pattern
over time. The beam was simulateddi6r = 0.45 and f = 100 Hz out to a distance of

600 km in order to emphasize the variation of tlatgsn over range. For small

frequency offset over a much shorter distancey#n@tion in range is less obvious, but
the scan of the beam over time is still evideniguFes 7-2 through 7-11 illustrate this
for a two-channel system for the casedbf = 0.45 and f = 100 Hz out to a range of

100 m.

Fig. 7-2 shows the range-angle diagram for the alm@ase at = 0. A cut through the

diagram at constant range is given in Fig. 7-3.thBalots show that the frequency

diverse array beam points normal to the array &cte O.
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At t = 0.8 msec, the beam scans i®° as shown in Figures 7-4 and 7-5. This agrees
with Equation (7-2). It is also apparent that tleamshape begins to skew as the broad
beam scans towards the edge of real space. Theopdlae beam scans t®0° att =

1.5 msec as presented in Figures 7-6 and 7-7. cdnhatant range, the beam continues

to scan with time, te 30° at 2.3 msec and t85° at 2.6 msec. These results are shown
in Figures 7-8 through 7-11.

Time=0msec Deltaf=100Hz dflambda=045

0.09

80 B0 40 -0 0 20 40 B0 &0
Angle (Deg)

Fig 7-2: Range-angle diagram of FDA beaih,= 0.45, f= 100 Hz,t = 0 msec.
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t = 0 ms, dilambda = 0.45, deltaf = 100 Hz

0z i | 1 i I i ] | i
100 80 -R0 -40 -20 ] 20 40 B0 a0 100

Angle(deg)
Fig. 7-3: Range cut/ =0.45, f=100 Hz,t =0 msec
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Time =08 msec Deltaf=100Hz dfambda=0.45

0.09 ¢

0.0z

o o

o S |

(ay |
T T

Range (km)

004 b
003+
002
0ol b
|:|-'I I
|0 60 40 20 0 20 40 B0 &0
Angle {Deg)

Fig 7-4: Scan with FDA beam over tint#, = 0.45, f= 100 Hzt = 0.8 msec.
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dB

t = 0.8 ms, dilambda = 0.45, deltaf = 100 Hz
T § A& % ¢ © 1 7

15_ ........ ........ ......... ........ ....... S — ........ ........ .........

g R ........ ........ ......... e ........ i o ....... |

i ! i i
o0 80 B0 40 200 0 20 40 BOD 80D 100
Angle(deg)

Fig. 7-5: Range cut/ =0.45, f=100 Hz,t = 0.8 msec
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Time=15msec Deltaf=100Hz dflambda=0.45

0.09

0.0s

Range (km)

B0 B0 40 -0 0 20 40 B0 &0
Angle (Deg)

Fig 7-6: Scan with FDA beam over tind#, = 0.45, f= 100 Hz,t = 1.5 msec.

190



dB

1.5

a5

0.5

t = 1.5 ms, dlambda = 0.45, deltaf = 100 Hz

5 i i i
00 80 -B0 40 20 a 20 40 B a0 100

Angle(deg)
Fig. 7-7: Range cut =0.45, f=100 Hzt = 1.5 msec
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Time=23msec Deltaf=100Hz dflambda=0.45

0.09

0.0s

Range (km)

80 B0 40 -0 0 20 40 B0 &0
Angle (Deg)

Fig 7-8: Scan with FDA beam over tinté, = 0.45, f= 100 Hz,t = 2.3 msec.
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Fig. 7-9: Range cutl =0.45, f=100 Hz,t = 2.3 msec
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Fig 7-10: Scan with FDA beam over tind#, = 0.45, f= 100 Hz,t = 2.6 msec.
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Fig. 7-11: Range cutf/ =0.45, f=100 Hz,t = 2.6 msec

These results were tested experimentally for eetyanf element spacing and frequency
shifts. Larger frequency offsets were tested @elaangles to emphasize the expected
time delay. Table 7-3 summarizes the results f&auntion 6.3.2. Note that the sense of
the frequency offset was reversed during measuresmensulting in a positive rotation

in angle.

The measured data validated the theory and simuolagmarkably well, within the

constraints of real-world effects to be descrilmd
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Table 7-3: Summary of measurements of frequenosrse array scan.

d/ f Angle (deg) Predicted Measured Reference
Delay (msec) | Delay (msec)

0.45 100 0 0.0 -0.1 Fig. 6-23
10 0.8 0.8 Fig. 6-24
20 1.5 1.4 Fig. 6-25
30 2.3 2.0 Fig. 6-26
35 2.6 2.7 Fig. 6-27

0.90 100 0 0.0 0.3 Fig. 6-28
12 1.9 2.1 Fig. 6-29
23 35 3.4 Fig. 6-30
25 3.8 3.7 Fig. 6-31
30 4.5 4.3 Fig. 6-32
35 5.2 5.3 Fig. 6-33
58 7.6 7.7 Fig. 6-34

1.35 100 0 0.0 -0.2 Fig. 6-35
12 2.8 3.1 Fig. 6-36
23 5.3 5.3 Fig. 6-37
39 8.5 8.8 Fig. 6-38
58 114 11.2 Fig. 6-39

0.45 200 39 14 1.6 Fig. 6-40
58 1.9 2.1 Fig. 6-41

0.45 300 39 0.9 1.0 Fig. 6-42
58 1.3 1.4 Fig. 6-43
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7.3 Variation in Range

Fig. 7-1 illustrated the structure of the frequeniiyerse array waveform. However,
recall from Section 4.3 that a transverse electgpratic wave propagates forward in the
positiveZ direction. Therefore, the waveform of (7-1) prgates forward in time at the

speed of light.

This feature of the frequency diverse array wagetegxperimentally as described in
Section 6.3.3. The experiment utilised a two-clhrnansmit array, with receive

antennas placed at various spacings up to 60 nt ap#re same line-of-sight of the

transmit array. Fig. 7-12 shows a range-anglerdragor the experimental setup, with
magnitude of the beam plotted in dB. Fig. 7-13siltates the pattern with range for two
instants of time. When two targets are separage@Obm, at some point in time target
#1 will be in peak of the beam while target #2aedted in a null. At a time of 200 ns
later, target #2 will be in the peak of the beamlevtarget #1 is in the null.
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Fig. 7-12: Range-angle diagradi, = 0.45, f=2.5 MHz

198



Fig. 7-13: Beam pattern in range for two instaritsme

To test this theory and simulation, experimentsenggrformed as described in Section
6.3.3. Two transmit channels were utilisell (= 0.45), and the frequency offset was
set to 2.5 MHz so that the beam peak and null wbeldeparated by 60 m. Receivers
were then placed at 0, 31, and 59 m separatioregmonding to zero, one-quarter, and

one-half the range periodicity (d) respectively. The results shown in Figures 6-47
through 6-49 agree well with the theoretical predics.
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7.4 Beam Formation and Control

The frequency diverse array offers a new dimensiodesign freedom that results in
novel beam formation and control. This sectionlergs how the relationships between

range, time, and angle can be exploited to shapeattiation pattern.

Equation (7-1) shows that the frequency diversayaproduces a linear relationship

between time (and thus range) and angle expressethi space. Letting = 1/ f

results in:

1 -\d// . .

o %[squ - sing,] ) (7-3)
and

. . /

sing, - sing, = - FO (7-4)

In other wordst = 1/ f corresponds to the time required to scan throughgrating
lobe.

When the frequency diverse array signal propadatesard in time, corresponding to a
range ofR = ct the beam at any given range scans with time, @&s abserved in

Section 7.1. When the beam scans far enough, dbusrters a grating lobe, or
ambiguity in angle. This occurs at sie /d in accordance with (4-72). At range f,

corresponding to time 1f, the entire pattern repeats.

Like a conventional phased array, the frequencerdi array introduces grating lobes

spaced at/d in sin space. However, the frequency diverse array iatsoduces a
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linear relationship between range and angle inraeswe with (7-2). The periodicities
in range introduced by the diverse array are matafmns of the grating lobe in real

space.

From (7-2), the time to scan from -90° to +90°iigeg by:

Dt = %[1- (-1] = % . (7-5)

As the element spacing decreases, the time tothcangh real space also decreases.
The relationships between range, time, and angte b&a observed in Figures 7-14
through 7-16, which illustrate range-angle diagrdims 3 element spacings at one

instant of time.

In Fig. 7-14, the transmit array element spacingeisto d = 0.25 Grating lobes then

appear at multiples of sin= /d =4. The time to scan through real space is then

Dt = = , (7-6)

which is half the time period of the waveform. tims case, once the beam reaches a
scan of = +90°, the beam continues to scan, but not ibkispace. This results in a

dead time in which there is no beam in real space.

On the other hand, whett = 0.5, the time to scan real space#sl/ f, whichexactly

matches the time period of the waveform. This cadtustrated in Fig. 7-15.

Ford/ = 1.0, the grating lobes are spaced at multiplesno = /d =1, and the time to

scan through real space is:
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Fig. 7-14: Range-angle diagrams @r = 0.25
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Fig. 7-15: Range-angle diagrams &r = 0.5

(7-7)

The wide spacing of elements therefore causesngrdbbes to enter real space,
resulting in a range periodicity being encountdrefbre the beam has scanned an angle

corresponding to real space. This is illustrateBig. 7-16.
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Fig. 7-16: Range-angle diagrams @r = 1.0

In summary, the frequency diverse array beam patan be controlled by the transmit
array configuration and the signal parameters. dlbpe of the beam in range-angle
space can be controlled by the element spacindghenfiequency offset. Grating lobes,
and therefore the amount of time spent scanningah space, is also governed by the
element spacing. The periodicity of the beam ardnge dimension can be controlled
by the frequency offset, and the resolution oftlbam in range is given by the size of

the transmit array, the form of the transmittedhalgand the frequency offset.
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7.5 Sources of Error

The measured data validated the theory well, ealheatonsidering numerous real
world effects with potential to impact the resultSome of these sources of error

include:

7.5.1 Multipath

The rooftop range was clearly not ideal, but thecmn of test sites was dictated by
available access to power, shelter, and assodies¢@quipment. Figures 6-10 through
6-13 show significant potential sources of scaitgin the vicinity of the transmit and

receive antennas. These scattering sources inallaige metal tower almost in direct
line-of-sight between the transmitter and fixedereer, additional antennas, roof vents,

and portions of metal buildings that could act @aser reflector-type objects.

7.5.2 Transmit Channels

The performance characteristics for all transmiarotels were not identical, even
though the channels were constructed of similarpmrmnts. This was due to typical
component tolerance values for manufactured devicé®r example, the element
patterns for all radiating elements were not id&ttiand the input-output characteristics
for the amplifiers used in all 5 spatial channetsavalso not identical. As seen in Fig.
7-17, the output of one amplifier was clearly beltve other channels. This was
compensated for by adjusting the amplitude andegbésall channels at the input to the
antenna feed. The antenna feed was also constrotteables of similar design and
length. However, the outputs of the channels diitl dver time due to typical oscillator
and component stability, and care was needed tp Remasurement times down or to
periodically re-calibrate the channels periodically
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Fig. 7-17: Input-output characteristics for thepdifrers of all spatial channels
7.5.3 Receive Channels

The two receiver boards were constructed of simdamponents with typical

manufacturing tolerance values, and the receiven® walibrated to a particular local
oscillator input level. However, in practice age LO was input simultaneously to
both receive channels, so that neither channel op@sating precisely at the design

input level. However, the input levels were witldpproximately 1 dB of the design
level.

Care was also taken to ensure that the cablestiierantenna to the receiver for each
channel were of similar electrical length. Theagabver a length of cable is:

206



t = — (7-8)

where: | = length of cable

o
I

speed of propagation in free space

p = propagation factor

The propagation factor varies according to dieleatonstant of the material of the
cable, and is typically 0.66 for RG-214 coax ofymthylene dielectric. The delay over
a 60 m length of cable is therefore approximatddg 8s. This delay does not have
much of an impact for smallf. For example, whenf = 100 Hz, the period of the
waveform is 1/f = 10 ms, and the delay due to the cable is abd03% of the
waveform period. However, for the range variagxperiments, wheref = 2.5 MHz,

the delay through the cable is nearly equal toxteeform period.

The lengths of cables from the antennas to thevwercehannels were assembled from
on-hand sections of stock components, and so tirerefere not identical between
channels. However, each section of cable was medswmith a network analyzer to
ensure that the cables on each receive channeloismailar electrical length, to within

a few nanoseconds.

7.5.4 Processing

The data received by each channel were noisy signatulated at a high frequency.
Therefore, the signals were processed through angmeawerage window in order to
estimate the location of the peak of each receivancel and the delay between
channels. Slight variations of these estimatecrpaters were observed for different

numbers of samples used in the filtering process.
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7.5.5 Impact of Errors

The measurement and processing variations desciibtds section introduced some
variation in the experimental results, but ovetia sources of error did not affect the
outcome of the experiments. The measured datee@dgrell with theoretical and
simulated predictions.

7.6 Review of Assumptions

Several key assumptions were made during the thea@lredevelopment of the
frequency diverse array, and it is worthwhile toale these assumptions and discuss
their implications.

7.6.1 Attenuation of the Signal

In (4-53) it was assumed that the attenuation emrst, was zero. Also, in the plotting

of (4-68), the decay of the electric field with genwas ignored in order to emphasize
the periodicity of the frequency diverse array @attin range, angle, and time. In
practice, the field will not propagate unabated, e power in the transmitted signal
will fall-off with range according to the inversguare law, and atmospheric effects will

result in additional losses.

7.6.2 Uniform Weighting
In the development of (4-68), it was assumed that weightings on all radiating
elements were the same. This allowed the magnitfdéhe electric field to be

computed in a simple closed form manner, resultingsinc function. In general, this

is not required, and the electric field can be coteg by brute force, or in some cases
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also by closed form solution. The effect of nonfarm weighting would be similar to
that for the conventional array, where the beanpasha altered to result in lower

sidelobes, a broader mainbeam, and a loss in gain.

7.6.3 Element Patterns

The element patterns for all radiating sources wassumed to be identical in the
summation of (4-54). In addition, the patternspeledence on frequency was ignored.
In practice, there will be some variation in thgsatterns due to manufacturing
tolerances. Were the actual element patterns knohway could have been used to
compute the electric field in a brute force mannidowever, the effect of non-identical
elements was reduced to some extent by the condrinat multiple elements into a
single spatial channel. This can be seen by theb&baved pattern of Fig. 6-2. Also,
the array column patterns and the element patterthé centre element were measured
over a frequency extent of 50 MHz. While the gaamied over that frequency extent by
a couple of dB, the shape of the pattern in angte bt change appreciably, as

illustrated in Fig. 7-18 for the centre column.
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Fig. 7-18: Pattern of the centre column over 502MH

7.6.4 f,>>nDf.

This is a fundamental assumption of the frequencyerde array. A common
engineering rule of thumb is that this comparis@eration implies two orders of
magnitude difference in the quantities being comparFor a carrier frequency of 3.1

GHz and 5 spatial channels, this implies thiatcan be no more than about 6 MHz.

210



7.6.5 R,>>ndsing andt >>M.

c

These two conditions imply the same constrainthwit Ry/c. The conditions imply
that the range to a point in space must be muchtgrehan the projected aperture
length. This is generally true for points in tlae-field of a typical array. However, this
condition may not be true for widely spaced elemanich as distributed systems with a

wide baseline or for networked transmission systems
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

This thesis describes a novel contribution fordesign and control of antenna radiation
patterns. This work is separate and distinct fppavious contributions in this area, and
has resulted in the award of two U.S. patents arel additional patent pending. In
addition, the work performed under this researdgmmme has generated significant
interest within the radar community. The thessealoped the theory of the frequency
diverse array, predicted its performance througmukation, and validated the

theoretical and predicted performance through enxprtal measurements.

The frequency diverse array concept provides nemedsions of design freedom for
beam forming and control. The approach consideesjoint design of signals and
antenna configuration to achieve unique beamfornuhgracteristics. In the basic
concept, a small incremental frequency shift islieadpacross spatial channels. This

results in a radiation pattern that varies in awgltd range. Moreover, the beam scans
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in time without mechanical rotation or electronicage shifters. This feature of the

frequency diverse array pattern may result in &rdéble scan option.

Another potential application for the frequencyetse array beam pattern is multipath
mitigation. In addition to the direct path betwe#me transmitter and receiver
(communications) or transmitter-target-received#ér, transmitted signals often reflect
off of natural and manmade objects, resulting idigpersive received signal. The
various signal components arrive from differentges and angles, and it may be
possible to suppress the unwanted reflections gir@shaping of the beam pattern in

range, angle, and time.

In large wideband arrays, the frequency diversayamrroncept may serve as an
alternative to hardware-based true time delay tecies to compensate for pulse
distortion effects of beam scan with frequency. alisimilar manner, the frequency
diverse array may have application to sonar, whbee speed of propagation of

transmitted signals results in a relatively widebaaondition.
8.2 Extensions of the Work
This thesis discussed only the basic implementatibthe frequency diverse array,
which concerned continuous wave signals radiatexin frequally spaced identical
elements. This concept can be extended to non-choomatic waveforms.

8.2.1 Linear Frequency Modulation
In a linear frequency modulation (LFM) implememdat the frequency of each
waveform varies linearly over the duration of ageul The transmitted waveform for

each channel is identical, except for an elememi¢ment offset in the modulation
starting frequency. Since the frequency offsesnsall compared to the modulation

213



bandwidth, there is considerable overlap in thgueancies used for all elements. In the
narrowband case, the modulation bandwidth of eagimakis on the order of tens of
megahertz for typical radar frequencies, whichuffigent to support moving target

indication (MTI) applications.

Fig. 8-1 illustrates modulation across spatial cieds for an LFM implementation of a
frequency diverse array. Signals received fronspditial channels are processed as in a
conventional MTI application, and the frequencyseff between channels provides

range-dependent beamforming for flexible scannimgfar multipath mitigation.

Fig. 8-1: LFM implementation of a frequency diserarray

A potential further extension may be implementedutiizing contiguous and non-
overlapping spectra on adjacent channels, as showig. 8-2. Using the contiguous
bandwidth implementation, it may be possible to starct very large bandwidth
signals, with each element radiating a non-overtgppegment of the entire frequency

extent. Since all channels receive signals of daetuency, it may be possible to
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construct N wideband receive signals of bandwid®, Mhere N is the number of

spatial channels and B is the bandwidth of eachméla

Fig. 8-2: Contiguous bandwidth implementation

8.2.2 Synthetic Aperture Radar

If each individual channel radiates a sufficientde-bandwidth signal, each spatial
channel can act as a synthetic aperture radar (SAR)architecture can therefore be
proposed where the frequency diverse array sergesN aSAR radars operating
independently. Because the frequencies are norlagypeng, such an implementation
has the potential to overcome the fundamental ditiaibh of SAR, which is that small
apertures are required for long coherent integnatimmes and fine cross-range

resolution, but which results in low gain on target
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In a typical SAR application, each element radiaesgnal with a bandwidth on the
order of hundreds of megahertz. This providesigafit bandwidth for adequate range
resolution for imaging purposes. At the same tithe,cumulative bandwidth resulting
from N elements (apertures) operating with non-laygring frequencies provides much
greater overall bandwidth for extremely high resolu SAR. The frequency diverse
array implementation of SAR has the potential tacpl high gain on target while
enabling a multitude of spotlight SARs to operateuttaneously, effectively resulting

in stripmap and spotlight SAR modes at the same.tim

8.2.3 Code Diversity

Besides linear frequency modulation, chirp divgrdit04] may also be desired to
manipulate the ambiguity diagram for rejection afterference or for target
enhancement. Chirp diversity can easily be impldewnvithin the framework of the
generalized frequency diverse array. An example afetransmit signals for each

channel is illustrated in Fig. 8-3.

Up- and down-chirp LFM signals provide some degoéeorthogonality, but more

elaborate coding schemes provide true orthogonalitgy may be required for some
waveform diversity applications. Fig. 8-4 shows guiial implementations of the
frequency diverse array using random phase codedfaans. Using advanced coding
schemes, it may be possible to construct modeshwianable ground moving target

indication and synthetic aperture radar at the same

By exploiting multiple degrees of freedom, incluglispace, time, frequency, and
modulation, and by partitioning and combining theltrdimensional space, it may be
possible to construct waveforms which can suppaitipte missions at the same time.
Potentially, traditional conflicts in timing and dra pointing for waveforms of different

mission types can be avoided by parallel processindata from multiple apertures
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simultaneously, combined with range-dependent beamifg. Sophisticated code
manipulation may also permit pulse-to-pulse phaselutation for ambiguity control

and embedded communications. Fig. 8-5 illustréitestransmission and sorting of
signals in multiple dimensions. The signals cateptally be sorted and processed for

simultaneous synthetic aperture radar and groundngaarget indication.

Fig. 8-3: Alternative implementations of the fregay diverse array

Fig. 8-4: Random phase coded waveform implememtdtir orthogonal signals
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A
Fig. 8-5: Transmission and sorting of signalsdionultaneous SAR and GMTI
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8.3  Suggestions for Further Research

The basic implementation of the frequency diversayawas developed using the
monochromatic assumption and equally spaced elemeXd described in the previous
section, many more fertile areas for exploratianam. In particular, the following is a

partial list of additional promising research tapic

8.3.1 Amplitude Weighting
This research was primarily conducted utilizing aifarmly illuminated array.
However, a weighted array was also constructedguSichelkunoff polynomials in

order to demonstrate a frequency diverse arragréifice pattern.

Consider the N-element array of Figure 8-6. SintibaSection 3.1 the electric field for

the conventional array can be written as:

Figure 8-6: Weighted array
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E = E, e acel

n ’
n=0

where: J = %dsinq.

Ignoring the carrier and letting

Equation (8-1) can be written as a polynomial:

N-1

E(z) = a,+az+a,z’+ +a,,z"", and
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To place a single null at= 0, let , = 0 for allz,:
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z, = 2g,) = e = e =

n

For a 5-element array, the resulting polynomial is:

E(z) (z- 2)*

= 1- 4z+627% - 472 + 7*.

The weights to produce this difference patterntiaeeefore:
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a = 1 (8-9)

a = -4 (8-10)
a — 6 (8-11)
a - 4 (8-12)
a = 1. (8-13)

A similar construction can be made for the frequyetiverse array with

E et EO eJ(WOt - I(ORO) an e' n ¢ , (8_14)
n=0

/¢ = Dm+k,dsing - DkR, + Dkdsing, and (8-15)

z = eV’ (8-16)

The weights of (8-9) through (8-13) were appliedtie frequency diverse array of
Section 6.2.1, with f = 100 Hz, resulting in the close-range waveforrkigire 8-7.
Notice that the difference pattern was producedh whie periodicity of the frequency
diverse array (period = 10 ms).

A difference pattern combined with the auto-scagrproperty of the frequency diverse
array may be a useful feature for the rejectiomaftipath interference, and should be
studied further. Other weightings can also be @gal for spatial and time sidelobe

control of the frequency diverse array pattern.
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Figure 8-7: Close-range time waveform for FDA elifince pattern,f = 100 Hz

8.3.2 Generalized Array Structure

This thesis concentrated on a frequency diversayaunder the monochromatic
assumption with constant frequency offset and eglexhent spacing. A number of
generalizations of this concept are possible andlghalso be explored.

The traditional phased array has no frequency $fafh element-to-element. In this
thesis, a constant frequency offset was appliesvdet elements. However, other
implementations are also possible. The frequerifsetocan be allowed to vary as a
function of time, using both linear and non-linégaquency modulations as shown in
Figure 8-8. A time-varying frequency offset mayther alter the structure of the

frequency diverse array pattern and should be tigasd.
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Figure 8-8: Time-varying frequency offset fBrdlement

Further control over the frequency diverse arraygpa can be achieved through the use
of non-linearly spaced elements. Sammartino andeBEK5] formed a version of the
frequency diverse array called the wavelength arddging non-linearly spaced
elements, the wavelength array provides reduceeérdigmce of range gain on angle

gain, resulting in additional control of the ra@@tpattern.

In general, the basic waveform per element pertimé can be expressed as:

where: A = Amplitude modulation function
7 = Phase modulation function
fi = Frequency modulation function
i = Element number

] = Pulse number.
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The amplitude, phase, and frequency modulationtiome can be combined to obtain:
s = Mye™, (8-18)

where M; is the space-time modulation matrix. In geneid), is a function of

amplitude, frequency, phase, time, and polarization

The modulation in space (element) is conventionallphase progression for beam
steering. In time the modulation is typically LFidtra-pulse and phase modulation
pulse-to-pulse. However, in general the modulatr@y be more flexible. Recall that

(8-18) represents the basic waveform, or transomsship, at each element per unit
time. These can be constructed as elemental basetsons which can be summed and
processed in various combinations as describecaticdh 8.2 such that the space-time
waveform has a particular property. It may noteeessary for the bases functions to

form a complete orthonormal set.

Channels with small frequency offset, highly ovppad spectra, moderate bandwidth,
and linear frequency modulation chips may suppooving target indication with
frequency diverse array characteristics, such de-szanning and range-dependent
beamforming. Pseudo random and orthogonal codgsemable a more generalized
frequency diverse array architecture, enabling Eaneous multi-mission operation

such as radar and communications or SAR simultaedth GMTI.

Figure 8-9 illustrates potential transmission seges for both conventional and
frequency diverse array MTI and SAR functions. MEQuires relatively narrow
bandwidth, while the SAR function requires muchagee bandwidth for improved
range resolution. The performance of MTI and SARaafunction of bandwidth is

illustrated graphically in Figure 8-10. SAR perfance improves with bandwidth,
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while MTI performance degrades due to range andpl@opvalk and super-resolution

of targets.

Figure 8-9: Transmission sequences for converntamé FDA MTI and SAR
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Figure 8-10: SAR and MTI performance as a functbbandwidth per element

Figure 8-11 illustrates a scheme to utilize botimetisequenced and simultaneous
transmissions. The figure shows frequency as etifum of time for two elements. For
a portion of the transmission sequence both eleggneadiate simultaneously. This

overlap produces a phased array effect.
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Figure 8-11: Overlapping transmissions produciathlsequential and simultaneous

modulation

A generalized frequency diverse array architectpagticularly for simultaneous multi-
mission, multi-mode operation, will require schentesselect transmission chips and
sort and process signals, both jointly and seplgrat&€he selection of the space-time
modulation matrix must ensure stable beams in #wkation pattern. This is an
exciting area for further investigation. Transnuossselection schemes may include
closed form algorithms, enumeration, or approacheh as genetic algorithms. The
space-time transmission sequence should be inaéstigas a synthesis problem.
Techniques for processing the complex transmitteavefiorms should also be
investigated. Interpolation, extrapolation, amdsp stitching techniques can be applied
to contend with operation in a dense electromagrestvironment and electromagnetic
interference. Pulse stitching and signal extrajpmiaare illustrated in Figures 8-12 and
8-13 respectively. Note that the basic frequenmierde array concept is a sparse
frequency, thinned spectrum approach as depictédgure 4-5. Further work is also

required in the development of optimal receivers tftese transmission sequences.
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Note that the configuration of the optimal receiwgy vary as function of location due
to properties of the frequency diverse array. T©eaeralized architecture will also
enable the use of space-time adaptive processoimitpies to suppress interference

and enhance target responses.

Figure 8-12: Pulse stitching

Figure 8-13: Extrapolation of transmitted signals
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