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   Abstract 
 

 

This thesis presents a novel concept for focusing an antenna beam pattern as a function 

of range, time, and angle.  In conventional phased arrays, beam steering is achieved by 

applying a linear phase progression across the aperture.  This thesis shows that by 

applying an additional linear frequency shift across the elements, a new term is 

generated which results in a scan angle that varies with range in the far-field.  

Moreover, the antenna pattern is shown to scan in range and angle as a function of time.  

These properties result in more flexible beam scan options for phased array antennas 

than traditional phase shifter implementations.  The thesis subsequently goes on to 

investigate this phenomenon via full scale experimentation, and explores a number of 

aspects of applying frequency diversity spatially across array antennas.  This new form 

of frequency diverse array may have applications to multipath mitigation, where a radio 

signal takes two or more routes between the transmitter and receiver due to scattering 

from natural and man-made objects.  Since the interfering signals arrive from more than 

one direction, the range-dependent and auto-scanning properties of the frequency 

diverse array beam may be useful to isolate and suppress the interference.  The 

frequency diverse array may also have applications to wideband array steering, in lieu 

of true time delay solutions which are often used to compensate for linear phase 

progression with frequency across an array, and to sonar, where the speed of 

propagation results in large percentage bandwidth, creating similar wideband array 

effects.  The frequency diverse array is also a stepping stone to more sophisticated joint 

antenna and waveform design for the creation of new radar modes, such as simultaneous 

multi-mode operation, for example, enabling joint synthetic aperture radar and ground 

moving target indication. 
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Novel Research Contributions 
 

 

The novel research contributions of this work are: 

 

1. The development of an array antenna with a beam that focuses in different 

directions as a function of range. [See Section 4.1] 

2. The development of an array antenna that scans in range as a function of time 

[See Section 4.4] 

3. The development of an array antenna with an auto-scanning property; that is, the 

antenna scans in angle as a function of time without mechanical steering or 

electronic phase shifters [See Section 4.4] 

4. The development of new approaches for the simultaneous transmission and 

reception of spatial-temporal signals for target detection and imaging at the 

same time. [See Section 8.2] 
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Chapter 1 
 

 

Introduction 
 
 

1.1 Background 

 

In this thesis a novel concept using frequency diversity, specifically in an array antenna, 

is explored.  This has been done both mathematically and experimentally.  It is 

demonstrated that this offers a new dimension of design freedom that results in novel 

beam formation and control. 

 

This research evolved out of a study exploring waveform diversity to support 

simultaneous synthetic aperture radar and moving target indication.  Traditional 

waveform design techniques focus on single-mode waveforms.  Even for modern multi-

mode radars, waveforms are typically designed separately for each mode, and 

waveforms for different missions are transmitted sequentially, or perhaps interleaved in 

time.  However, new digital programmable waveform generators permit much greater 

flexibility in waveform synthesis.  Moreover, different signals can be radiated from 

different portions of the antenna, providing spatial diversity as well.  In this manner, a 

full spectrum of dimensionality can be exploited (space, time, frequency, code, and 

polarization) in order to construct new radar modes. 
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A first step in this new approach to joint aperture-waveform design is the frequency 

diverse array.  In its simplest configuration, a simple continuous wave signal is radiated 

from each spatial channel.  A small (few Hertz) frequency shift is applied from channel-

to-channel.  This small frequency shift results in a beam pattern for which the beam 

focus direction changes as a function of range, angle, and time.  This is significantly 

different than the conventional phased array, where the beam pointing direction is 

independent of range and time in the far-field. 

 

 

Fig. 1-1:  Concept of frequency diverse array 
 
 

The frequency diverse array is also significantly different than multiple input-multiple 

output (MIMO) schemes.  MIMO has long been in use for communications 

applications, where multiple channels provide multiple independent paths to reduce 

fading due (primarily) to multipath [1] – [9].  MIMO has more recently been applied to 

radar [10] – [13].  The first MIMO radar concepts, similar to communications 

applications, proposed multiple independent paths to reduce fading due to target radar 

cross section fluctuations.  Such statistical MIMO schemes were typically considered 

for distributed sensor geometries.  More recent developments have considered coherent 
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MIMO approaches for closely spaced spatial channels.  These approaches generally use 

large frequency separations between spatial channels, resulting in no significant spectral 

overlap of the signals across spatial channels.  Spatial channel separation distances are 

also much larger than in the frequency diverse array.  By contrast, the frequency diverse 

array utilizes very small changes in frequencies between channels resulting in 

significant signal overlap.  Moreover, the frequency diverse array results in very 

different beam properties than MIMO in range, angle, and time.  These new beam 

properties result in new capabilities, such as range-dependent beamforming and auto-

scanning in angle without the need for phase shifters or mechanical beam steering. 

 

1.2 Research Aims 

 

The principal aims of this research programme are as follows: 

 

 To explore frequency diverse spatial arrays.  This includes: 

1.  Development of frequency diverse array theory and signal processing 

algorithms 

2. Conduct of experiments investigating the impact of varying frequency shift on 

antenna pattern as functions of range, angle, and time 

3. Understand and describe beam forming and radiation control using frequency 

diverse arrays. 

 

1.3 Motivation 

 

In part, this work is motivated by curiosity to examine the properties of array antennas 

that use frequency diversity in a spatial sense.  This is a new design freedom hitherto 

unexplored.  Frequency diversity and its benefits when applied temporally have been 

the subject of much research.  However, the benefits of frequency diversity applied 

spatially are unknown.  An antenna pattern which changes direction of focus with range 
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can provide more flexible beam scan options for a phased array radar.  Since the 

direction and amount of focus can be determined analytically, multiple targets at 

different angles can be illuminated simultaneously.  In addition, the time variation of the 

pattern with range and angle results in an auto-scanning capability without the 

introduction of phase shifters. 

 

Another potential application for the range-dependent beam pattern is multipath 

mitigation.  Multipath is caused when signals are reflected off of nearby scatterers and 

are summed in the receiver, causing dispersion or time-spreading of the received signal.  

Multipath occurs because the signals reflected from scatterers at different ranges have 

varying round-trip delays.  The signals add coherently in the receiver, producing a 

resultant sum signal which has a longer duration than the direct path signal alone.  By 

applying an antenna pattern which focuses in different directions as a function of range, 

the phase coherency of the multipath components can be disturbed, such that the 

resultant sum is less dispersive. 

 

Other potential applications include a method for true time delay for wideband radio-

frequency arrays and also for sonar. 

 

Beyond the basic range-dependent beamforming described in this thesis, more 

sophisticated adaptive transmit waveforms may enable the development of modes that 

support SAR and MTI at the same time through a single aperture.  Traditional 

approaches to achieving “simultaneous” SAR and MTI include interleaving of SAR and 

MTI functions on a dwell-to-dwell or sortie-to-sortie basis.  This approach is limited 

due to conflicting requirements on waveform parameters (bandwidth) and timing (dwell 

time) parameters.  Alternatively, simultaneous SAR/MTI has been implemented via 

image change detection schemes.   
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1.4 Layout of the Thesis 

 

The Literature Review discusses research on array antennas in general, including phase 

and frequency scanned arrays and multiple input – multiple output concepts.  This is 

followed by a review of array antenna fundamentals in Chapter 3.  Chapter 4 describes 

the principles of a frequency diverse array in detail.  Chapter 5 presents the results of 

simulations of the frequency diverse array, and Chapter 6 describes experimental 

measurements taken to verify the simulations.  An analysis of the simulated and 

measured results is presented in Chapter 7, and summary of the results, conclusions of 

the research, and areas of potential future work are finally presented in Chapter 8. 
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Chapter 2 
 

 

Context of the Work 
 

 

2.1 Literature Review 

 

This section provides a critical review of the prior art in the joint design of waveforms 

and multi-channel array antennas.  It is not intended to cite all work performed in the 

related areas, but the important accomplishments relevant to the development of the 

frequency diverse array are summarized.  Prior work in the development of phased array 

antennas, waveform diversity, and multiple input – multiple output systems is of 

particular interest. 

 

The review begins with a history of the phased array antenna.  The phased array was 

fundamentally derived from the interferometer, which was first introduced in the 1800s.  

A key feature of the phased array antenna is the ability to scan the antenna beam 

electronically, without mechanical rotation.  Traditionally, electronic beam steering has 

been achieved through both phase and frequency scanned arrays.  In frequency scanned 

arrays, beam steering is achieved by the variation of frequency as a function of time, 

and the same signal is applied simultaneously to all spatial channels.  In the frequency 
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diverse array, separate signals of different frequencies are fed simultaneously across 

spatial channels. 

 

The review then considers developments in waveform diversity.  Early work in the co-

design of waveforms and antennas together is recognized, as well as recent work in the 

simultaneous transmission of different signals from different spatial channels.  Key 

among this work is the design of multiple input – multiple output (MIMO) systems.  It 

is shown that the purposes and implementations of MIMO systems are different from 

the frequency diverse array.  While MIMO aims to provide widely separated signals 

across multiple independent paths to reduce the effects of fading, the frequency diverse 

array transmits highly overlapping signals closely spaced in frequency to provide new 

modes for radar and communication. 

 

2.1.1. Array Antennas 

 

A phased array is an antenna composed of individual antennas, or radiating/receiving 

elements.  The elements are arranged and excited in such a way so that the sum of the 

radiated fields from all elements adds constructively in the direction of interest.  The 

resultant antenna beam can be steered electronically by altering the excitation across the 

elements, as shown in Fig. 3-3. Unlike conventional mechanically scanned antennas, 

phased arrays offer the advantages of rapid and flexible scan without moving parts, and 

the ability to form multiple beams simultaneously. 

 

Phased arrays for radio frequencies have existed for over 100 years.  Bondyopadhyay 

[14] documents that the first application of an array antenna was by Guglielmo Marconi 

in 19011.  Skolnik claims that perhaps the first application of phased array technology to 

                                                 
 
 
1   Sir John Ambrose Fleming, the first Chair of the University College London Department of Electrical 
Engineering, served as Scientific Advisor to the Marconi Company [15] 
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radar was the FH MUSA, also called the Mark 8, an azimuth scanning array for naval 

fire control systems [16].  Skolnik has also reported that phased arrays were widely used 

by the United States, Great Britain, and Germany during World War II [17].  Besides 

the Mark 8, the United States employed the AP/APQ-7 navigation and bombing radar.  

Britain employed phased arrays in height finding radars, while Germany employed a 

number of phased arrays, including the MAMMUT radar.  Australia had an 

experimental phased array radar for shore defence as early as 1940 [18]. 

 

Over time, the enabling technologies of the phased array have improved.  Fixed beam 

implementations have evolved into electronically scanned arrays.  Mechanical phase 

shifters have been replaced by electronic devices, vacuum tubes have given way to solid 

state transmitters, and radiating elements have migrated to printed circuit board 

implementations.  However, the underlying theory of the phased array has changed little 

since Marconi’s famous transatlantic wireless communications experiment. 

 

The phased array is fundamentally built upon the principle of the interferometer [19], 

where the interference pattern from two signals is used to derive information about 

phase, frequency, time delay, and direction of arrival.  The interferometer represents the 

first attempt to exploit spatial diversity for the forming and analysis of signals.  

Interferometry was being used for optics applications long before phased arrays were 

applied to radar.  Pauls [20] recalls the early work of Fizeau (1867) and Michelson 

(1890) in optical interferometry for the measurement of astronomical objects.  In that 

work, the diameter of natural satellites was able to be measured by examining the 

interference patterns caused by light sources observed through two small apertures.  In 

the early 1940s, the principle of the optical interferometer was extended to radio 

interferometry by British and Australian researchers [21]-[22].  Interferometry for radar 

has more commonly been applied to synthetic aperture radar.  Graham [23] was the first 

to suggest synthetic interferometry for topographic mapping.  This first interferometric 

SAR was an analogue system that produced topographic images by projecting 

interference patterns directly on film from cathode ray tube devices [23, 24].  Rodriguez 
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and Martin [25] wrote a seminal paper describing the theory and design of 

interferometric synthetic aperture radars in 1992. For earth observation applications, 

Rosen [26] reports that repeat-pass interferometric synthetic aperture radar (InSAR) has 

been used to obtain sub-wavelength resolution imaging beginning with SeaSAT 

(launched in 1978), and continuing through ERS-1, ERS-2, JERS-I, RadarSAT-1, and 

ENVISAT.  The migration of interferometric SAR techniques from space-based 

platforms to higher resolution aircraft created additional difficulties, primarily due to 

variations of the platform flight path from straight and level flight.  Two-pass 

techniques presented further challenges due to the likelihood that the two flight paths 

would not be identical. Griffiths et al. examined a two-aperture interferometric approach 

to mitigate the difficulties of two-pass airborne interferometric SAR [27].  

 

Antonik et al. [28] found novel uses for the interferometer in radar applications for 

embedded communications as well as the denial of bistatic hosting.  The unique 

contribution of this work was that the interferometer and a main array were designed 

jointly with the applied signals to achieve a new capability.  Griffiths et al. [29], [30] 

extended that work, including a Butler matrix implementation.   

 

Beam steering in a phased array is typically achieved by applying a linear phase shift 

across the face of the aperture [31].  As the frequency of the radiated signal varies, the 

electrical spacing between elements also varies, causing the phase progression across 

the aperture to change.  This causes the antenna beam to scan as frequency varies, which 

limits the effective bandwidth of the array [32].  The aperture scanning effect can be 

mitigated through the use of true time delay [32]-[35].  In true time delay, the time of 

propagation for the paths of all radiating elements is made to be equal, causing all 

signals to add in phase for every frequency component in the waveform.  However, this 

is costly to implement at the element level, so that true time delay is usually 

implemented on a subarray basis [32], [34], [36]. However, more recent advances in 

direct digital synthesis of the local oscillator at each element make true time delay at the 

element level more practical.  In addition, direct digital synthesis at the element level 
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enables the concept of the frequency diverse array.  This may allow the compensation of 

frequency scan by the deliberate and progressive change in frequency between 

elements. 

 

2.1.2. Frequency Scanned Arrays 

 

In some cases, designers purposely exploit the change in phase progression as frequency 

varies.  This is the basis of the frequency scanned array [37].  Skolnik claims that 

frequency scanning was the first form of electronic steering to be employed in 

operational radars [17], and that frequency scanning has “probably seen more 

application than any other electronic scanning method” [16].  Early radars in the United 

States, including the AN/SPS-39, -48, and -52 were all frequency scanned in elevation, 

with mechanical rotation providing scan in azimuth.  The AN/SPS-39 was a parabolic 

reflector fed by a linear array, the elements of which were fed in series from a folded 

delay line, known as a serpentine feed.  A change in frequency resulted in different 

electrical lengths to each element, changing the phasing to each radiator.   

 

Stevenson [38] described the theory of a slotted waveguide in 1948, and Spradley [39] 

built a two-dimensional scanning array using slotted waveguides in 1958.  The array 

provided independent phase control at every element to allow electronic phase scanning 

in the H-plane.  The array was also fed by a frequency-sensitive serpentine feed to 

permit frequency scanning in the E-plane.   Spradley’s experiments motivated Ishimaru 

and Tuan [40] to develop a general theory of frequency scanned arrays.  The first 

operational planar phased arrays were the AN/SPS-32 and AN/SPS-33 [17].  

Development on these systems began in 1956 and 1958, respectively.   

 

Milne [41] discussed and implemented a combination of pulse compression with 

frequency scanning for three-dimensional radars.  In typical serpentine-fed frequency 

scanned arrays, the signal pulse length should be much greater than the feed delay in 

order to prevent a smeared beam and a consequent loss of gain.  This limits the use of 
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very wideband signals in frequency scanned arrays.  Milne devised an approach to 

transmit a wideband frequency modulated signal through a floodlight illuminator.  

Wideband pulse compression was then applied, with the antenna sidelobes serving as a 

weighting filter for range sidelobe suppression.  This work demonstrates the importance 

of designing the antenna and waveform jointly. 

 

A key feature of frequency scanned arrays is that frequency is varied as a function of 

time to achieve beam steering.  By contrast, the frequency diverse array developed in 

this thesis applies different frequency components simultaneously, with the different 

constituent frequencies applied to different spatial channels of the array. 

 

2.1.3. Waveform Diversity 

 

For many years, conventional radars transmitted and received the same waveform, and 

processed that waveform identically on every pulse or burst within a coherent 

processing interval.  Constant false alarm rate processing [42] was introduced in the late 

1950s [43], and adaptive arrays appeared in the 1960s and 1970s [44], [45].  For the 

first time, the processing of received signals changed depending on the environment.  

However, even these early realizations of adaptivity were in reality implementations of 

deterministic algorithms.   

 

More recently, knowledge-based radar signal and data processing has been developed.  

Knowledge-based processing takes advantage of known information about the target 

scene and interference environment, and alters algorithms, data, and parameters based 

on this information.  For example, space-time adaptive processing requires the selection 

and use of secondary data to form an estimate of the interference in the cell being 

examined.  Typically, these secondary cells are selected symmetrically from ranges 

about the cell under test.  This assumes, however, that the neighbouring range cells are 

statistically similar to the cell of interest.  Specifically, the secondary cells are usually 

assumed to be independent and identically distributed.  If the neighbouring cells do not 
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resemble the cell under test for the null hypothesis, adaptive processing performance 

will suffer.  Using multi-scan radar measurements, map data, known radar location, 

antenna pointing direction, and other sources of information, a knowledge-based system 

can recognize cells that are more likely to be representative, and use those cells in 

adaptive processing to improve performance [46], [47].  In addition to filtering (space-

time adaptive processing or STAP), knowledge-based processing has also been shown 

to improve the detection and tracking stages of a radar processor [48] - [50]. 

 

STAP and knowledge-based processing provided adaptivity on the receive portion of 

the radar system.  Recent work has extended adaptivity to the transmitted waveform as 

well.  With waveform diversity, the transmitted signal changes to better match the target 

and interference environment. 

 

Prior to the 1990s, waveform diversity did not exist as a separate research area, but 

instead activities occurred as a part of a variety of other efforts.  Interest in high power 

microwave effects accelerated interest in waveform manipulation during the 1950s.   

 

In 1953, Dicke [51] became the first to suggest the use of linear frequency modulation 

(LFM) to achieve pulse compression.  In LFM, the carrier frequency of a pulse is 

changed linearly with time over the duration of the pulse.  A matched filter on receive 

results in an effective pulse length less than the transmitted pulse, thereby achieving 

improved range resolution while radiating energy corresponding to the longer 

transmitted pulse.  The 1960s then saw an explosion of interest in waveform design for 

clutter rejection, electromagnetic compatibility, and spread spectrum techniques for 

communication and radar.  A number of people began to investigate optimum transmit 

waveforms in the presence of clutter [52]-[60]. 

 

Ultra-wideband (UWB) techniques and impulse radar were also pursued, due to the high 

range resolution they offered.  Fig. 2-1 shows the impulse response of a B-57 aircraft, 

measured on August 17, 1970 [61].  This was an early example of matching the 
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transmitted radar waveform to the intended target.  Other early work in this area is 

described in [62]-[64]. 

 
 
 
 
 

Figure removed from online version 
 
 
 
 

 

Fig. 2-1:  Impulse response of a B-57 aircraft (August 17, 1970) 

 

Also during this period, temporal-spatial compression [65] was demonstrated using 

various antenna designs.  This technique took advantage of the dispersion in an antenna 

system, using it as a pulse compression network to maximize signal parameters.   Fig. 2-

2 shows the transmitting transfer function achieved with a 100 picosecond pulse 

excitation, demonstrating temporal-spatial compression using a log-periodic antenna.  

Temporal-spatial compression was also demonstrated using a pair of co-planar log-

periodic antennas, as well as 20 foot TEM horns. The major breakthrough of this work, 

just being fully realized now, is that the antenna system and transmitted and received 

waveforms should be designed jointly for maximum effect.  Recall that Milne [41] 

utilized an antenna pattern to suppress the range sidelobes of a compressed pulse, 

suggesting a similar conclusion.   

 

 

 

Figure removed from online version 

 

 

Fig. 2-2:  Temporal-spatial compression with a log periodic antenna, Model APN-502A 
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The use of diversity expanded further with the exploitation of polarisation modulation.  

Van Etten [66] extended the linear frequency modulation concept by simultaneously 

transmitting orthogonal polarisations, with the frequency difference between channels 

varying over time, as illustrated in Fig. 2-3.  This technique induced a polarization 

rotation over the duration of the transmitted pulse.  The same effect can be 

accomplished on a pulse-to-pulse basis in order to increase signal-to-noise ratio. 

 

 

Fig. 2-3:  Polarisation rotation.  In the quasi-stationary condition, a polarisation rotation 

    is induced over the duration of the transmitted pulse. 

 

Interest in UWB applications also continued, along with polarization diversity, leading 

Wicks to develop an orthogonally polarized quadraphase electromagnetic radiator [67] 

for wideband applications.  This design presented a nearly dispersionless, dual 

orthogonally-polarized antenna with 100:1 bandwidth.  At about the same time, “clutter 

shredding” was demonstrated to suppress interference and resolve closely spaced 

targets.  Clutter shredding resolves individual scatterers on a distributed object, 

providing noise-limited regions suitable for detection processing of objects of interest.  

Fig. 2-4 shows improved measured resolution with bandwidth utilizing widely spaced 

aperture elements in a sparse array.  The detected objects in this result were 8 foot long, 

half-inch copper water pipes, separated by a distance of 2 inches in range and 12 inches 

in cross-range at a range of 2 miles.  Just as previous works showed the importance of 



 36 

joint design of signals and antennas, the clutter shredding work combined ultra-

wideband waveforms with sparse aperture techniques, but also introduced the 

importance of joint signal processing design. 

 

 

Fig. 2-4:  Clutter shredding for suppression of interference and resolution of closely  

    spaced targets. 

 

Interest in wireless communications increased rapidly in the 1990s, and waveform 

diversity began to emerge as a distinct technology.  Waveform diversity techniques 

were exploited to provide multiple independent channels for message signals in order to 

increase redundancy and reduce bit error rates.  Wireless systems utilized diversity in 

time, space, frequency, and polarization.  Besides communications, renewed interest 

was shown in optimal waveforms for radar applications.  Guerci and others [68]-[71] 

investigated the joint design of transmit and receive reference waveforms in the 

presence of targets and interference.  Building on previous waveform design and 

knowledge-based activities, a fully adaptive radar is now possible, where the radiated 

waveforms and the processing of those waveforms vary, and are mathematically 

optimized, dynamically in response to the environment. 
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Returning to the concept of joint design of antenna and waveform systems, distributed 

apertures began to be considered as a generalization of classically designed multi-static 

radar system concepts.  Distributed apertures are currently being investigated for their 

fine angular resolution, with orthogonal waveforms and frequency diversity applied for 

the suppression of grating lobes [72], [73].  Such systems are being proposed for 

precision engagement, as well as for ground moving target indication applications.  

Distributed apertures combined with waveform diversity can produce fine angular 

resolution while suppressing grating lobes.  At the same time, others are extending 

traditional multiple-input multiple-output techniques with frequency diversity for radar 

applications [74], [75]. Also, by exploiting spatial diversity in lieu of bandwidth, radio 

frequency tomography is demonstrating improved resolution with spatially distributed 

sensors and ultra-narrow band emissions [76]. 

 

An approach to achieve simultaneous radar and embedded communications was 

developed in the 1990s by Wicks, as reported in [28].  And in 2000, the U.S. Air Force, 

Army, and Navy organized a Tri Service Waveform Diversity Working Group to 

address single-aperture sensors performing other functions, including navigation and 

communications.  This Working Group led to the establishment of an annual 

international conference on waveform diversity and design.  A variety of other efforts 

were also launched, including a U.S. Air Force Office of Scientific Research Multi-

disciplinary University Research Initiative, and demonstrations at the U.S.A.F. Research 

Laboratory Rome Research Site and the Naval Research Laboratory.  In fact, due to the 

new interest in and evolving nature of adaptive transmit technology, the IEEE has 

recently adopted a new standard definition of the term waveform diversity [77]:  

“Adaptivity of the radar waveform to dynamically optimize the radar performance for 

the particular scenario and tasks.  May also exploit adaptivity in other domains, 

including the antenna radiation pattern (both on transmit and receive), time domain, 

frequency domain, coding domain and polarization domain”.  Notice that the IEEE 

definition of waveform diversity explicitly encompasses multiple dimensions, including 
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the spatial (antenna) domain.  This new definition specifically recognizes the 

importance of the joint design of signals and antennas. 

 

It should be noted that many of today’s waveform and spatially diverse capabilities are 

made possible due to the advent of lightweight digital electronics.  Since Gordon E. 

Moore published his famous monograph in 1965 [78], the number of components per 

device, and hence processing power, has doubled roughly every two years.  This review 

of prior work has revealed a number of important contributions to waveform diversity, 

but the early pioneers were limited by vacuum tube semiconductors, mechanical 

switches, hardware signal processors (e.g., surface acoustic wave pulse compression 

devices), and slide rule computers.  The state of technology limited engineers from 

realizing the kernels of waveform diversity imagined at that time.  By contrast, today’s 

technology offers programmable waveform generators, which allow a different 

waveform to be applied to each spatial channel.  Moreover, the individual oscillators 

can be tied together to achieve coherency.  Today it is possible to generate more 

complex waveforms than can currently be analysed.   

 

While the future validity of Moore’s Law has been hotly debated for over a decade [79], 

[80], the near term suggests that further reductions in size and power will be achieved 

through three-dimensional integration of integrated circuits [81].  These reductions in 

size, weight, and power will further enable waveform diversity on a single aperture or 

platform.  In addition, the development of distributed positioning, navigation, and 

timing systems [82], [83] will make waveform diversity possible for distributed multi-

channel systems with waveform diversity technology. 
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2.1.4. Multiple Input – Multiple Output Systems 

 

Kaye and George were the first to devise a multiple input – multiple output scheme for 

communications applications [1]. This 1970 work derived the general form of an 

optimum receiver for multiple channels combined with multiplex transmission of pulse 

amplitude modulated (PAM) signals, utilizing the minimum mean square error criterion.  

In general, the multiple channels were allowed to be randomly time variant. The goal of 

this work was to reduce the effect of signal fading by the introduction of multiple, 

independent paths from the transmitter to the receiver.  The mitigation of fading resulted 

in increased channel capacity and improved bit error rates.  Van Etten [2] extended this 

work in 1975 for the zero-forcing and minimum error probability criteria.  Nearly a 

decade later, Winters [3] - [6] performed a series of investigations to explore optimum 

signal combining for spatial diversity, in order to mitigate both Rayleigh fading and co-

channel interference. 

A series of papers in the 1990s addressed the channel capacity improvements of MIMO 

communication systems.  Foschini introduced the Bell-laboratories Layered Space-Time 

(BLAST) architecture [7], a MIMO structure which transmitted parallel data streams 

simultaneously on the same frequency for multipath mitigation.  Foschini and Gans [8] 

computed the channel capacity of the BLAST architecture in white noise, and Telatar 

[9] also computed channel capacity limits of multi-antenna architectures.  All of the 

above work was performed to investigate or evaluate the transmission of a signal from 

one point to another in the presence of fading or co-channel interference. 

Fishler et al. [10] and Robey et al. [11] were the first to suggest MIMO technology for 

radar applications.  Similar to reducing the effects of fading on a communications 

channel, statistical MIMO was proposed to reduce the effects of target scintillation due 

to radar cross section (RCS) fluctuations of a target.  Fig. 2-5 shows the measured RCS 

of an aircraft target as a function of angle.  It can be clearly seen that small changes in 

angle can result in large changes in the RCS.  Swerling [84] created four classes of 
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fluctuating targets in order to study the probability of detection of complex targets.  The 

first two cases assume a Rayleigh probability density function, implying that the target 

is composed of many independent scatterers of roughly equal size.  The first case 

assumes scan-to-scan fluctuation while the second case assumes a more rapid pulse-to-

pulse fluctuation.  The other two cases assume one dominant scatterer and several 

smaller scatterers, representing scan-to-scan and pulse-to-pulse fluctuations, 

respectively. 

 

 

 

 

 

Figure removed from online version 

 

 

 

 

 

 

Fig. 2-5:  Radar cross section of a B-26 aircraft as a function of angle [85]. 

 

Interest in MIMO radar has exploded since its initial introduction, and several 

conference sessions and at least one book [86] have been devoted to the topic.  Besides 

improved detection performance against fluctuating targets and multipath, MIMO radar 

is said to enable adaptive array techniques for improved resolution and interference 

rejection, and more flexible beam pattern design [12].  More recent work is 

investigating the use of the MIMO construct for bistatic and distributed sensor 

applications [74], [13].  However, MIMO radar is not without its skeptics.  Daum and 

Huang recently presented a lively debate over MIMO radar in [87], challenging among 

other things a loss in signal-to-noise ratio and system cost. 



 41 

 

The original statistical MIMO concepts were developed to provide multiple independent 

signal paths for the reduction of fading.  These approaches utilized widely spaced 

elements, including bistatic and netted sensor configurations, and used large frequency 

separations between spatial channels.  More recent coherent MIMO approaches are 

being considered for more closely spaced elements, but these approaches still tend to 

use relatively large frequency separations between spatial channels, so that there is no 

significant overlap of the spectra of signals between spatial channels.  On the other 

hand, the frequency diverse array utilizes very small changes in frequencies between 

channels, exploiting the principle of stationary phase.  The frequency diverse array also 

provides very different beam properties than MIMO in range, as well as in angle and 

time.  These new beam properties enable new capabilities, such as range-dependent 

beamforming and auto-scanning in angle without the need for phase shifters or 

mechanical beam steering. 

 

2.1.5. Frequency Diverse Arrays 

 

The initial publication of the frequency diverse array concept by Antonik et al. [88], 

[89] and the filing of patents under this work by Wicks and Antonik [90], [91], [92] 

generated significant interest in the frequency diverse array.  Secmen et al. [93] 

published a paper describing the time and angle periodicity of the array pattern, and also 

presented a clever graphical representation of this radiated field, which was a polar 

version of the representation shown by Antonik et al in [89].  Sammartino et al [74] 

examined the performance of a frequency diversity configuration as part of an analysis 

of various algorithms and implementations for multiple input – multiple output and 

netted radar systems.  However, this analysis specifically considered the case of 

transmitted signals separated widely in frequency, such that the spectra were neither 

overlapping nor contiguous.  Huang et al [94] performed a detailed electromagnetic 

simulation of the frequency diverse array including realistic antenna structures.  More 

recently, Sammartino and Baker [75] have designed a frequency diverse system for 
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bistatic radar applications, utilizing widely separated spatial channels and non-linear 

spacing between elements.  Also, Higgins and Blunt [95] have further explored range 

and angle coupled beamforming using frequency diverse chirp signals.  This work 

analyzed and computed the ambiguity diagrams for waveforms similar to those 

suggested in [89] and [92]. 

 

This thesis describes the original frequency diverse array configuration with closely 

spaced elements radiating waveforms of different frequencies, with significant spectral 

overlap between spatial channels. The thesis describes the theory of the frequency 

diverse array, makes predictions via simulation, and validates the predictions through 

full experimentation of radiated waveforms.   

 

 

2.2 Summary of Prior Work 

 

A review of the relevant literature shows that the frequency diverse array is a novel 

contribution, separate and distinct from previously published works.  The frequency 

diverse array provides new degrees of freedom in range, angle, and time for the design 

and control of antenna radiation patterns.  The described research provides antenna 

patterns that vary in direction as a function of range, that are periodic in time, and that 

scan in angle without the need for phase shifters or mechanical steering.  In addition, 

extended versions of the frequency diverse array concept may allow for new radar 

modes, such as the operation of moving target indication and synthetic aperture radar at 

the same time. 
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Chapter 3 
 

 

Antenna Array Theory 
 

In this chapter, the basic theory underpinning beam formation in array antennas is 

introduced.  This provides a platform from which the novel frequency diversity 

concepts are developed in Chapter 4. 

 

3.1. Phased Array 

 

To find the electric field of a radiating element, it is first convenient to find the 

magnetic vector potential from the impressed current density.  In the manner of Lo [96], 

the magnetic vector potential due to a single element in the far field is: 
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where:  ( )irJ ¢  = Electric current distribution in the element 

  r  = Position vector of the observation point 

  ir ¢ = Position vector of the source 

  V  = Volume of the source element 

  Vd ¢ = Differential volume element of the source 
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  xcos  = irr ˆˆ ¢×  

  k = Free space wave number, 
l
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The electric field in the far-field region (
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For an array of elements this becomes 
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and  ( )fq,if  are the element patterns of the individual elements. 

 

Note that ( )fq ,f  is related to the integration of current density over volume in (3-1) for 

all elements. 

 

Assuming that all elements in the array are identical, and neglecting mutual coupling,  

 

( ) ( )fqfq ,, 0fIf ii =   ,       (3-5) 

 

where I i is the current excitation of the i th element, and ( )fq ,0f  is the element pattern of 

a single element. 
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Then, 
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where 

 ( ) � ×=
i

rrkj
i

ieIF ˆ,fq   .       (3-7) 

( )fq ,F  is known as the array factor, which represents the antenna pattern for an array 

of identical isotropic elements.  The array factor describes the variation of the electric 

field with angle. 

 

Consider a single point source located in space in a rectangular coordinate system with 

an arbitrary reference, as shown in Fig. 3-1.   

 

 
 

Fig. 3-1:  Geometry for the calculation of the electric field of a single isotropic radiator 
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The array factor for the single element in Fig. 3-1 can be written as: 

 

 

           (3-8) 

 

where: 

 =iI magnitude of the current distribution, 

 =ir the distance of the element from an arbitrary reference, 

 =iy angle between the distance vector and the pointing vector, or the  

   direction cosine, 

 =ia initial phase applied to the element, and 

 =l  wavelength of the radiated signal. 

 

Now consider a linear array of an odd number of elements, N, placed along the x-axis as 

shown in Fig. 3-2.  The array factor for the linear array is simply the sum of the 

contributions from each of the individual elements: 
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Fig. 3-2:  A linear array of isotropic radiators 
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Let 
 

ij
ii eIW a= , (3-11) 

 

where iW  represents the complex weighting of the aperture current distribution for the 

i th element.  For simplicity, let the magnitude of the current distribution of each element 

be unity, and also let the initial phase of each element be zero.  Then iW  =  1 for all i. 
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Also let the elements be placed along the x-axis with spacing d, such that: 

 

dixr ii == , 0 < i < N – 1  ,  (3-12) 

 

where N is the number of elements. 

 

Next consider only field points in the x-z plane, such that .sincos qy =i   Equation 3-3 

then becomes: 

 

       .     (3-13) 

 

This is essentially the expression given by in [31], except that the result given there is 

normalized by 
N

1
 to show that each element receives 

N
1

 of the total input power. 

 

The arrangement of elements in the x-z plane is illustrated in Fig. 3-3.  Notice that the 

path length from each element to the planar wave front in direction �  varies linearly 

across the array.  This change in path length causes a phase shift, which affects the 

contribution of each element to the total radiated field. 
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Fig. 3-3:  Path lengths of elements across an array increase linearly in direction off  

    broadside. 

 

To simplify equation (3-13), first place the array reference at the array centre as shown 

in Fig. 3-4. 

 

Fig.3-4:  Array reference taken at centre 
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Equation (3-13) then becomes: 

 

 

 .    (3-14) 

 

 

 

Introducing the change of variable 
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in , and normalizing so that F(� ) is unity 

at �  = 0, 

  

 (3-15) 
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and  
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The array of (3-21) is shown in Fig. 3-5 for a 10-element linear array with 

2
l

=d . 
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Fig. 3-5:  Array factor for a 10-element array with half-wavelength spacing 

 

Returning to equation (3-10), and substituting the expression for the complex weight in 

(3-11), the array factor can be expressed as: 

 

 .  (3-22) 

 

Again make the substitution of (3-12) and let  
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Then let  NN 2=¢  and count from the end of the array: 
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  .  (3-24) 

   

 

Equation (3-24) is in the form of a discrete Fourier transform.  Therefore, the array 

factor and the aperture illumination function are related through the Fourier transform in 

k-space.  Variants of the k domain are sometimes known as spatial frequency, direction 

cosine space, T-space, sine space, or u-v space. 

 

T-space represents the projection of points in space on a unit hemisphere to the x-y 

plane.  Figure 3-6 illustrates T-space coordinates, where P is a point on the unit 

hemisphere, Z is the antenna boresight direction, and the spherical coordinates q  and f  

are defined in the usual way.  Using simple coordinate transformations, the T-space 

coordinates in the x and y directions become: 

 

fq cossin=xT   ,              (3-25-a) 

fq sinsin=yT   .               (3-25-b) 

 

Letting �0=f , notice that qsin=xT .  Likewise, letting �90=f  yields qsin=yT .  This 

explains why T-space is sometimes called sine space. 

 

“Real space” is defined as those points in space for which 

 

122 <+ yx TT   .    (3-26)

   

Physically, real space represents points in space for angles from antenna boresight to the 

horizon.  The condition in Equation (3-26) also ensures that 1sin £q . 
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A uniformly weighted aperture can be represented in Woodward’s notation [97] as a 

rect function.  Therefore, the array factor of a uniformly weighted array, computed by 

the Fourier transform, is a sinc function.  This sinc function has nulls spaced at the 

reciprocal of the aperture length in wavelengths, and first sidelobes of approximately -

13 dB with respect to the peak.  The array factor of Figure 3-5 has been recomputed in 

Figure 3-7, showing the result as a function of sin �  instead of � . 

 

  

 

 

Fig. 3-6:  T-space coordinates 

 



 55 

 

Fig. 3-7:  Array factor of a 10-element array as a function of sin (� ).  Pattern follows a 

      sinc function in accordance with the Fourier transform. 

 

The Fourier transform also explains the ambiguity of the pattern in angle, by analogy 

with time and frequency domain signals.  If a time waveform is sampled at multiples of 

period T, the frequency spectrum of the signal becomes periodic (ambiguous) at the 

frequency sampling rate, 
T

f s

1
= .  In a similar manner, an aperture illumination function 

which is sampled at multiples of the element spacing in wavelengths (the locations of 

the array elements) becomes ambiguous at spatial frequencies of the reciprocal of this 

separation, or 
d
l

.  In antenna theory, these ambiguities are known as grating lobes [31]. 
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Notice in Figure 3-7 that an element spacing of � /2 was used, and grating lobes appear 

at 2)sin( ±=q , even though 1sin <q  for all � .  This indicates that the grating lobes fall 

outside of real space, and therefore consume no power in the sense that power cannot be 

radiated into imaginary space. 

 

 

3.2. Beam Steering 

 

In a dish or wire antenna system, steering of the main beam is accomplished by 

mechanically pointing the boresight of the antenna to the desired look direction.  

Electronically scanned antennas utilize two primary techniques to achieve beam 

steering:  phase scanning or frequency scanning. 

 

 

3.2.1. Phase Scanned Antennas 

 

Equation (3-13) and Fig. 3-3 illustrated that the pattern in a given direction �  depends 

upon the path length distance from each element to the phase front.  At a constant angle, 

the phase was shown to progress linearly across the elements.  This same principle can 

be used to intentionally induce the beam to focus in a particular direction.  By applying 

a linear phase shift across elements, the phase front adds constructively in the desired 

direction.  In order to steer a planar wave front to angle � 0, the phase of each successive 

element across the face of the array must be advanced by a phase of: 

 

0sin
2

q
l
p

y dii =  .  (3-27) 

 

In other words, the path length for the i th element increases by (id) sin � 0 so that the 

contribution from each element adds constructively in direction � 0. 
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When this additional phase term is included in (3-13), Equation (3-21) becomes: 
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This result is plotted in Fig. 3-8 for the case of Fig. 3-5, with � 0 = � /6.  Notice that the 

beam shape is invariant with scan angle in sin �  space. 

 

 

Fig. 3-8:  Array factor for an electronically scanned 10-element array, � 0 = � /6. 
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The beam scanning properties of phased arrays can also be observed through the Fourier 

transform relationship between the aperture illumination function and the array factor. 

If the aperture illumination function is denoted as )(xf , and the array factor is denoted 

as )(kF , then: 

 

)()( kFxf Û . (3-29) 

 

But from the shifting theorem of Fourier transforms, 

 

)()( ww -Û kFexf xj . (3-30) 

 

In other words, applying a linear phase shift across the aperture results in a translation in 

spatial frequency space.  Figure 3-7 illustrates that an array with element spacing of � /2 

can be electronically scanned a full � /2 radians before a grating lobe begins to appear in 

real space. 

 

In phase steering an electrically scanned antenna, the length of the feed line to each 

element is generally equal.  This is usually accomplished by a corporate feed network, 

as illustrated in Fig. 3-9.  This feed structure attains its name since it resembles an 

inverted organizational chart for a corporation.  Other types of feed structures are also 

possible, including Rotman lens [98] and Butler matrix [99] configurations. 
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Fig. 3-9:  Corporate feed structure for phase steering.  All feed lines are equal length 

 

 

3.2.2. Frequency Scanned Antennas 

 

An alternative method to electronically steer an array of antennas is by frequency 

scanning [39], [40], [100].  Frequency scanning was the first form of electronic steering 

to be employed in operational radars [17], and, at least at one time, was the most widely 

used technique due to its simplicity, reliability, and relatively low cost [16].   

 

Recall that phase is given by: 

 

l
l
p

y
2

=  ,      (3-31) 

 

where l is the path length, suggesting that a change of frequency can also induce a linear 

phase shift across an array to produce beam steering. 

 

Consider a linear array of elements as in Fig. 3-3.  The phase difference between 

successive elements to a planar wave front in direction �  is: 
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=   .  (3-32) 
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In a manner similar to Hammer [37] or Ajioka [101], let successive elements be fed in 

series by a transmission line of length S, as shown in Fig. 3-10. 

 

 

 

Fig. 3-10:  Frequency scan array fed by serpentine feed 

 

Signals from the two successive elements will be in phase in direction �  when: 
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where:  �  is the wavelength in free space, 

  d is the distance between radiating elements, 

  � g is the wavelength in the waveguide feed line, 

  S is the length of feed line between elements, and 

  n is any integer. 
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Solving for sin � , 
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Ajioka [101] then lets � gm be the feed line wavelength at the frequency for which s is m 

guide wavelengths long.  That is, 
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Substituting into (3-32) obtains 
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which is called the frequency scan equation. 

 

Differentiating, Drabowitch et al [102] derived an approximate expression for the 

change in angle with respect to a change in frequency for small angles.  Specifically, 
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l

l
q =)(sin   . (3-37) 

 

Examination of (3-34) through (3-37) shows that the scan angle of the antenna changes 

more rapidly with frequency when the delay in the feed is large compared to the spacing 

of the elements along the array, and that steering angle is proportional to the relative 

length of the waveguide, the ratio of the waveguide and free space wavelengths, and to 

the relative change in frequency. 
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In frequency scanned arrays the path lengths of feed lines to the radiators are not equal.  

The increasing line lengths along the array introduce a linearly progressive phase shift, 

and the frequency-sensitive properties of the transmission line result in a scan with 

frequency.  Two common feed systems are used for frequency scanned arrays.  Fig. 3-

11 shows a series feed, where a folded transmission line is tapped at regular intervals to 

supply power to the radiating elements.  The series feed is relatively simple to 

implement, and is therefore widely used in practice.  Fig. 3-12 shows a parallel feed 

system.  The parallel feed is similar to the corporate structure of Fig. 3-9, except that the 

delay lines are not equal length, and instead become progressively longer across the 

array. 

 

 

Fig. 3-11:  Serpentine transmission line feed system for a frequency scanned array. 
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Fig. 3-12:  Parallel feed system for frequency scan array 

 

This chapter discussed conventional array theory, including beam steering and 

frequency scanned arrays.  A key characteristic of the frequency scanned array is that 

the same signal is applied to all radiating elements, and frequency is varied over time to 

effect beam steering.  The next chapter will discuss the new development of a frequency 

diverse array.  The frequency diverse array is fundamentally different than the 

frequency scanned array in that it applies different signals of various frequencies 

simultaneously to each spatial channel.  It will be shown that this provides additional 

degrees of freedom for the control of antenna patterns. 
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Chapter 4 
 

 

Frequency Diverse Arrays 
 

 

4.1. Concept 

 

This chapter describes the new concept of a frequency diverse array.  The frequency 

diverse array provides additional degrees of freedom for the design of array antennas, 

providing novel beam formation and control.  The baseline configuration of a frequency 

diverse array is that a continuous wave signal is radiated from each spatial channel.  A 

small frequency shift, on the order of a few Hertz, is applied between channels.  This 

small frequency shift results in a beam pattern for which the beam focus direction 

changes as a function of range, angle, and time.  This is significantly different than the 

conventional phased array, where the beam pointing direction is independent of range 

and time in the far-field. 

 

 

In previous sections it was assumed that the signal input to each radiator in an array was 

identical, except for possibly an amplitude weighting for sidelobe control and a phase 
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shift for beam steering.  This section examines array performance when all signals are 

not identical. 

 

Consider a conventional phased array composed of ideal isotropic radiators, as shown in 

Fig. 4-1.  As was seen in Chapter 3, if all of the waveforms emitted from the radiating 

elements are identical with identical phase, the antenna beam will point at broadside, or 

orthogonal to the face of the aperture.  Now consider a far field target T at an angle �  

with respect to the broadside direction.  If all of the waveforms are identical continuous 

wave (CW) signals, then the only difference between the returns from adjacent radiating 

elements 1 and 2 is due to path length difference: 

 

qsin21 dRR =-  ,      (4-1) 

 

where d is the spacing between elements. 

 

The path length difference results in a phase shift from element 1 to element 2: 

 

q
l
p

y sin
2 d

=  .       (4-2) 

 

An incremental phase shift 
  from element-to-element (linear phase progression across 

the aperture) will steer the antenna mainbeam to angle � , as was seen in Section 3.2. 
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Fig. 4-1:  Path length geometry for a target at angle �  in the far field. 

 

Now allow the frequency of the waveform radiated from each element to increase by a 

small amount from element-to-element.  This is illustrated in Fig. 4-2.   
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Fig 4-2:  Frequency diverse array with frequency increasing linearly across elements. 

 

For element 1, the phase due to one-way path length is: 
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For element 2, the phase becomes: 
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The phase difference between elements 1 and 2, in radians, is then: 

 

21 yyy -=D   (4-7) 

c
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Strictly speaking, this equation violates the monochromatic assumption.  However, we 

invoke the quasi-stationary assumption in that � f is negligible in computing the path 

length difference. 

 

The first term in equation (4-8) is just the traditional phase shift required for beam 

steering, as in (2-17) or (20-20).  The new terms in equation (4-8) due to frequency 

diversity are 
c

fR D
- 12p

  and 
c
df qp sin2 D

.  The first of these two terms is range and 

frequency offset dependent, while the second term is dependent on the scan angle and 

frequency offset.  The first new term is important because it shows that for a frequency 

diverse array the apparent scan angle of the antenna now depends on range.  

 

The frequency diverse array is similar to the concept of frequency scanned antennas, 

except that the frequency shift is simultaneously applied spatially across elements, 

rather than solely as a function of time. 

 

The phase shift of (4-8) causes the beam to focus at some apparent angle � ’, 

corresponding in the conventional case to: 
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Substituting for yD  and solving for the apparent angle, q¢, yields: 
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Equation (4-10) indicates that the apparent beam angle can be controlled by the 

frequency offset between channels and the element spacing.  Let the nominal scan angle 

( )q  be zero, indicating that the beam is not intentionally scanned by means of a linear 

phase progression across the array.  Also let the element spacing be 
2
l

.  Then the 

apparent scan angle can be written as: 
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As an example, let Hzf 150=D  .  Near the face of the antenna ( )01 =R  ,   �0=¢q .  

This indicates that the beam focuses in the broadside direction, as would be expected for 

the case of no linear phase progression.  However, at R1 = 100 km, � ' = 5.7°. 

 

Note that some combinations of R1 and � f in Equation (4-11) can result in 1sin >¢q .  In 

other words, the apparent beam steer angle is outside of real space.  It will be shown 

later that the frequency diverse array pattern is in fact periodic in angle. 

 

To look at the rate of change of q¢ with respect to range, first note that: 
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Then 
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Notice that the rate of change becomes infinite when 
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 is plotted in Fig. 4-3 for various values of fD . 

 



 71 

 

 

Fig. 4-3:  Rate of change in apparent angle as a function of range for a frequency 

               diverse array. 

 

 

4.2. Time Variation of the Frequency Diverse Array Signal 

 
 

The time signal of a frequency diverse array at boresight can be found directly using 

Woodward’s notation [97].  Let the signal radiated by the i th spatial channel be a cosine: 
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The spectrum of the ith signal is then a pair of delta functions at ±fi: 

( ) ( ) ( ){ }iii fffffX -++= dd
2
1

.  (4-17) 

 

The Fourier transform pair for the cosine waveform is illustrated in Fig. 4-4. 

 

 

Fig. 4-4:  Fourier transform pair for the cosine waveform 

 

The total output time waveform of the frequency diverse array from N channels is the 

sum of the contributions from each element. 
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i
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2cos p   .  (4-18) 

The linearity property of Fourier transforms states: 

 

( ) ( ) ( ) ( )fXbfXatxbtxa 2121 +Û+  , (4-19) 

 

so each frequency component fi of the frequency diverse array signal adds a pair of delta 

functions to the output spectrum at ± fi .  The spectrum of the frequency diverse array 

signal is shown in Fig. 4-5. 
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Fig. 4-5:  Spectrum of the frequency diverse array waveform. 

 

The spectrum can be thought of as a series of impulses sampling a pair of rectangular 

functions located at ±fm. The rectangular function is given by: 
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The rectangular functions of Fig. 4-5 are two shifted and scaled rect functions: 
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where:   fm is the middle frequency component and 

  W = N� f. 

 

These rect functions are sampled (multiplied) by a train of impulses spaced at � f, 
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The spectrum of the frequency diverse array signal can then be written as: 
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ff
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�
�


� +
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� -
=  . (4-22) 

 

To compute the resultant time waveform, recall also that the rect function and the sinc 

function form a Fourier transform pair: 

( ) ( )frecttcin Ûs   ,  (4-23) 

where  

( ) ( )
t

t
tcin

p
psin

s =   .  (4-24) 

Recall also the shifting and scaling properties of the Fourier transform, respectively: 

( ) ( )m
tfj ffXetx m -Ûp2

,  (4-25) 

( ) 	
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X
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  .   (4-26) 

Making use of (4-23), (4-25) and (4-26), 

( ) tfjm meWtcW
W

ff
rect p2sin �Û	




�
�


� ±
 . (4-27) 

A train of impulses spaced at � f in frequency transforms into a train of pulses spaced at  

1/� f in the time domain as: 

 

( ){ } ( ){ }frepftrep f

f

dd D

D

×DÛ1  . (4-28) 

 

In (4-22) the rep function of (4-21) is multiplied by the rect functions of (4-27).  The 

transform of (4-22) can then be found readily with the use of the convolution property 

of Fourier transforms: 
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( ) ( ) ( ) ( )fFfFtftf 2121 ´ÛÄ   .  (4-29) 

 

The time waveform of the frequency diverse array can finally be written as: 

( ) ( ) ( )[ ] ( ){ }trep
f

eWtcWeWtcWtx
f

tfjtfj mm dpp

D

-

D
Ä+= 1

22 1
sinsin (4-30) 
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 (4-31) 

( ) ( )( ) ( ){ }treptfWtc
f

W

f

m dp
D

Ä
D

= 12cossin2  (4-32) 

( ) ( ){ }tfftNcrepN m

f

p2cossin2 1 D=
D

. (4-33) 

The frequency diverse array signal is sketched in Fig. 4-6.  Notice that the waveform is 

periodic with period 
fD

1
, and consists of a sinc function modulated by a cosine at 

frequency fm, where fm corresponds to the middle frequency of the N components. 

 

 
Fig. 4-6:  Frequency diverse array time waveform 
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The magnitude of the frequency diverse array time waveform is illustrated for N=5 in 

Fig. 4-7. 

 

 

Fig. 4-7:  Magnitude of the frequency diverse array time waveform for N=5. 

 
 

4.3. Propagation of the Pattern 

 

The spatial pattern of Section 4.1 and the time waveform in Section 4.2 do not take into 

account the propagating nature of a transverse electromagnetic wave.  Electromagnetic 

waves must satisfy Maxwell’s equations [103], namely (for free space): 

t
H

E
¶

¶
-=´Ñ m  (4-34) 

and 

E
t
E

H se +
¶
¶

=´Ñ . (4-35) 
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Let E  and H be sinusoids of the form of Equation (4-16).  These sinusoids are the real 

part of a complex exponential, so the electric and magnetic fields can be written in 

phasor form as: 

x
tj

x aeEE �w=   ,  (4-36) 

y
tj

y aeEH �w=   ,  (4-37) 

The electric and magnetic fields are orthogonal and oriented along the x and y axes 

respectively.  Note that 
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w 00
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Assuming that there is no component of the electric field in the z direction, 

( ) tj
y

tj
x eHj

t
H

z

eE w
w

wmm -=
¶

¶
-=

¶

¶
,  (4-39) 

and 

y
x Hj

z

E
wm-=

¶

¶
.  (4-40) 

Similarly, 

( ) x
y Ej

z

H
swe +-=
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¶
.  (4-41) 

Then 

Hj
z
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 (4-42) 

( )Ej
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Differentiating, 
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One solution to the above equations is: 

x
ztj aeeEE
�gw -= 0  (4-46) 

y
ztj aeeHH
�gw -= 0   , (4-47) 

where  

wmsmewg j+-= 22 . (4-48) 

�  is called the propagation constant and is usually written as: 

bag j+= ,  (4-49) 

where 	  and 
  are known as the attenuation and phase constants respectively.  In free 

space over short distances, 	  �  0, and the electric field can be written as: 

( )
x

ztj aeEE
�bw -= 0 .  (4-50) 

Therefore, the electric field is a sinusoid travelling in the positive z direction.  The wave 

travels a distance z in time t, providing a phase velocity of: 

cp ===
emb

w
n

0

1
.  (4-51) 

Notice that  

 
l
ppw

b
22

===
c

f

c
  ,  (4-52) 

which is the wave number of (3-1).  Comparing (4-49) to (3-6), the contribution to the 

electric field from the nth element can be written as: 

( ) ( )nnn Rktj

n

n
n ef

R
a

E -= wfq ,
  .  (4-53) 

Strictly speaking, the element pattern ( )fq ,f  is a function of frequency.  But a 

fundamental constraint of the frequency diverse array is that �� <<� 0.  Also assume that 

the elements are isotropic radiators with identical element patterns.  The total electric 

field can then be written as the sum of N terms (4-52) similar to Secman [93]: 
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where from (4-5): 
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Then, 

( ) ( )[ ]�
-

=

D+-D+=
1

0

.00

N

n

Rknktnj

n

n ne
R
a

E ww
 (4-56) 

 

In general, the coefficients an incorporate the frequency dependence, � n.  Also, � n �  

� n+1.  For uniform aperture weighting, all an are identical, an = a0, and can be brought in 

front of the summation.  a0 can also be normalized to unity without loss of generality.  

The 1/ Rn term controls the fall off in electric field with range from (4-6).   R0 and RN 

vary by qsin)1( dN - , so in terms of amplitude,  Rn �  R0 for all n.   However, this 

assumption can not be made in terms of phase, since even small changes in R can cause 

large changes in phase.  Under these assumptions, 
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 (4-57) 

 

Let 

 

.sinsin 00 qqwy kdnkRdkt D+D-+D=  (4-58) 

The last term in (4-57) is much less than the other terms, provided that: 

 

(1)  qw sinkdnt D>>D  (4-59) 

 

 or   
c

nd
t

qsin
>> . (4-60) 

 

This condition is true for times greater than the delay across the aperture. 

 

(2)  qq sinsin0 kdndk D>>  (4-61) 

 

 or .0 fnf D>>  (4-62) 

 

This is a fundamental condition of the frequency diverse array. 
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(3)  .sin0 qndR >>  (4-63) 

 

This condition requires that the nominal target range be much greater than the projected 

aperture length.  Conditions (1) and (3) are independent of �� .  Condition (2) is the 

standard assumption for far field in array theory. 

 

When the above conditions are satisfied, we can neglect the last term in (4-58): 

 

.sin 00 kRdkt D-+D= qwy  (4-64) 
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Letting yjeX = , 
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Following the method of (3-18) to (3-21), the magnitude of the electric field of the 

frequency diverse array can be expressed as: 
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Consider the periodicity of the electric field.  The field will be a maximum when: 

,2sin 00 mkRdkt pqwy =D-+D=   (4-69) 

where m is an integer. 

 

Solving for t, the field will be maximum when: 
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and the field is periodic in time with period 		



�
��


�
Df
1

.  This is consistent with the results of 

Section 4-2. 

 

Solving for range, the field will be maximum when: 
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Which is periodic at 		
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c

, the range equivalent of 		
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In angle: 

( ) .sin 0
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ctR
df
f

m
d

-
D
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�
�


�=
l

q   (4-72) 

This is periodic at the reciprocal of the element spacing in wavelengths, which 

corresponds to the spatial locations of conventional grating lobes. 

 

The relationship between time and angle for a frequency diverse array is illustrated in 

Fig. 4-8.  At t = 0 at some point in the far field, the signals from all spatial channels are 

in phase, despite being at different frequencies.  The wave front is parallel to the face of 

the antenna, and the wave focuses in the direction of the antenna boresight.  At a later 

time t1, the stationary phase point is delayed progressively across spatial channels, 

causing a rotation of the wave front.  The degree of rotation increases with time.  This 

causes the beam to scan in angle, as illustrated in Fig. 4-9. 
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Fig. 4-8:  Rotation of the wave front with time 

 

 

Fig. 4-9:  Rotation of the wave front causes the beam to scan with time. 
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Recall from (4-49) that the radiated field is a transverse electromagnetic wave travelling 

in the +Z direction.  Taking the real part of (4-49), the electric field due to the ith 

element can be written as a sinusoid of the form: 

 

( )ZtE iii bw -= cos   .  (4-73) 

 

This function is sinusoidal in both time and distance, and helps to explain the 

complicated relationship between phase, time, and distance in a frequency diverse array.  

Fig. 4-10 plots the constituent signals of a 5-channel frequency diverse array as a 

function of distance in a waterfall fashion for several instants of time. 

 

Fig. 4-10:  Waterfall chart displaying the constituent signals as a function of distance 

       for several instants of time. 
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4.4. Time Rate of Change of Angle 

 
In the last section it was shown that the direction of the wave front changes over time.  

It is useful to look at the rate of this change in angle.  Again consider the phase of the 

electric field from (4-64), expressing angle as a function of time: 

 

( ) .2sin 00 mkRtdkt pqwy =D-+D=   (4-74) 

 

Differentiating with respect to time as in [93] yields: 

0cos0 =+D
dt
d

dk
q

qw   .  (4-75) 

Then 

q
wq

cos0 dkdt
d D-

=   .  (4-76) 

Using fpw 2=D  and 
0

0

2
l
p

=k , 

( )
.

cos/ 0 ql
q

d
f

dt
d D-

=   (4-77) 

 

Equation (4-75) shows that the rate of scan is not constant, but varies sinusoidally over 

angle.  The time rate of change of angle is plotted in Figures 4-11 and 4-12 for � f = 100 

Hz and  � f = 200 Hz when d/�  = 0.45. 
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Fig. 4-11:  Rate of change of angle for � f = 100 Hz and d/�  = 0.45. 
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Fig. 4-12:  Rate of change of angle for � f = 200 Hz and d/�  = 0.45. 

 

From (4-75) the differential time dt to scan a differential angle is 

 

( )
.

cos/ 0 q
ql

d
f

d
dt

D
-

=  (4-78) 

 

The total time required to scan through some angle can be found by integration: 
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Equation (4-79) is actually a re-statement of (4-10) when the initial scan angle is zero 

and 
c
R

t = .  The time to scan through real space ( �� 9090 +££- q ) as a function of 

� f is plotted in Figures 4-13 and 4-14 for d/�  of 0.45 and 0.90. 

 

 

Fig. 4-13:  Time to scan real space for d/�  = 0.45 
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Fig. 4-14:  Time to scan real space for d/�  = 0.90 

 

This section has derived the range, time, and angle characteristics of the frequency 

diverse array.  In the following sections, these concepts will be explored further in 

simulation and experiments. 
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Chapter 5 
 

 

Range-Angle Patterns for the Frequency Diverse Array 
 

 

5.1 Simulation Results 

 

The previous chapter derived the key characteristics of a frequency diverse array.  The 

frequency diverse array was shown to possess periodicities in time, range, and angle.  

These properties provide additional degrees of freedom for the design of antenna beams 

for novel applications.  This chapter explores the characteristics of the frequency diverse 

array over a wide range of design variables.  

 

Equation (4-10) showed the dependence of the frequency diverse array beam steer angle 

on range.  In particular, it was shown that: 

 

( ) �
�

�
�
�

� D
+

D
-=¢

f

f

dc

fR

f

f 0101 sin

/

sin
arcsin

q
l

q
q  .   (5-1) 

The last term is negligible since � f << f ,  a fundamental condition of the frequency 

diverse array.  By a similar reasoning, the ratio (f1/f) in the first term is approximately 

equal to unity.  Therefore, 
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( )��
�

�
�

� D
-»¢

l
qq

/
sinsin 1

0 dc

fR
  .      (5-2) 

 

Equation (5-2) shows that the angle dependence on range can be controlled by 

appropriate selection of the frequency shift between spatial channels, � f, the spacing 

between channels in wavelengths, d/� , and a nominal steer angle 0q . 

 

Scan angle is plotted in Fig. 5-1 for the case of zero nominal scan and d/�  = 0.45.  This 

data is shown parametrically on � f for frequency offsets of 0 Hz, 100 Hz, and 200 Hz.  

Notice that the rate of change of angle with range increases for larger values of � f.  

 

Scan angle as a function of range is re-plotted in Fig. 5-2 when a 30° initial beam steer 

is included.  The beam steers to 90° at a range of about 338 km as predicted by Equation 

(5-2). 

 

Figures 5-1 and 5-2 show one period of angle vs. range.  Clearly the pattern is repetitive 

in angle at the antenna grating lobes.  As discussed in Section 4.3 the frequency diverse 

array signal is time periodic at 
fD

1
, corresponding to periodicity in range at 

f
c

D
, and 

periodic in angle at 
d
l

, which denotes antenna grating lobes.  
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Fig. 5-1:  Scan as a function of range for various frequency offsets, d/�  = 0.45. 

 

 

Fig. 5-2:  Scan as a function of range for various frequency offsets, d/�  = 0.45, nominal  

                scan angle 0q  = 30°. 
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Equation (5-2) or (4-79) shows that the beam scan angle is a linear function of range (or 

equivalently time) in sin �  space.  Letting 
f

t
D

=
1

 in (4-79) produces: 

 
( ) [ ]12 sinsin

/1
qq

l
-

D
-

=
D f

d
f

  , and     (5-3) 

 

 
d
l

qq -=- 12 sinsin .       (5-4) 

 

In other words, 
f

t
D

=
1

 corresponds to the time required to scan to the next grating lobe 

in sin �  space.  A sketch of the frequency diverse array beam pattern peaks in range-

angle space is shown in Fig. 5-3.  This structure of the frequency diverse array pattern 

was first shown by Antonik et al in [89].  As indicated in (5-4), a scan time of 
fD

1
, or a 

range difference of  
f

c
D

, displaces the pattern by one grating lobe so that the beam 

pattern repeats. 

 

It was shown in the previous section that beam formation and control primarily 

depended upon the frequency offset, � f , and the element spacing in wavelengths, d/� .  

The following sections will begin to explore those design parameters. 
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Fig. 5-3:  Notional frequency diverse array beam locations in range-angle space. 

 

5.1.1 Nominal Beam Pattern 

 

As a baseline, first consider the case where � f = 0.  This corresponds to the 

conventional phased array.  From (4-70) and (4-71), the pattern is periodic in time and 

range at infinity; that is, the pattern is not periodic at all in these domains. 

 

Fig. 5-4 shows the beam pattern for the baseline case for a uniformly illuminated 5-

element 3.2 GHz array with � f = 0.  Element spacing is 0.45 wavelengths.  As expected, 

the beam pattern appears as a sinc function which does not change with range.  Grating 

lobes are located at � /d = 2.22, and so therefore fall well outside of real space. 
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Fig. 5-4:  Range-angle pattern for a frequency diverse array with � f = 0,  

     d/�  = 0.45, f0 = 3.2 GHz, N = 5. 

 

 

5.1.2 Variation with Element Spacing, � f = 0 

 

When element spacing is increased grating lobes appear closer to, or within, real space. 

As in the traditional phased array case, grating lobes appear at: 

 

	



�
�


�=
dgl

l
q arcsin  .       (5-5) 

 

The grating lobes predicted by (5-5) are shown in Table 5-1 for four values of element 

spacing. 
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Table 5-1:  Locations of grating lobes for 4 element spacings 

d/�  T = � /d � gl = arcsin(T) 

0.45 2.22 not in real space 

0.90 1.11 not in real space 

1.35 0.74 47.7° 

1.80 0.56 34.1° 

 

 

To extend the baseline case of Section 5.1.1, range-angle patterns were computed for � f 

= 0 and the four element spacings of Table 5-1:  0.45, 0.90, 1.35, and 1.80 wavelengths.  

The case of d/�  = 0.45 is the baseline case presented in Fig. 5-4.  The results of the other 

cases are provided in Figures 5-5 through 5-7.  The performance is as predicted in Table 

5-1.  When d/�  = 0.90, the peak of the grating lobes falls just outside of real space, but 

significant contributions fall into the visible space.  Grating lobes for d/�  = 1.35 and 

1.80 fall well within real space in accordance with Table 5-1. 
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Fig. 5-5:  Range-angle pattern for a frequency diverse array with � f = 0, d/�  = 0.90. 
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Fig. 5-6:  Range-angle pattern for a frequency diverse array with � f = 0, d/�  = 1.35. 
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Fig. 5-7:  Range-angle pattern for a frequency diverse array with � f = 0, d/�  = 1.80. 

 
 

5.1.3 Variation with Frequency Offset, d/�  = 0.45. 

 

When frequency offset is non-zero, the beam pattern is no longer constant in range, and 

the range-dependent nature of the frequency diverse array becomes evident. Recall from 

(5-2) that when no initial beam scan is applied: 
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To explore the variation of the frequency diverse array pattern with channel-to-channel 

frequency offset included, the element spacing is first held fixed at d/�  = 0.45.  The 

range-angle patterns for this case are shown in Figures 5-8 through 5-13 for frequency 

offsets of 100, 200, 300, 500, 1000, and 2000 Hz respectively.  When � f = 100 Hz, the 

beam steer angle is 26.4° at a range of 600 km as predicted by (5-6).  By (4-71) the 

signal repeats in range at 3000 km. 

 

 

Fig. 5-8:  Range-angle pattern for a frequency diverse array with � f = 100 Hz 

 and d/�  = 0.45. 
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Fig. 5-9:  Range-angle pattern for a frequency diverse array with � f = 200 Hz 

 and d/�  = 0.45. 

 

When � f = 200 Hz (Fig. 5-9) the beam scan increases to 62.7° at 600 km.  At � f = 300 

Hz the beam scans to 90° at a range of 450 km, as shown in Fig. 5-10.  Fig. 5-11 shows 

that at � f = 500 Hz the beam scans to 90° at 270 km, while the pattern repeats in range 

at 600 km as predicted by (4-71). 
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Fig. 5-10:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 0.45. 
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Fig. 5-11:  Range-angle pattern for a frequency diverse array with � f = 500 Hz 

  and d/�  = 0.45. 

 

As the frequency offset is increased, the range at which the beam scans to the edge of 

real space and the range of ambiguities decreases.  Fig. 5-12 shows that the beam scans 

to 90° at 135 km when � f = 1000 Hz, and the pattern becomes range-ambiguous at 300 

km.  When � f = 2000 Hz as in Fig. 5-13, the beam scans to the edge of real space at 

67.5 km and the first range ambiguity is at 150 km. 
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Fig. 5-12:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 0.45. 
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Fig. 5-13:  Range-angle pattern for a frequency diverse array with � f = 2000 Hz 

 and d/�  = 0.45. 

 

 

5.1.4 Variation with Frequency Offset, d/�  = 1.80. 

 

The cases of Section 5.1.3 are repeated here for an element spacing of 1.80 wavelengths 

in order to explore the impact of frequency offset on an additional spatial arrangement 

of elements.  As before, range-angle patterns are computed for frequency offsets of 100, 

200, 300, 500, 1000, and 2000 Hz.  The results are provided in Figures 5-14 through 5-

19. 

 

Observe from (5-6) that increasing the element spacing reduces the effect of induced 

beam steer.  As an example, recall that a frequency offset of 100 Hz induced a 26.4° 
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beam steer at 600 km when d/�  = 0.45.  That same 100 Hz frequency offset induces only 

a 6.4° beam steer at the same range when d/�  = 1.80.  As element spacing is increased, 

grating lobes become apparent in angle.  However, the distance to the first range 

ambiguity is a function of frequency offset only, so the range periodicities in this 

section are the same as those of the previous section for identical values of � f. 

 

 

Fig. 5-14:  Range-angle pattern for a frequency diverse array with � f = 100 Hz 

  and d/�  = 1.80. 
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Fig. 5-15:  Range-angle pattern for a frequency diverse array with � f = 200 Hz 

  and d/�  = 1.80. 
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Fig. 5-16:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 1.80. 
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Fig. 5-17:  Range-angle pattern for a frequency diverse array with � f = 500 Hz 

  and d/�  = 1.80. 
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Fig. 5-18:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 1.80. 

 



 111 

 

Fig. 5-19:  Range-angle pattern for a frequency diverse array with � f = 2000 Hz 

 and d/�  = 1.80. 

 

 

5.1.5 Variation with Element Spacing 

 

The previous section looked at the range-angle pattern parametrically on the frequency 

offset, � f.  In this section, � f is held fixed as the element spacing is varied.  Two 

frequency offsets are examined: � f = 300 Hz and 1000 Hz.  The results for � f = 300 Hz 

are provided in Figures 5-20 through 5-23, and the cases of � f = 1000 Hz are presented 

in Figures 5-24 through 5-27. 

 

From (4-70) and (4-71), time and range periodicities depend only on � f and are 

therefore identical to the periodicities of the previous section for the same frequency 
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offsets.  The grating lobes also remain as in Table 5-1 for the respective element 

spacings.   

 

 

Fig. 5-20:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 0.45. 



 113 

 

Fig. 5-21:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 0.90. 
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Fig. 5-22:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 1.35. 
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Fig. 5-23:  Range-angle pattern for a frequency diverse array with � f = 300 Hz 

  and d/�  = 1.80. 
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Fig. 5-24:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 0.45. 
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Fig. 5-25:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 0.90. 
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Fig. 5-26:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 1.35. 
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Fig. 5-27:  Range-angle pattern for a frequency diverse array with � f = 1000 Hz 

 and d/�  = 1.80. 

 

 

Note that the rate of change of apparent beam steering direction increases for larger 

frequency offsets and nominal steering directions.  This raises a system design issue for 

the selection of waveform and array parameters.  Examination of Equation (4-11) 

reveals that apparent scan direction can change rapidly for some combinations of 

frequency offset, range, element spacing, and centre frequency. 
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5.1.6 Propagation of the Pattern 

 

As noted in Section 4.3, the frequency diverse array pattern propagates in time as a 

transverse electromagnetic wave.  Section 5.1 illustrated that the beam pattern repeats 

after time 
fD

1
.  This is demonstrated in Figures 5-28 through 5-33, which show the 

electric field for several instants of time for the case of  � f = 100 Hz and d/�  = 0.45.  

The beam patterns at t = 0 and t = 10 msec are identical. 

 

 

 

Fig. 5-28:  Electric field at time instant of t = 0 msec. 
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Fig. 5-29:  Electric field at time instant of t = 2 msec. 
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Fig. 5-30:  Electric field at time instant of t = 4 msec. 
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Fig. 5-31:  Electric field at time instant of t = 6 msec. 
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Fig. 5-32:  Electric field at time instant of t = 8 msec. 
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Fig. 5-33:  Electric field at time instant of t = 10 msec. 
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5.2 Summary of Predicted Performance 

 

This chapter explored through simulation beam formation and control of the frequency 

diverse array.  Frequency offset and element spacing were varied to affect time 

periodicity, range periodicity, angle periodicity, and scan rate.  The simulations 

confirmed the theory of Chapter 4.  In particular, range periodicity was shown to behave 

as predicted in (4-71), and be equal to 
f

c
D

.  Angle periodicity was shown to vary in 

accordance with (4-72), and be equal to 
d
l

.  When both frequency offset and element 

spacing varied, the beam steer angle at any range was shown to be: 

 

( )��
�

�
�

� D
-=¢

l
qq

/
sinsin 1

0 dc

fR
  ,      (5-5) 

 

while the time to scan through an angle 12 qq -  is: 

 

( ) [ ] 2

1
sin

/ 0 q

q
q

l
f

d
t

D
-

=  .      (5-6) 

 

The next chapter will describe a series of measurements to experimentally verify the 

above results. 
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Chapter 6 
 

 

Experimental Measurements 
 

 

6.1 Introduction 

 

This chapter describes the design and execution of a measurement programme to 

experimentally validate the theory and simulation of the frequency diverse array. 

 

Experiments were performed in Rome, N.Y., USA.  These experiments included both 

bench tests and radiated field measurements.  The measurement programme required the 

design, construction, and assembly of transmitting, receiving, and data recording 

equipment.  The measurement system is described in Section 6.2, and the measured 

results are presented in Section 6.3. 
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6.2 Measurement System 

 

For the radiated field tests, a frequency diverse array was built and mounted on a 16 

metre tower.   A two-channel receiver was placed on an adjacent tower, approximately 

72 metres from the transmit array.  Inputs to the receiver were collected from a fixed 

antenna located on the receive tower and from an antenna placed at various rooftop 

locations.  This provided measurements from geographically separated receive 

locations.  The two received signals were then input into a single multi-channel digital 

sampling oscilloscope so that the received signals from two locations could be recorded 

simultaneously. 

 

6.2.1 Antenna Subsystem 

 

A 3 GHz transmit antenna was constructed of an array of 15 microstrip patch radiators.  

The elements were mounted to a backplane fabricated of aluminium stock, and arranged 

in a configuration of 3 rows and 5 columns.  The radiators were mounted at a separation 

of 4.35 cm, providing an element spacing of d/�  = 0.45 at a frequency of 3.1 GHz.  The 

3 elements in each column were combined into a single subarray, resulting in 5 spatial 

channels.  The array elements were dual-polarized, although only horizontal 

polarization was used for experimentation.  The full transmit array mounted on the 

backplane is shown in Fig. 6-1. 
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Fig. 6-1:  3 GHz transmit antenna test article 

 

The antenna pattern for the full array was measured in a semi-anechoic chamber, with 

all radiating elements corporate-fed from a single source.  The resulting sum pattern for 

the uniformly illuminated array is shown in Fig. 6-2.  This pattern shows a predicted 

sinc response, with first sidelobes approximately 13 dB down from the peak, first null at 

23º azimuth, and good symmetry.  Backlobe responses appear at the noise level of the 

chamber. 

 

The element pattern for the centre element as mounted in the array was also measured, 

as shown in Fig. 6-3.  Pattern measurements were taken clockwise over a 120º interval 

from 247° to 67°.  A straight line connects data points over the region where no data 

was collected.  Also, the output level for the single element was significantly lower than 

for the full array, resulting in a lower measurement signal-to-noise ratio.  However, the 

element pattern does show the broad angular response of the microstrip patch radiator. 
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Fig. 6-2:  Measured antenna pattern of 3 x 5 element array test article 

 

Fig. 6-3:    Element pattern of the centre array element.  Data was taken clockwise 

over a 120º interval from 247° to 67° 
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6.2.2 Transmitter Subsystem 

 

Each 3-element column subarray of the constructed frequency diverse array was driven 

by a separate signal generator.  A CW tone was radiated from each column, with the 

frequency of each tone increased by � f from channel-to-channel.  All signal generators 

were triggered by a common clock.  The signal in each channel was amplified and phase 

corrected, and then split using a 1:4 divider.  The unused power divider output was 

either terminated or padded for use as a signal monitoring test point.  A block diagram 

of a transmitter channel is shown in Fig. 6-4.  All 5 channels of the transmitter 

subsystem are shown mounted in position in Fig. 6-5. 

 

 

Fig. 6-4:  Block diagram of a transmitter channel 
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Fig. 6-5:  Assembled transmitter channels mounted in place. 

 

 

6.2.3 Receiver Subsystem 

 

Two receive channels were developed and installed in a shelter located on a tower 

approximately 72 metres from the transmit array.  For each channel, the transmitted 

signal was captured by a standard gain EMCO horn antenna, amplified in a low noise 

amplifier, and band-pass filtered for 3.1 GHz.  The signal was then mixed down to an 

intermediate frequency of 10 MHz, low-pass filtered, and amplified.  A block diagram 

of a receiver channel is given in Fig. 6-6, with a fully constructed channel shown in Fig. 

6-7. 
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Fig. 6-6:  Block diagram of a receiver channel 

 

 

 

 

Fig. 6-7:  Fabricated receiver channel 
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6.2.4 Recording Subsystem 

 

The IF signal output from each receiver channel was recorded on a Lecroy digital 

oscilloscope.  The Lecroy has a built-in 8-bit analogue-to-digital converter, which was 

sampled at a rate of at least 50 MS/sec.  This sampling rate provides significant margin 

against aliasing of the 10 MHz IF signal.  The Lecroy has a storage capacity of about 4 

million samples, which provides a limited continuous recording time. 

 

When configured for frequency diverse array experiments, the LeCroy recording system 

was set to continuous record mode.  In this case, the LeCroy continuously records 

samples at the sampling rate until the memory is filled, as illustrated in Fig. 6-8. 

 

 

Fig. 6-8:  Lecroy recording timeline for continuous record 
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6.3 Measurements and Results 

 

 

The experimental measurements consist of trials to demonstrate the time dependence of 

the frequency diverse array signals, the auto-scanning property of the frequency diverse 

array, and the range dependence of the frequency diverse array pattern. 

 

6.3.1 Time Variation of the Pattern 

 

As an initial step, a series of bench tests were performed to investigate the time 

dependence of the frequency diverse array without the complications of radiated field 

measurements.  Five signal generators were utilised to produce continuous wave 

signals.  A small linear frequency shift, � f, was applied from channel-to-channel across 

the signal generator set.  The output of each generator was supplied to an 8:1 combiner, 

and the resultant summed output was detected and applied to a digital oscilloscope.  The 

combined output represents the time response of a frequency diverse array at a single 

angle (boresight) in the far-field.  Various frequency shifts were applied to demonstrate 

the effect on the time waveform. 

 

The bench test configuration is illustrated in Fig. 6-9.  Measured outputs are shown in 

Figure 6-10 through 6-12 for frequency shifts of 100 Hz, 1 kHz, and 10 kHz 

respectively.  Examination of the measured data shows excellent agreement with the 

theory of Section 4.2.  The frequency diverse array signal is periodic with period 1/� f, 

and the sidelobe structure is well-behaved and in agreement with the results predicted in 

Figures 4-6 and 4-7. 
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Fig. 6-9:  Bench test configuration to demonstrate time dependence of the FDA  

    waveform. 
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Fig. 6-10:  Bench test output for � f = 100 Hz.  FDA signal is periodic with a 

      period of 10 ms. 
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Fig. 6-11:  Bench test output for � f = 1 kHz.  FDA signal is periodic with a 

      period of 1 ms. 
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Fig. 6-12:  Bench test output for � f = 10 kHz.  FDA signal is periodic with a 

      period of 0.1 ms. 

 

Subsequent to the bench tests, radiated field measurements were taken to further 

validate the time periodicity of the frequency diverse array signal.  The 5-channel array 

and associated hardware described in Section 6.2 were utilized for data collection.  The 

electric field was first measured close to the transmit array, but in the far zone of the 

antenna.  The far field region begins approximately at: 

 

l

22D
R fieldfar =-  ,       (6-1) 

 

where D is the largest aperture dimension.  Then, 
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( )

l

22 dN
R fieldfar =-  .      (6-2) 

 

For N = 5, d = 4.35 cm, and f = 3.1 GHz, the far field begins at about 1 m.  A probe was 

therefore placed approximately 2 m from the transmit array as shown in Fig. 6-13.  This 

signal was detected and recorded by a digital oscilloscope.  A close-range probe 

measurement for a 5-channel system with � f  = 100 Hz is shown in Fig. 6-14.  This 

measurement shows excellent time sidelobe structure and a period of 1/� f  = 10 ms as 

expected. 

 

 

Fig. 6-13:  Probe used to measure electric field close to transmit array. 
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Fig. 6-14:  Close range measurement of electric field time waveform for 5-channel 

           frequency diverse array, � f  = 100 Hz. 

 

A spectrum analyzer measurement for a similar signal (N = 5, � f  = 100 Hz) received 

approximately 2 km from the transmit array is shown in Fig. 6-15.  Even for 

monochromatic signals, the spectrum analyzer display shows significant spectral 

overlap between channels due to hardware effects and instrument response 

characteristics.  The time waveform for this case is presented in Fig. 6-16 along with a 

moving average.  The signal is shown to be periodic in time at 10 ms as expected, and is 

also shown to have the correct number of sidelobes.  However, there is some asymmetry 

in the sidelobe structure due to real-world effects such as multipath. 
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Fig. 6-15:  Spectrum analyzer display for signal received at 2 km, N = 5,  

        � f  = 100 Hz 

 

 

Fig. 6-16:  Time waveform of signal received at 2 km, N = 5, � f  = 100 Hz 
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The close-range probe measurement, spectrum analyzer display, and received signal for 

two other 5-channel cases are presented in Figures 6-17 and 6-18.  Fig. 6-17 shows the 

recorded data for a signal radiated with � f  = 1 kHz, and Fig. 6-18 displays the 

measurements for � f  = 10 kHz.  Notice that when � f  = 1 kHz the received spectrum 

appears as a single broad response.  As the frequency offset increases to � f  = 10 kHz, 

the individual components of the frequency diverse array spectrum become evident. 
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Fig. 6-17:  Frequency diverse array signal, N = 5 and � f  = 1 kHz. 
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Fig. 6-18:  Frequency diverse array signal, N = 5 and � f  = 10 kHz. 
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6.3.2 Angle Dependence of the Pattern 

 

Experiments were also performed to demonstrate the auto-scanning property of the 

frequency diverse array.  Continuous wave signals of different frequencies, separated by 

� f, were radiated by different spatial channels spaced a distance of d/� .  The transmitted 

signals were recorded simultaneously at two receivers placed at known angular 

separations.  The delays between the simultaneously recorded signals were then 

measured in relation to the frequency shift, � f, and compared to the expected time delay 

given by Equation (4-79) in Section 4.3.   

 

The spatial arrangement of the transmitter and receivers is illustrated in Fig. 6-19, with 

nominal locations of the tripod-mounted receiver indicated.  A view of the test area 

from the transmitter is provided in Fig. 6-20.  The horn antenna for one receive channel 

was located directly on the receive tower, and the transmit array boresight was aligned 

in the direction of this antenna.  The horn antenna for the second receive channel was 

mounted on a tripod, and placed at different locations on the roof structure adjacent to 

the transmit and receive towers so that the electric field could be measured at various 

geographical points.  Cable lengths for the two channels were made to be approximately 

equal.  Receiver placements are shown in Figures 6-21 through 6-23 to depict the 

environment in the vicinity of the installation, and the rack-mounted receiver equipment 

is shown in Fig. 6-24. 
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Fig. 6-19:  Spatial arrangement of transmitter and receivers 
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Fig. 6-20:  View of test area from transmitter 

 

 

 

Fig. 6-21:  Fixed receive horn #1 with co-located tripod mounted receive horn 
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Fig. 6-22:  View from fixed receive horn to transmitter 

 

 

Fig. 6-23:  Receive horn #2 on movable tripod 
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Fig. 6-24:  Receiver equipment installed in rack 

 

 

Delay was measured as a function of angle for � f = 100 Hz for angles between 0° and 

35°.  Two spatial channels of the full array were excited so that the behaviour of the 

frequency diverse array could be investigated for a variety of element spacings.  With 5 

channels and a nominal element spacing of 0.45� , this allowed for the study of beam 

behaviour with d/�  = 0.45, 0.90, 1.35, and 1.80.  Once the various combinations of 

angles and element spacings were investigated for � f = 100 Hz, the frequency offset 

was changed to 200 Hz and 300 Hz, and beam behaviour was examined in these cases 

for large angular separations. 

 



 151 

 

6.3.2.1 Case 1:  � f = 100 Hz, d/�  = 0.45 

 

To explore the scan of the frequency diverse array beam with time, a baseline case was 

first considered with � f = 100 Hz and d/�  = 0.45.  An element spacing of d/�  = 0.45 

represents the nominal design of the array, and is therefore provided by using adjacent 

channels of the array.  Angular separations of 0° to 35° were investigated.  At 0° the two 

receive antennas were essentially co-located on the receive tower, and no delay was 

expected between the two receive channels.  Measurements for the two channels are 

displayed simultaneously, and a moving average for each channel is also displayed in 

order to reduce the effect of noisy and high frequency data. 

 

Output data is presented in Figures 6-25 through 6-29 for angular separations of 0°, 10°, 

20°, 30°, and 35° respectively.  Delay can be observed to increase progressively with 

angle. 

 

 



 152 

 

Fig. 6-25:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 0º.  Time 

            delay is -0.1 msec. 
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Fig. 6-26:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 10º.  Time  

    delay is 0.8 msec. 
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Fig. 6-27:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 20º.  Time  

      delay is 1.4 msec. 
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Fig. 6-28:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 30º.  Time 

           delay is 2.0 msec. 
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Fig. 6-29:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 35º.  Time 

           delay is 2.7 msec. 
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A summary of the measurement results of delay as a function of angle for d/�  = 0.45 

and � f = 100 Hz is shown in Table 6-1.  The agreements between the expected and 

measured delays are generally quite good.  Some variation between the theoretical and 

measured values is expected, primarily due to variations in equipment between spatial 

channels on both transmit and receive, placement of antennas, the averaging of noisy 

data, and the non-ideal multipath environment of the test range configuration. 

 

Table 6-1:  Summary of measurements for d/�  = 0.45, � f = 100 Hz 

Angle (deg) Predicted Delay 
(msec) 

Measured Delay 
(msec) 

0 0.0 -0.1 

10 0.8 0.8 

20 1.5 1.4 

30 2.3 2.0 

35 2.6 2.7 
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6.3.2.2 Case 2:  � f = 100 Hz, d/�  = 0.90 

 

For this case, frequency diverse array spatial channels 1 and 3 were excited to provide 

an element spacing of d/�  = 0.90.  The received signals and their moving averages are 

plotted in Figures 6-30 through 6-36 for angular separations ranging from 0° to 58°. 

 

 

Fig. 6-30:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 0º.  Time 

            delay is 0.3 msec. 

 



 159 

 

 

Fig. 6-31:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 12º.  Time 

           delay is 2.1 msec. 
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Fig. 6-32:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 23º.  Time 

           delay is 3.4 msec. 
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Fig. 6-33:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 25º.  Time 

           delay is 3.7 msec. 
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Fig. 6-34:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 30º.  Time 

           delay is 4.4 msec. 
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Fig. 6-35:  Two-channel measurement for d/�  = 0.45, � f = 100 Hz, �  = 35º.  Time 

           delay is 5.3 msec. 
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Fig. 6-36:  Two-channel measurement for d/�  = 0.90, � f = 100 Hz, �  = 58º.  Time 

           delay is 7.7 msec. 

 

 

A summary of the measurement results of delay as a function of angle for d/�  = 0.90 

and � f = 100 Hz is shown in Table 6-2.  The results show a good agreement between the 

predicted and measured delays. 
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Table 6-2:  Summary of measurements for d/�  = 0.90, � f = 100 Hz 

Angle (deg) Predicted Delay 
(msec) 

Measured Delay 
(msec) 

0 0.0 0.3 

12 1.9 2.1 

23 3.5 3.4 

25 3.8 3.7 

30 4.5 4.3 

35 5.2 5.3 

58 7.6 7.7 
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6.3.2.3 Case 3:  � f = 100 Hz, d/�  = 1.35 

 

Spatial channels 1 and 4 of the frequency diverse array were excited to provide an 

element spacing of d/�  = 1.35.  The received signals and their moving averages are 

plotted in Figures 6-37 through 6-41 for angular separations ranging from 0° to 58°. 

 

 

 

Fig. 6-37:  Two-channel measurement for d/�  = 1.35, � f = 100 Hz, �  = 0º.  Time 

            delay is -0.2 msec. 
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Fig. 6-38:  Two-channel measurement for d/�  = 1.35, � f = 100 Hz, �  = 12º.  Time 

           delay is 3.1 msec. 
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Fig. 6-39:  Two-channel measurement for d/�  = 1.35, � f = 100 Hz, �  = 23º.  Time 

           delay is 5.3 msec. 
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Fig. 6-40:  Two-channel measurement for d/�  = 1.35, � f = 100 Hz, �  = 39º.  Time 

           delay is 8.8 msec. 

 



 170 

 

Fig. 6-41:  Two-channel measurement for d/�  = 1.35, � f = 100 Hz, �  = 58º.  Time 

           delay is 11.2 msec. 

 

 

A summary of the measurement results of delay as a function of angle for d/�  = 1.35 

and � f = 100 Hz is shown in Table 6-3.  Once again the agreements between the 

expected and measured delays are generally quite good.   
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Table 6-3:  Summary of measurements for d/�  = 1.35, � f = 100 Hz 

Angle (deg) Predicted Delay 
(msec) 

Measured Delay 
(msec) 

0 0.0 -0.2 

12 2.8 3.1 

23 5.3 5.3 

39 8.5 8.8 

58 11.4 11.2 

 

 

 

6.3.2.4 Case 4:  � f = 200 Hz, d/�  = 0.45 

 

The previous three sections examined scanning of the frequency diverse array with time 

for different element spacings and � f = 100 Hz.  This section and the next return to the 

nominal element spacing of d/�  = 0.45 and explore the effect of different frequency 

offsets on beam scan. 

 

From Equation (4-79), the time to scan through real space is inversely proportional to 

the frequency offset.  In this section, frequency offset is increased to � f = 200 Hz, 

double the offset of the previous cases.  Therefore, the time to scan through a given 

angle will be half that for the case of � f = 100 Hz.  Large angular separations between 

receive antennas are therefore considered in order to emphasize the delay between 

receive channels.  The case of 39° angular separation is presented in Fig. 6-42, and the 

case of 58° separation is considered in Fig. 6-43. 
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Fig. 6-42:  Two-channel measurement for d/�  = 0.45, � f = 200 Hz, �  = 39º.  Time 

           delay is 1.6 msec. 

 



 173 

 

Fig. 6-43 :  Two-channel measurement for d/�  = 0.45, � f = 200 Hz, �  = 58º.  Time 

            delay is 2.1 msec. 

 

 

A summary of the measurements for d/�  = 0.45 and � f = 200 Hz is provided in Table 6-

4.  The agreement between the measured and predicted results is quite good. 

 

Table 6-4:  Summary of measurements for d/�  = 0.45, � f = 200 Hz 

Angle (deg) Predicted Delay 
(msec) 

Measured Delay 
(msec) 

39 1.4 1.6 

58 1.9 2.1 
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6.3.2.5 Case 5:  � f = 300 Hz, d/�  = 0.45 

 

In this case, frequency offset is further increased to � f = 300 Hz, so that the time to scan 

through a given angle will be one-third that for the case of � f = 100 Hz.  As in the 

previous section, large angular separations are utilised between receive antennas in 

order to emphasize the delay between receive channels.  The same angular separations 

as in the previous section are considered, �  = 39º and �  = 58º, with the results presented 

in Figures 6-44 and 6-45 respectively. 

 

 

Fig. 6-44:  Two-channel measurement for d/�  = 0.45, � f = 300 Hz, �  = 39º.  Time 

           delay is 1.0 msec. 



 175 

 

 

Fig. 6-45:  Two-channel measurement for d/�  = 0.45, � f = 300 Hz, �  = 58º.  Time 

           delay is 1.4 msec. 

 

 

The results for this case are summarized in Table 6-5.  Again, there is good agreement 

between the measured and predicted results. 

 

Table 6-5:  Summary of measurements for d/�  = 0.45, � f = 300 Hz 

Angle (deg) Predicted Delay 
(msec) 

Measured Delay 
(msec) 

39 0.9 1.0 

58 1.3 1.4 
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6.3.3 Range Variation of the Pattern 

 

To measure the variation of the frequency diverse array beam with range, the receivers 

needed to be separated by a larger distance than allowed by the rooftop tests.  Therefore, 

two receivers were placed at a location approximately 2 km from, and within line-of-

sight of, the transmit array.  The test configuration to measure range variation of the 

pattern is illustrated in Fig. 6-46.  The receivers were separated by distances of 0, 30, 

49, and 60 m, and two transmit channels were utilised with a frequency offset between 

channels of 2.5 MHz.  This value of frequency offset ensured that one receiver could be 

located within a null of the pattern when the other receiver was located in a peak at a 

separation of 60 m. 

 

 

Fig. 6-46:  Site configuration to measure variation of pattern with range. 

 

A close-range probe measurement of the transmitted signal is shown in Fig. 6-47.  High 

frequency effects limit the output level to the display, but the frequency diverse array 

signal can clearly be seen to have a period of 400 ns as expected, corresponding to 1/ � f. 
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The spectrum of the received signal is shown in Fig. 6-48, showing two tones separated 

in frequency by 2.5 MHz. 

 

 

Fig. 6-47:  Close-range measurement of FDA signal, � f = 2.5 MHz. 
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Fig. 6-48:  Spectrum of received FDA signal, � f = 2.5 MHz. 

 

 

When the two receive antennas are co-located, no delay is expected between the 

received signals.  The measured data supports this as shown in Fig. 6-49.  As the 

separation between receive antennas increases, the delay also increases.  Fig. 6-50 

shows the two-channel measurement for a range separation of about 31 m.  This range 

separation corresponds to a quarter of a period of the time waveform.  When the receive 

antennas are separated by 59 m, the delay becomes approximately one-half of the 

frequency diverse array signal period, as shown in Fig. 6-51.  Notice that at this range 

separation at a given instant of time, one receive antenna is located at a peak of the 

frequency diverse array beam, while the other antenna is located in a null of the beam.  

As the beam propagates forward in range at the speed of light, the first antenna moves 

into a null of the beam as the second antenna moves into the beam peak. 
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Fig. 6-49:  Two-channel measurement, antennas co-located. 
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Fig. 6-50:  Two-channel measurement, antennas separated by 31 m. 
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Fig. 6-51:  Two-channel measurement, antennas separated by 59 m 

 

 

6.4 Data Summary 

 

This chapter has presented a large volume of data taken to confirm the theory and 

simulation presented earlier.  Tables 6-1 through 6-5 and Figures 6-49 through 6-51 

show that there is good agreement between the measured and predicted results over a 

wide range of variables.  This data will be analyzed in more detail in the next chapter. 
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Chapter 7 

 

 

Analysis of Results 

 

 

This chapter discusses the experimental validation of the theory and simulation of the 

frequency diverse array.  The frequency diverse array is shown to be periodic in time, 

corresponding to a periodicity in range, and also periodic in angle. 

 

 

7.1 Variation with Time 

 

Section 4.2 predicted that the frequency diverse array would be periodic in time with 

period 1/� f.  Specifically, the time waveform of the frequency diverse array was derived 

to be: 

 

( ) ( ) ( ){ }tfftNcrepNtx m

f
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 ,    (7-1) 

 

which was further confirmed in (4-70).  The frequency diverse array time waveform is 

illustrated in Fig. 7-1.  These results were verified exceptionally well experimentally 
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through both bench tests and radiated field measurements.  In Section 6.3.1, laboratory 

measurements were made of the sum of 5 signals separated by � f from channel-to-

channel of 100 Hz, 1 kHz, and 10 kHz.  These results are summarized in Table 7-1. 

 
Fig. 7-1:  Frequency diverse array time waveform 

 

Table 7-1:  Summary of bench test results for time variation of waveform 

� f 

(Hz) 

Predicted Period, 

(1/� f), (ms) 

Measured Period 

(ms) 

Reference 

100 10 10 Fig. 6-10 

1000 1 1 Fig. 6-11 

10000 0.1 0.1 Fig. 6-12 

 

In addition, a number of radiated field measurements were made at a variety of 

frequency offsets.  Again, measured results agreed exceptionally well with theoretical 

predictions.  Results are summarized in Table 7-2 for both 2 and 5 channel arrays for a 

variety of element spacings. 
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Table 7-2:  Summary of radiated field measurements of time periodicity of waveform 

N d/�  Angle 

(deg) 

� f 

(Hz) 

Predicted 

Period 

(ms) 

Measured 

Period 

(ms) 

Reference 

5 0.45 0 100 10 10 Fig. 6-20 

& 6-21 

2 0.45 0 100 10 10 Fig. 6-23 

2 0.45 10 100 10 10 Fig. 6-24 

2 0.45 20 100 10 10 Fig. 6-25 

2 0.45 30 100 10 10 Fig. 6-26 

2 0.45 35 100 10 10 Fig. 6-27 

2 0.90 0 100 10 10 Fig. 6-28 

2 0.90 12 100 10 10 Fig. 6-29 

2 0.90 23 100 10 10 Fig. 6-30 

2 0.90 25 100 10 10 Fig. 6-31 

2 0.90 30 100 10 10 Fig. 6-32 

2 0.90 35 100 10 10 Fig. 6-33 

2 0.90 58 100 10 10 Fig. 6-34 

2 1.35 0 100 10 10 Fig. 6-35 

2 1.35 12 100 10 10 Fig. 6-36 

2 1.35 23 100 10 10 Fig. 6-37 

2 1.35 39 100 10 10 Fig. 6-38 

2 1.35 58 100 10 10 Fig. 6-39 

2 0.45 39 200 5 5 Fig. 6-40 

2 0.45 58 200 5 5 Fig. 6-41 

2 0.45 39 300 3.3 3.3 Fig. 6-42 

2 0.45 58 300 3.3 3.3 Fig. 6-43 
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Every measurement showed excellent agreement with the theoretical result. 

 

7.2 Beam Scan with Time 

 

The frequency diverse array was shown to be periodic in angle at � /d in accordance with 

(4-72).  This simply corresponds to the location of grating lobes as in the case of the 

conventional phased array.  More interesting is that at any given range the frequency 

diverse array scans in angle with time without mechanical rotation or electronic phase 

shifters.  The time to scan through some angle was given in (4-79) or (5-2) as: 
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The time to scan through an angle is then directly proportional to the element spacing in 

wavelengths and inversely proportional to the frequency offset between channels.   

 

Section 5.1.6 discussed the propagation of the frequency diverse array beam pattern 

over time.  The beam was simulated for d/�  = 0.45 and � f = 100 Hz out to a distance of 

600 km in order to emphasize the variation of the pattern over range.  For small 

frequency offset over a much shorter distance, the variation in range is less obvious, but 

the scan of the beam over time is still evident.  Figures 7-2 through 7-11 illustrate this 

for a two-channel system for the case of d/�  = 0.45 and � f = 100 Hz out to a range of 

100 m. 

 

Fig. 7-2 shows the range-angle diagram for the above case at t = 0.  A cut through the 

diagram at constant range is given in Fig. 7-3.  Both plots show that the frequency 

diverse array beam points normal to the array face at t = 0. 
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At t = 0.8 msec, the beam scans to - 10° as shown in Figures 7-4 and 7-5.  This agrees 

with Equation (7-2).  It is also apparent that the beamshape begins to skew as the broad 

beam scans towards the edge of real space.  The peak of the beam scans to - 20° at t = 

1.5 msec as presented in Figures 7-6 and 7-7.  At a constant range, the beam continues 

to scan with time, to - 30° at 2.3 msec and to - 35° at 2.6 msec.  These results are shown 

in Figures 7-8 through 7-11. 

 

 

 

Fig 7-2:  Range-angle diagram of FDA beam, d/�  = 0.45, � f = 100 Hz, t = 0 msec. 
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Fig. 7-3:  Range cut, d/�  = 0.45, � f = 100 Hz, t = 0 msec 
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Fig 7-4:  Scan with FDA beam over time, d/�  = 0.45, � f = 100 Hz t = 0.8 msec. 
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Fig. 7-5:  Range cut, d/�  = 0.45, � f = 100 Hz, t = 0.8 msec 
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Fig 7-6:  Scan with FDA beam over time, d/�  = 0.45, � f = 100 Hz, t = 1.5 msec. 
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Fig. 7-7:  Range cut, d/�  = 0.45, � f = 100 Hz t = 1.5 msec 
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Fig 7-8:  Scan with FDA beam over time, d/�  = 0.45, � f = 100 Hz, t = 2.3 msec. 
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Fig. 7-9:  Range cut, d/�  = 0.45, � f = 100 Hz, t = 2.3 msec 
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Fig 7-10:  Scan with FDA beam over time, d/�  = 0.45, � f = 100 Hz, t = 2.6 msec. 
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Fig. 7-11:  Range cut, d/�  = 0.45, � f = 100 Hz, t = 2.6 msec 

 

 

These results were tested experimentally for a variety of element spacing and frequency 

shifts.  Larger frequency offsets were tested at larger angles to emphasize the expected 

time delay.  Table 7-3 summarizes the results from Section 6.3.2.  Note that the sense of 

the frequency offset was reversed during measurements resulting in a positive rotation 

in angle. 

 

The measured data validated the theory and simulation remarkably well, within the 

constraints of real-world effects to be described later. 
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Table 7-3:  Summary of measurements of frequency diverse array scan. 

 

d/�  � f Angle (deg) Predicted 
Delay (msec) 

Measured 
Delay (msec) 

Reference 

0.45 100 0 0.0 -0.1 Fig. 6-23 

  10 0.8 0.8 Fig. 6-24 

  20 1.5 1.4 Fig. 6-25 

  30 2.3 2.0 Fig. 6-26 

  35 2.6 2.7 Fig. 6-27 

0.90 100 0 0.0 0.3 Fig. 6-28 

  12 1.9 2.1 Fig. 6-29 

  23 3.5 3.4 Fig. 6-30 

  25 3.8 3.7 Fig. 6-31 

  30 4.5 4.3 Fig. 6-32 

  35 5.2 5.3 Fig. 6-33 

  58 7.6 7.7 Fig. 6-34 

1.35 100 0 0.0 -0.2 Fig. 6-35 

  12 2.8 3.1 Fig. 6-36 

  23 5.3 5.3 Fig. 6-37 

  39 8.5 8.8 Fig. 6-38 

  58 11.4 11.2 Fig. 6-39 

0.45 200 39 1.4 1.6 Fig. 6-40 

  58 1.9 2.1 Fig. 6-41 

0.45 300 39 0.9 1.0 Fig. 6-42 

  58 1.3 1.4 Fig. 6-43 
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7.3 Variation in Range 

 

 

Fig. 7-1 illustrated the structure of the frequency diverse array waveform.  However, 

recall from Section 4.3 that a transverse electromagnetic wave propagates forward in the 

positive Z direction.  Therefore, the waveform of (7-1) propagates forward in time at the 

speed of light. 

 

This feature of the frequency diverse array was tested experimentally as described in 

Section 6.3.3.  The experiment utilised a two-channel transmit array, with receive 

antennas placed at various spacings up to 60 m apart in the same line-of-sight of the 

transmit array.  Fig. 7-12 shows a range-angle diagram for the experimental setup, with 

magnitude of the beam plotted in dB.  Fig. 7-13 illustrates the pattern with range for two 

instants of time.  When two targets are separated by 60 m, at some point in time target 

#1 will be in peak of the beam while target #2 is located in a null.  At a time of 200 ns 

later, target #2 will be in the peak of the beam while target #1 is in the null. 
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Fig. 7-12:  Range-angle diagram, d/�  = 0.45, � f = 2.5 MHz 
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Fig. 7-13:  Beam pattern in range for two instants of time 

 

To test this theory and simulation, experiments were performed as described in Section 

6.3.3.  Two transmit channels were utilised (d/�  = 0.45), and the frequency offset was 

set to 2.5 MHz so that the beam peak and null would be separated by 60 m.  Receivers 

were then placed at 0, 31, and 59 m separation, corresponding to zero, one-quarter, and 

one-half the range periodicity (c/� f) respectively.  The results shown in Figures 6-47 

through 6-49 agree well with the theoretical predictions. 

 

 

 

 

 



 200 

7.4 Beam Formation and Control 

 

The frequency diverse array offers a new dimension of design freedom that results in 

novel beam formation and control.  This section explores how the relationships between 

range, time, and angle can be exploited to shape the radiation pattern. 

 

Equation (7-1) shows that the frequency diverse array produces a linear relationship 

between time (and thus range) and angle expressed in sin �  space.  Letting t = 1/ � f 

results in: 
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and 
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In other words, t = 1/ � f corresponds to the time required to scan through one grating 

lobe.   

 

When the frequency diverse array signal propagates forward in time, corresponding to a 

range of R = ct, the beam at any given range scans with time, as was observed in 

Section 7.1.  When the beam scans far enough, it encounters a grating lobe, or 

ambiguity in angle.  This occurs at sin �  = � /d in accordance with (4-72).  At range c/� f, 

corresponding to time 1/� f, the entire pattern repeats. 

 

Like a conventional phased array, the frequency diverse array introduces grating lobes 

spaced at � /d in sin �  space.  However, the frequency diverse array also introduces a 
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linear relationship between range and angle in accordance with (7-2).  The periodicities 

in range introduced by the diverse array are manifestations of the grating lobe in real 

space. 

 

From (7-2), the time to scan from -90° to +90° is given by: 
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As the element spacing decreases, the time to scan through real space also decreases.  

The relationships between range, time, and angle can be observed in Figures 7-14 

through 7-16, which illustrate range-angle diagrams for 3 element spacings at one 

instant of time. 

 

In Fig. 7-14, the transmit array element spacing is set to d = 0.25� .  Grating lobes then 

appear at multiples of sin �  = � /d = 4.  The time to scan through real space is then 
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which is half the time period of the waveform.  In this case, once the beam reaches a 

scan of �  = ±90°, the beam continues to scan, but not in visible space.  This results in a 

dead time in which there is no beam in real space. 

 

On the other hand, when d/�  = 0.5, the time to scan real space is t = 1/ � f, which exactly 

matches the time period of the waveform.  This case is illustrated in Fig. 7-15. 

 

For d/�  = 1.0, the grating lobes are spaced at multiples of sin �  = � /d = 1, and the time to 

scan through real space is: 
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Fig. 7-14:  Range-angle diagrams for d/�  = 0.25 
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Fig. 7-15:  Range-angle diagrams for d/�  = 0.5 
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The wide spacing of elements therefore causes grating lobes to enter real space, 

resulting in a range periodicity being encountered before the beam has scanned an angle 

corresponding to real space.  This is illustrated in Fig. 7-16. 

 



 204 

 

Fig. 7-16:  Range-angle diagrams for d/�  = 1.0 

 

In summary, the frequency diverse array beam pattern can be controlled by the transmit 

array configuration and the signal parameters.  The slope of the beam in range-angle 

space can be controlled by the element spacing and the frequency offset.  Grating lobes, 

and therefore the amount of time spent scanning in real space, is also governed by the 

element spacing.  The periodicity of the beam in the range dimension can be controlled 

by the frequency offset, and the resolution of the beam in range is given by the size of 

the transmit array, the form of the transmitted signal, and the frequency offset. 
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7.5 Sources of Error 

 

The measured data validated the theory well, especially considering numerous real 

world effects with potential to impact the results.  Some of these sources of error 

include: 

 

7.5.1 Multipath 

 

The rooftop range was clearly not ideal, but the selection of test sites was dictated by 

available access to power, shelter, and associated test equipment.  Figures 6-10 through 

6-13 show significant potential sources of scattering in the vicinity of the transmit and 

receive antennas.  These scattering sources include a large metal tower almost in direct 

line-of-sight between the transmitter and fixed receiver, additional antennas, roof vents, 

and portions of metal buildings that could act as corner reflector-type objects. 

 

7.5.2 Transmit Channels 

 

The performance characteristics for all transmit channels were not identical, even 

though the channels were constructed of similar components.  This was due to typical 

component tolerance values for manufactured devices.  For example, the element 

patterns for all radiating elements were not identical, and the input-output characteristics 

for the amplifiers used in all 5 spatial channels were also not identical.  As seen in Fig. 

7-17, the output of one amplifier was clearly below the other channels.  This was 

compensated for by adjusting the amplitude and phase of all channels at the input to the 

antenna feed.  The antenna feed was also constructed of cables of similar design and 

length. However, the outputs of the channels did drift over time due to typical oscillator 

and component stability, and care was needed to keep measurement times down or to 

periodically re-calibrate the channels periodically. 
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Fig. 7-17:  Input-output characteristics for the amplifiers of all spatial channels 

 

7.5.3 Receive Channels 

 

The two receiver boards were constructed of similar components with typical 

manufacturing tolerance values, and the receivers were calibrated to a particular local 

oscillator input level.  However, in practice a single LO was input simultaneously to 

both receive channels, so that neither channel was operating precisely at the design 

input level.  However, the input levels were within approximately 1 dB of the design 

level.  

 

Care was also taken to ensure that the cables from the antenna to the receiver for each 

channel were of similar electrical length.  The delay over a length of cable is: 
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where:  l    =  length of cable 

  c   =  speed of propagation in free space 

  � p  =  propagation factor 

 

The propagation factor varies according to dielectric constant of the material of the 

cable, and is typically 0.66 for RG-214 coax of polyethylene dielectric.  The delay over 

a 60 m length of cable is therefore approximately 303 ns.  This delay does not have 

much of an impact for small � f. For example, when � f  = 100 Hz, the period of the 

waveform is 1/� f  = 10 ms, and the delay due to the cable is about 0.003% of the 

waveform period.  However, for the range variation experiments, where � f  = 2.5 MHz, 

the delay through the cable is nearly equal to the waveform period. 

 

The lengths of cables from the antennas to the receiver channels were assembled from 

on-hand sections of stock components, and so therefore were not identical between 

channels.  However, each section of cable was measured with a network analyzer to 

ensure that the cables on each receive channel were of similar electrical length, to within 

a few nanoseconds. 

 

7.5.4 Processing 

 

The data received by each channel were noisy signals modulated at a high frequency.  

Therefore, the signals were processed through a moving average window in order to 

estimate the location of the peak of each receive channel and the delay between 

channels.  Slight variations of these estimated parameters were observed for different 

numbers of samples used in the filtering process. 
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7.5.5 Impact of Errors 

 

The measurement and processing variations described in this section introduced some 

variation in the experimental results, but overall the sources of error did not affect the 

outcome of the experiments.  The measured data agreed well with theoretical and 

simulated predictions. 

 

 

7.6 Review of Assumptions 

 

Several key assumptions were made during the theoretical development of the 

frequency diverse array, and it is worthwhile to recall these assumptions and discuss 

their implications. 

 

7.6.1 Attenuation of the Signal 

 

In (4-53) it was assumed that the attenuation constant, 	 , was zero.  Also, in the plotting 

of (4-68), the decay of the electric field with range was ignored in order to emphasize 

the periodicity of the frequency diverse array pattern in range, angle, and time.  In 

practice, the field will not propagate unabated, but the power in the transmitted signal 

will fall-off with range according to the inverse square law, and atmospheric effects will 

result in additional losses. 

 

7.6.2 Uniform Weighting 

 

In the development of (4-68), it was assumed that the weightings on all radiating 

elements were the same.  This allowed the magnitude of the electric field to be 

computed in a simple closed form manner, resulting in a sinc function.  In general, this 

is not required, and the electric field can be computed by brute force, or in some cases 
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also by closed form solution.  The effect of non-uniform weighting would be similar to 

that for the conventional array, where the beam shape is altered to result in lower 

sidelobes, a broader mainbeam, and a loss in gain. 

 

 

 

7.6.3 Element Patterns 

 

The element patterns for all radiating sources were assumed to be identical in the 

summation of (4-54).  In addition, the patterns’ dependence on frequency was ignored.  

In practice, there will be some variation in these patterns due to manufacturing 

tolerances.  Were the actual element patterns known, they could have been used to 

compute the electric field in a brute force manner.  However, the effect of non-identical 

elements was reduced to some extent by the combination of multiple elements into a 

single spatial channel.  This can be seen by the well-behaved pattern of Fig. 6-2.  Also, 

the array column patterns and the element pattern for the centre element were measured 

over a frequency extent of 50 MHz. While the gain varied over that frequency extent by 

a couple of dB, the shape of the pattern in angle did not change appreciably, as 

illustrated in Fig. 7-18 for the centre column. 
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Fig. 7-18:  Pattern of the centre column over 50 MHz 

 

 

7.6.4 .0 fnf D>>  

 

This is a fundamental assumption of the frequency diverse array.  A common 

engineering rule of thumb is that this comparison operation implies two orders of 

magnitude difference in the quantities being compared.  For a carrier frequency of 3.1 

GHz and 5 spatial channels, this implies that � f  can be no more than about 6 MHz. 
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7.6.5 qsin0 ndR >>  and 
c

nd
t

qsin
>> . 

 

These two conditions imply the same constraint, with t = R0/c.  The conditions imply 

that the range to a point in space must be much greater than the projected aperture 

length.  This is generally true for points in the far-field of a typical array.  However, this 

condition may not be true for widely spaced elements such as distributed systems with a 

wide baseline or for networked transmission systems. 
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Chapter 8 

 

 

Conclusions and Future Work 

 

 

8.1 Conclusions 

 

This thesis describes a novel contribution for the design and control of antenna radiation 

patterns.  This work is separate and distinct from previous contributions in this area, and 

has resulted in the award of two U.S. patents and one additional patent pending.  In 

addition, the work performed under this research programme has generated significant 

interest within the radar community.   The thesis developed the theory of the frequency 

diverse array, predicted its performance through simulation, and validated the 

theoretical and predicted performance through experimental measurements. 

 

The frequency diverse array concept provides new dimensions of design freedom for 

beam forming and control.  The approach considers the joint design of signals and 

antenna configuration to achieve unique beamforming characteristics.  In the basic 

concept, a small incremental frequency shift is applied across spatial channels.  This 

results in a radiation pattern that varies in angle with range.  Moreover, the beam scans 
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in time without mechanical rotation or electronic phase shifters.  This feature of the 

frequency diverse array pattern may result in an affordable scan option.   

 

Another potential application for the frequency diverse array beam pattern is multipath 

mitigation.  In addition to the direct path between the transmitter and receiver 

(communications) or transmitter-target-receiver (radar), transmitted signals often reflect 

off of natural and manmade objects, resulting in a dispersive received signal.  The 

various signal components arrive from different ranges and angles, and it may be 

possible to suppress the unwanted reflections through a shaping of the beam pattern in 

range, angle, and time. 

 

In large wideband arrays, the frequency diverse array concept may serve as an 

alternative to hardware-based true time delay techniques to compensate for pulse 

distortion effects of beam scan with frequency.  In a similar manner, the frequency 

diverse array may have application to sonar, where the speed of propagation of 

transmitted signals results in a relatively wideband condition. 

 

8.2 Extensions of the Work 

 

This thesis discussed only the basic implementation of the frequency diverse array, 

which concerned continuous wave signals radiated from equally spaced identical 

elements.  This concept can be extended to non-monochromatic waveforms. 

 

8.2.1 Linear Frequency Modulation 

 

 In a linear frequency modulation (LFM) implementation, the frequency of each 

waveform varies linearly over the duration of a pulse.  The transmitted waveform for 

each channel is identical, except for an element-to-element offset in the modulation 

starting frequency.  Since the frequency offset is small compared to the modulation 
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bandwidth, there is considerable overlap in the frequencies used for all elements. In the 

narrowband case, the modulation bandwidth of each signal is on the order of tens of 

megahertz for typical radar frequencies, which is sufficient to support moving target 

indication (MTI) applications. 

 

Fig. 8-1 illustrates modulation across spatial channels for an LFM implementation of a 

frequency diverse array. Signals received from all spatial channels are processed as in a 

conventional MTI application, and the frequency offset between channels provides 

range-dependent beamforming for flexible scanning and for multipath mitigation.  

 

 

Fig. 8-1:   LFM implementation of a frequency diverse array 

 

A potential further extension may be implemented by utilizing contiguous and non-

overlapping spectra on adjacent channels, as shown in Fig. 8-2.  Using the contiguous 

bandwidth implementation, it may be possible to construct very large bandwidth 

signals, with each element radiating a non-overlapping segment of the entire frequency 

extent. Since all channels receive signals of each frequency, it may be possible to 
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construct N wideband receive signals of bandwidth NB, where N is the number of 

spatial channels and B is the bandwidth of each channel. 

 

 

Fig. 8-2:  Contiguous bandwidth implementation 

 

 

8.2.2 Synthetic Aperture Radar 

 

If each individual channel radiates a sufficiently wide-bandwidth signal, each spatial 

channel can act as a synthetic aperture radar (SAR).  An architecture can therefore be 

proposed where the frequency diverse array serves as N SAR radars operating 

independently.  Because the frequencies are non-overlapping, such an implementation 

has the potential to overcome the fundamental limitation of SAR, which is that small 

apertures are required for long coherent integration times and fine cross-range 

resolution, but which results in low gain on target.  
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In a typical SAR application, each element radiates a signal with a bandwidth on the 

order of hundreds of megahertz.  This provides sufficient bandwidth for adequate range 

resolution for imaging purposes. At the same time, the cumulative bandwidth resulting 

from N elements (apertures) operating with non-overlapping frequencies provides much 

greater overall bandwidth for extremely high resolution SAR. The frequency diverse 

array implementation of SAR has the potential to place high gain on target while 

enabling a multitude of spotlight SARs to operate simultaneously, effectively resulting 

in stripmap and spotlight SAR modes at the same time.  

 

8.2.3 Code Diversity 

 

Besides linear frequency modulation, chirp diversity [104] may also be desired to 

manipulate the ambiguity diagram for rejection of interference or for target 

enhancement. Chirp diversity can easily be implemented within the framework of the 

generalized frequency diverse array. An example set of transmit signals for each 

channel is illustrated in Fig. 8-3. 

 

Up- and down-chirp LFM signals provide some degree of orthogonality, but more 

elaborate coding schemes provide true orthogonality and may be required for some 

waveform diversity applications. Fig. 8-4 shows potential implementations of the 

frequency diverse array using random phase coded waveforms.  Using advanced coding 

schemes, it may be possible to construct modes which enable ground moving target 

indication and synthetic aperture radar at the same time. 

 

By exploiting multiple degrees of freedom, including space, time, frequency, and 

modulation, and by partitioning and combining the multi-dimensional space, it may be 

possible to construct waveforms which can support multiple missions at the same time. 

Potentially, traditional conflicts in timing and beam pointing for waveforms of different 

mission types can be avoided by parallel processing of data from multiple apertures 
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simultaneously, combined with range-dependent beamforming. Sophisticated code 

manipulation may also permit pulse-to-pulse phase modulation for ambiguity control 

and embedded communications.  Fig. 8-5 illustrates the transmission and sorting of 

signals in multiple dimensions.  The signals can potentially be sorted and processed for 

simultaneous synthetic aperture radar and ground moving target indication. 

 

 

Fig. 8-3:  Alternative implementations of the frequency diverse array 

 

 

Fig. 8-4:  Random phase coded waveform implementation for orthogonal signals 
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A 

Fig. 8-5:  Transmission and sorting of signals for simultaneous SAR and GMTI 
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8.3 Suggestions for Further Research 

 

The basic implementation of the frequency diverse array was developed using the 

monochromatic assumption and equally spaced elements.  As described in the previous 

section, many more fertile areas for exploration remain.  In particular, the following is a 

partial list of additional promising research topics: 

 

8.3.1 Amplitude Weighting 

 

This research was primarily conducted utilizing a uniformly illuminated array.  

However, a weighted array was also constructed using Schelkunoff polynomials in 

order to demonstrate a frequency diverse array difference pattern. 

 

Consider the N-element array of Figure 8-6.  Similar to Section 3.1 the electric field for 

the conventional array can be written as: 

 

 

Figure 8-6:  Weighted array 
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Ignoring the carrier and letting 
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Equation (8-1) can be written as a polynomial: 
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To place a single null at �  = 0, let � n = 0 for all zn: 
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For a 5-element array, the resulting polynomial is: 

 

( ) ( )41-= zzE         (8-7) 

432 4641 zzzz +-+-= .      (8-8) 

 

The weights to produce this difference pattern are therefore: 
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 a0  =   1 (8-9) 

 a1  = -4  (8-10) 

 a2  =  6   (8-11) 

 a3  = -4   (8-12) 

 a4  =   1.   (8-13) 

 

 A similar construction can be made for the frequency diverse array with 
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qqwj sinsin 00 kdkRdkt D+D-+D=¢ , and (8-15) 

 
j ¢-= jez .    (8-16) 

 

The weights of (8-9) through (8-13) were applied to the frequency diverse array of 

Section 6.2.1, with � f = 100 Hz, resulting in the close-range waveform of Figure 8-7. 

Notice that the difference pattern was produced with the periodicity of the frequency 

diverse array (period = 10 ms). 

 

A difference pattern combined with the auto-scanning property of the frequency diverse 

array may be a useful feature for the rejection of multipath interference, and should be 

studied further.  Other weightings can also be explored for spatial and time sidelobe 

control of the frequency diverse array pattern. 
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Figure 8-7:  Close-range time waveform for FDA difference pattern, � f = 100 Hz 

 

8.3.2 Generalized Array Structure 

 

This thesis concentrated on a frequency diverse array under the monochromatic 

assumption with constant frequency offset and equal element spacing.  A number of 

generalizations of this concept are possible and should also be explored. 

 

The traditional phased array has no frequency shift from element-to-element.  In this 

thesis, a constant frequency offset was applied between elements.  However, other 

implementations are also possible.  The frequency offset can be allowed to vary as a 

function of time, using both linear and non-linear frequency modulations as shown in 

Figure 8-8.  A time-varying frequency offset may further alter the structure of the 

frequency diverse array pattern and should be investigated. 
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Figure 8-8:  Time-varying frequency offset for ith element 

 

Further control over the frequency diverse array pattern can be achieved through the use 

of non-linearly spaced elements. Sammartino and Baker [75] formed a version of the 

frequency diverse array called the wavelength array. Using non-linearly spaced 

elements, the wavelength array provides reduced dependence of range gain on angle 

gain, resulting in additional control of the radiated pattern. 

 

In general, the basic waveform per element per unit time can be expressed as: 

 

 tj
ijijijij efAs wf= ,    (8-17) 

 

where:  Aij = Amplitude modulation function 

  � ij = Phase modulation function 

  fij =  Frequency modulation function 

  i = Element number 

  j = Pulse number. 
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The amplitude, phase, and frequency modulation functions can be combined to obtain: 

 

tj
ijij eMs w= ,    (8-18) 

 

where Mij is the space-time modulation matrix.  In general, Mij is a function of 

amplitude, frequency, phase, time, and polarization. 

 

The modulation in space (element) is conventionally a phase progression for beam 

steering.  In time the modulation is typically LFM intra-pulse and phase modulation 

pulse-to-pulse.  However, in general the modulation may be more flexible.  Recall that 

(8-18) represents the basic waveform, or transmission chip, at each element per unit 

time.  These can be constructed as elemental bases functions which can be summed and 

processed in various combinations as described in Section 8.2 such that the space-time 

waveform has a particular property.  It may not be necessary for the bases functions to 

form a complete orthonormal set.  

 

Channels with small frequency offset, highly overlapped spectra, moderate bandwidth, 

and linear frequency modulation chips may support moving target indication with 

frequency diverse array characteristics, such as auto-scanning and range-dependent 

beamforming.  Pseudo random and orthogonal codes may enable a more generalized 

frequency diverse array architecture, enabling simultaneous multi-mission operation 

such as radar and communications or SAR simultaneous with GMTI. 

 

Figure 8-9 illustrates potential transmission sequences for both conventional and 

frequency diverse array MTI and SAR functions.  MTI requires relatively narrow 

bandwidth, while the SAR function requires much greater bandwidth for improved 

range resolution.  The performance of MTI and SAR as a function of bandwidth is 

illustrated graphically in Figure 8-10.  SAR performance improves with bandwidth, 
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while MTI performance degrades due to range and Doppler walk and super-resolution 

of targets. 

 

 

Figure 8-9:  Transmission sequences for conventional and FDA MTI and SAR 
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Figure 8-10:  SAR and MTI performance as a function of bandwidth per element 

 

 

Figure 8-11 illustrates a scheme to utilize both time-sequenced and simultaneous 

transmissions.  The figure shows frequency as a function of time for two elements.  For 

a portion of the transmission sequence both elements radiate simultaneously.  This 

overlap produces a phased array effect. 

 



 227 

 

Figure 8-11:  Overlapping transmissions producing both sequential and simultaneous 

  modulation 

 

A generalized frequency diverse array architecture, particularly for simultaneous multi-

mission, multi-mode operation, will require schemes to select transmission chips and 

sort and process signals, both jointly and separately.  The selection of the space-time 

modulation matrix must ensure stable beams in the radiation pattern.   This is an 

exciting area for further investigation.  Transmission selection schemes may include 

closed form algorithms, enumeration, or approaches such as genetic algorithms.  The 

space-time transmission sequence should be investigated as a synthesis problem.  

Techniques for processing the complex transmitted waveforms should also be 

investigated.   Interpolation, extrapolation, and pulse stitching techniques can be applied 

to contend with operation in a dense electromagnetic environment and electromagnetic 

interference.  Pulse stitching and signal extrapolation are illustrated in Figures 8-12 and 

8-13 respectively.  Note that the basic frequency diverse array concept is a sparse 

frequency, thinned spectrum approach as depicted in Figure 4-5.  Further work is also 

required in the development of optimal receivers for these transmission sequences.  
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Note that the configuration of the optimal receiver may vary as function of location due 

to properties of the frequency diverse array.  The generalized architecture will also 

enable the use of space-time adaptive processing techniques to suppress interference 

and enhance target responses.   

 

Figure 8-12:  Pulse stitching 

 
Figure 8-13:  Extrapolation of transmitted signals 
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