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ABSTRACT

In this work we analyze the benefits of low-complexity radio frequency (RF) switching matrices (SMs) for antenna selection (AS) in large scale antenna systems (LSAS). The reduced RF complexity and insertion losses (ILs) are attained by limiting the number of internal connections in the SM, at the expense of a limited flexibility in the AS. The results presented in this paper demonstrate that partially-connected (PC) SMs outperform conventional fully-flexible (FF) alternatives due to their reduced ILs, which are characterized in this work.

Index Terms— Antenna selection, massive MIMO, RF switching matrices, insertion losses.

1. INTRODUCTION

Massive multiple-input multiple-output (MIMO) systems are one of the leading candidates for satisfying the spectral and energy efficiency objectives promulgated in 5G [1–3]. Specifically, LSAS propose to deploy base stations (BSs) comprised of tens to hundreds of antennas for providing high and stable data rates to a multiplicity of mobile terminals (MTs) [1–3]. However, the favourable propagation conditions attained by massive MIMO come at the expense of an increase in both the hardware and computational complexities of existing cellular systems, due to their excessive number of RF chains [2].

The fundamental idea behind AS implementations is to reduce the number of RF chains by judiciously activating a subset of antennas that maximizes performance [4,5]. In this line, numerous related works have proposed AS schemes with low computational complexity [4–7], characterized their energy efficiency gains [8,9], and described hardware-related issues that arise in their practical implementation [10,11]. The application of AS to massive MIMO systems has also constituted the focus of intense research efforts [9,12–15]. Indeed, the results from the measurement campaigns carried out in [12,15] motivate the deployment of AS in practical LSAS, since they demonstrate that the channels of separate antennas have distinct statistical characteristics.

In spite of the above research efforts, the implementation of SMs has attracted considerably less attention, although they constitute a critical component of AS systems [4,10].

2. ANTENNA SELECTION AND RF SWITCHING MATRIX IMPLEMENTATIONS

Specifically, architectures for reducing the substantial hardware complexity and insertion losses (ILs) of SMs in massive MIMO have been recently promulgated both in [16], where independent groups of multiple antennas are connected to a single RF chain, and in [15], where each RF chain connects to a pair of antennas via binary RF switches. While these solutions are capable of reducing the power losses introduced by the RF switches, their actual performance gains have not been characterized because the internal architecture of SMs has not been comprehensively studied. For this reason, this paper concentrates on characterizing the impact of employing different SM hardware solutions on the performance of massive MIMO systems with AS, where the efficient design of RF switching components is crucial due to their considerable dimensions. Specifically, we analytically characterize the performance of power-based (PB) AS with PC SMs. Moreover, in contrast with prior literature, we define generalized optimization problems for AS with PC SMs in order to study the trade-off that arises in these systems: while their attainable performance is potentially reduced due to a limited switching flexibility, their reduced ILs, which are characterized in this work, provide simultaneous power gains for transmission.

The model considered in the following is comprised of a BS with $N$ antennas and $K$ single-antenna MTs. The block diagram of the BS is illustrated in Fig. 1, where it can be observed that $M < N$ RF chains are implemented and, subsequently, only $M$ antennas are simultaneously active. The signal received at the MTs, $y \in \mathbb{C}^{K \times 1}$, is given by

$$y = \sqrt{\rho K} H_{\mathcal{A}} x + n = \sqrt{\rho K / \delta} H_{\mathcal{A}} x + n,$$  

(1)
where \( x \in \mathbb{C}^{M \times 1} \) denotes the transmitted signal satisfying \( \mathbb{E} [x^H x] = 1, n \in \mathbb{C}^{K \times 1} \) is the circularly symmetric additive white-Gaussian noise vector with its \( k \)-th entry following \( n_k \sim \mathcal{CN}(0, 1) \), and \( \mathbf{H} \in \mathbb{C}^{K \times N} \) collects the coefficients characterizing the frequency channel response between the BS and the MTs. Here, \( \mathbf{H}_{[M]} \in \mathbb{C}^{K \times M} \) is a submatrix of \( \mathbf{H} \) constructed by choosing the columns specified by the set \( \mathcal{M} \) of cardinality \( |\mathcal{M}| = M \), which represents the selected antennas. Moreover, \( \bar{\rho} \) represents the average transmission power per MT without accounting for the ILs introduced by the SM, \( \delta \), which are characterized in the following. Note that (1) considers that the RF SM is placed after the power amplifiers (PAs) in the transmission chain, which corresponds to the hardware solution that minimizes the number of analog hardware components [4].

2.1. Fully-Flexible (FF) RF Switching Matrices

In this work we concentrate on the AS with full switching flexibility that maximizes capacity by solving [12, 17]

\[
P_1 : \max_{\mathbf{S}, \mathbf{P}} \log_2 \text{det} \left( \mathbf{I}_K + \rho \mathbf{KPHSH}^H \right) \tag{2a}
\]

subject to \( \sum_{i=1}^N S_{i,i} = M, \tag{2b} \)

\[0 \leq S_{n,n} \leq 1, \forall n \in \{1, \ldots, N\}, \tag{2c}\]

where \( \mathbf{P} \in \mathbb{R}^{K \times K} \) is a diagonal matrix characterizing the power allocation over the different streams \( \sum_{i=1}^K P_{i,i} = 1 \) and \( \mathbf{S} \in \mathbb{B}^{N \times N} \) is a diagonal matrix with \( S_{n,n} = 1, n \in \{1, \ldots, N\} \) if the \( n \)-th antenna is selected and \( S_{n,n} = 0, n \in \{1, \ldots, N\} \), otherwise. Due to the difficulty of jointly optimizing over both \( \mathbf{S} \) and \( \mathbf{P} \) in \( P_1 \), and similarly to [12, 15], \( \mathbf{S} \) is firstly obtained assuming \( \mathbf{P} = \mathbf{I}_K \) and, subsequently, \( \mathbf{P} \) is computed by solving \( P_1 \) with \( \mathbf{S} \) as a given matrix.

The SMs that implement the AS in \( P_1 \) are comprised of primary switches with a smaller number of input and output ports, such as those detailed in Table 1 [19, 20]. Fig. 2(a) represents the architecture of an illustrative FF SM, which is comprised of two switching sub-stages represented by dashed boxes: the RF-chain and the antenna switching stages [19,20]. These switching stages are constructed by concatenating primary switches of smaller size such as those described in Table 1. Therefore, determining the number of primary switches implemented is required for characterizing the total ILs (\( \delta \) in (1)) introduced in the switching procedure. With this purpose, let us denote \( T_{AN} \) and \( T_{RF} \), which are represented in Fig. 2, as the maximum number of ports per antenna in the antenna in the antenna switching stage or per RF chain in the RF-chain switching stage, respectively. For FF architectures, it can be shown that these are given by

\[
T_{RF} = N, \ \text{and} \ T_{AN} = M. \tag{3}
\]

Let us also define \( \mathcal{T} \) as a (decreasingly) ordered set with cardinality \( |\mathcal{T}| \triangleq N_s \) containing the number of output ports in the primary switches, and \( \delta_{ij} \) as the ILs in dB of a primary switch with \( T_j \) output ports. For instance, \( \mathcal{T} = \{4, 3, 2\} \), \( N_s = 3 \) and \( S_{T(2,3,4)} = \{0.25, 0.45, 0.45\} \) dB for the primary switches in Table 1. Therefore, the ILs introduced by an arbitrary SM architecture can be expressed as

\[
\delta_{dB} = \sum_{j=1}^{N_s} \left( S_{T_{AN,j}} + S_{T_{RF,j}} \right) \times \delta_{T_j}. \tag{4}
\]

Here, \( S_{T_{RF,AN,j}} \) denote the number of consecutive primary switches with \( T_j \) output ports that the signals cross in the RF-
chain (or antenna) switching stages, which can be iteratively computed as

\[ S_{T_j}^{\text{(RF,AN)}} = \text{fact} \left( Q_j^{\text{(RF,AN)}}, T_j \right), j \in \{1, \ldots, N_\text{s} \}, \]  

where \( \text{fact} (a, b) \) denotes the number of times that \( b \) arises in the integer factorization of \( a \) and \( Q_j^{\text{(RF,AN)}} \) can be expressed as

\[ Q_j^{\text{(RF,AN)}} = \begin{cases} T_j^{\text{(RF,AN)}}, & \text{if } j = 1, \\ Q_{j-1}^{\text{(RF,AN)}} / \max \left( T_{j-1}^{\text{(RF,AN)}}, \left\lfloor \frac{Q_{j-1}^{\text{(RF,AN)}}}{1} \right\rfloor, 1 \right), & \text{otherwise.} \]  

Note that \( T_j^{\text{S,RF}} \) in (6) denotes the number of output ports that can be obtained by concatenating \( S_{T_j} \) switching stages comprised of primary switches with \( T_j \) output ports. For instance, it can be shown by application of the above expressions that for an RF switching stage with \( T_\text{RF} = Q_1^{\text{RF}} = N = 8 \) such as that shown in Fig. 2(a), the transmit signal must cross \( S_{T_1}^{\text{RF}} = \text{fact} (8, 4) = \text{fact} (4 \times 2, 4) = 1 \) primary switch with \( T_1 = 4 \) output ports and \( S_{T_2}^{\text{RF}} = 1 \) switch with \( T_3 = 2 \) output ports, as coloured in Fig. 2(a). To reduce the number of internal switches and the total ILs, \( \delta_{0,4B} \), in the following we consider an RF switching architecture that achieves both objectives by limiting the input-output connectivity of the SM.

### 2.2. Partially-Connected (PC) RF Switching Matrices

The PC architecture is designed to minimize the number of primary switches while guaranteeing that each antenna is connected to at least one RF chain, i.e.

\[ T_\text{RF} = \left\lfloor \frac{N}{M} \right\rfloor, \text{ and } T_\text{AN} = \begin{cases} 1, & \text{if } \left\lfloor \frac{N}{M} \right\rfloor \geq 2, \\ 2, & \text{otherwise.} \end{cases} \]  

The reduced number of ports in the RF-chain and switching stages entails that PC switching architectures introduced reduced ILs when compared with their FF counterparts. Illustrative examples of these architectures are represented in Fig. 2(b) and (c) for the cases of 2 × 5 and 3 × 5 SMs, respectively.

**Remark:** It would seem intuitive that increasing the number of RF chains should enhance the performance of AS systems. However, it should be noted that this might come at the cost of incorporating additional primary switches to the SM, hence introducing additional ILs that might degrade the overall performance. For instance, when compared with the SM of Fig. 2(b) with \( M = 2 \), the SM of Fig. 2(c) (\( M = 3 \)) requires an additional primary switch at the antenna switching stage. The study of this trade-off constitutes the focus of Sec. 4.

Clearly, \( \mathcal{P}_1 \) should account for the restrictive switching connectivity of PC SMs. Motivated by [15] and in order to incorporate these additional constraints, in the following we consider that the overall antenna array is divided into subarrays. These subarrays are constructed by connecting each RF chain to antenna ports as physically separated as possible, with the purpose of enhancing spatial diversity. The distance between these antenna ports, \( N_\text{dist} \), can be expressed as

\[ N_\text{dist} = \begin{cases} M, & \text{if } \left\lfloor \frac{N}{M} \right\rfloor \geq 2, \\ N - M, & \text{otherwise.} \end{cases} \]  

For example, Fig. 2(c) shows that each RF chain connects to alternative antenna ports, i.e. \( N_\text{dist} = N - M = 2 \). Moreover, let \( S_\text{sub} \) denote the number of independent antenna subarrays, which do not share any common RF chain. The antenna elements comprising the \( i \)-th independent subarray (\( i \in \{1, \ldots, S_\text{sub} \} \)) are therefore given by

\[ N^i = \{ i, i + N_\text{dist}, \ldots, i + \left( \left\lfloor \frac{N - i + 1}{N_\text{dist}} \right\rfloor - 1 \right) N_\text{dist} \}, \]  

where each RF chain connects to antennas with indices separated by \( N_\text{dist} \). Similarly, let \( |M^i| \) denote the number of antennas that can be simultaneously active in the \( i \)-th subarray, which corresponds to the number of RF chains connected to that subarray. By considering the above, the general convex optimization problem with partial connectivity constraints can be formulated as

\[ \begin{align*} 
\mathcal{P}_2 : \text{maximize } & \log_2 \det \left( I_K + \rho K \tilde{P}_\text{PC} G G^\dagger \right) \\
\text{subject to } & \sum_{i=1}^N S_{i,i} = M, \\
& 0 \leq S_{i,i} \leq 1, \forall i \in \{1, \ldots, N \}, \\
& \sum_{j \in N^i} S_{j,j} = |M^i|, \forall i \in \{1, \ldots, S_\text{sub} \}. \end{align*} \]  

### 3. PERFORMANCE ANALYSIS

The expressions developed in this section leverage upon the ergodic capacity approximation derived in [21] for power-based (PB)-AS systems\(^1\), which is given by

\[ C_{\text{PS-PC}} \approx \mathbb{E}_G \left[ \log_2 \det \left( I_K + \rho K \tilde{P}_\text{PC} G G^\dagger \right) \right], \]  

where the entries of \( G \in \mathbb{C}^{K \times M} \) follow the same distribution of those from \( H \) and, similarly to [21, Eq. 9], we propose to express \( \tilde{P}_\text{PC} \) for the case of PC switching architectures as

\[ \tilde{P}_\text{PC} = \frac{1}{KM} \sum_{j=1}^{M} \left( \sum_{i=1}^{N} \mathbb{E}_H \left[ B_{j:i} | N \right] \right) \times P(T_j). \]  

Here, \( B_j^i, j \in \{1, \ldots, \left( \frac{N}{M} \right) \} \) are sets with cardinality \( |B_j^i| = M \) that comprise a given combination of ordered column norms of \( H \), whereas \( P(T_j) \) denotes the probability of selecting the specific combination of columns of \( H \) determined by \( B_j^i \). Moreover, \( B_j^i \) denotes the \( i \)-th entry of \( B_j^i \), whereas \( B_{j:N} \) represents the \( i \)-th smallest column norm (\( \|h_{c,j}\|^2 \triangleq \sum_j^N |h_{c,j}|^2 \) of \( H \), i.e. \( |B_{j:N} < B_{2:N} < \cdots < B_{N:N} | \)). At this point it should be noted that, when compared with [21, Eq. 9], the binary random variables \( T_j \in \{0, 1\} \), which

\(^1\)This scheme selects the antennas with largest channel power and constitutes our focus because it approximates the performance of the schemes relying on instantaneous channel state information (CSI), which instead require additional time-frequency resources for accurate CSI acquisition [22].
determine the probability of selecting or not the ordered combination $B^t_j$, are introduced to account for the fact that the combination corresponding to the antennas corresponding with the largest columns norms might not be selected, due to the limited switching connectivity.

Overall, since the result of the expectation in (11) is already available for multiple correlated and uncorrelated communication channels [22], our focus is placed on both $E_{BH}[B_{Nj}^{s:t}]$ and $P(T_j)$ in (12), which have to be determined for computing the ergodic capacity. Specifically, since $B_{Nj}^{s:t}$ represents the $B^t_j$-th smallest column norm of $\mathbf{H}$, conventional ordered statistics can be employed for computing $E_{BH}[B_{Nj}^{s:t}]$ under different distributions such as those of Rayleigh flat-fading channels, i.e. [23]

$$E_{BH}[B_{t,N}] = \frac{N!}{(M-1)! (t-1)!} \sum_{r=0}^{t-1} \left( \frac{1}{r} \right) \left( \frac{1}{t-1} \right)$$

$$\times \sum_{s=0}^{r} a_s (N-t+r) \left( \frac{(K+s)!}{(N-t+r+1)^{K+s+1}} \right),$$

where $a_s (N-t+r)$ denotes the polynomial coefficient of $x^s$ in $\left( \sum_{s=0}^{K-1} x^s \right)^N$. Moreover, although not explicitly shown here for reasons of space, the computation of $P(T_j)$ is tractable for channels without correlation at the BS [1, 24]. Intuitively, these probabilities can be derived by noting that the probability of finding the ordered statistic $B_{Nj}^{s:t}$ at a given antenna port is identical for all antennas when the above assumption is adopted, as detailed in [24].

4. SIMULATION RESULTS

This section presents numerical results for characterizing the trade-off that arises when PC SMs are considered, i.e., while they perform a suboptimal AS, they might still provide overall performance gains due to their reduced ILs. For this, a frequency-flat Rayleigh fading channel is considered, i.e. $\mathbf{H} \sim \mathcal{CN}(0, \mathbf{I}_K \otimes \mathbf{I}_N)$. We consider both AS relying on the instantaneous CS via $P_{\{1,2\}}$, and on selecting the antennas according to their channel power (PB-AS) as per Sec. 3 [4, 21].

Fig. 3 illustrates both the simulated and theoretical spectral efficiencies (SEs) of a small scale AS system with $N = 10$, $K = 2$ and $\bar{\rho} = 10$ dB, while accounting for the ILs as per (4). The results of this figure demonstrate that implementing a larger number of RF chains is generally beneficial for enhancing the system’s SE. Note that this occurs in spite of the increase of the switching losses with $M$. Fig. 3 also shows that PC-AS is able to outperform FF-AS, due to their smaller power losses. It can also be observed that the theoretical approach of Sec. 3 for PB-AS closely matches the simulation results, hence validating our analysis.

Fig. 4 concentrates on showing the evolution of the SE against $M$ in an LSAS with $N = 64$, $K = 8$ and $\bar{\rho} = 10$ dB. The performance both with ($\delta$ in (1) defined as per (4)) and without ($\delta = 1$) accounting for the switching ILs are represented. Fig. 4 shows that there exist negligible performance differences between the strategies considered in this paper when the switching ILs are ignored. This is because, while not being able to select the optimal antenna combination, PC-AS is still capable of selecting other combination with a similar performance due to the large $N$. As shown in Fig. 4, this entails that PC-AS can provide significant performance benefits in the LSAS regime when compared with their FF counterparts when the switching losses are incorporated, due to their simplified switching architecture and reduced ILs.

5. CONCLUSION

In this paper, the impact of considering different hardware implementations for the RF SMs required AS systems has been studied. We have characterized the ILs introduced by different SMs as well as the performance loss they introduce in practical AS systems. Altogether, the analytical and simulation results obtained in this work prompt the implementation of PC switching matrices in realistic AS implementations.
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