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Velocity selection of Rydberg positronium using a curved electrostatic guide
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We report experiments in which a slow Rydberg positronium (Ps) beam was produced by velocity selection
using a curved electrostatic quadrupole guide. Ps atoms in Rydberg-Stark states with principal quantum number
n = 14 were prepared by a two-color optical excitation process in a uniform electric field. Low-field-seeking
Stark states were produced at the entrance of a 0.6-m-long quadrupole guide that includes a 45◦ bend, and were
detected at the end of the guide via their annihilation γ radiation. The mean speed (kinetic energy) of atoms
entering the guide was estimated to be ≈180 km s−1 (185 meV), whereas the mean longitudinal speed of guided
atoms was measured via time of flight and found to be ≈90 km s−1, equivalent to a kinetic energy of 45 meV. The
measured transport data are in broad agreement with Monte Carlo simulations, which are also used to establish
the efficacy with which the arrangement we describe could be used to perform Ps-atom scattering measurements.

DOI: 10.1103/PhysRevA.95.053409

I. INTRODUCTION

Positronium (Ps), the electron-positron bound state [1],
has been extensively studied since it was first produced in
the laboratory in 1951 [2]. The main experimental research
areas that incorporate positronium are atomic and molecular
scattering [3–5], materials science [6–9], and QED tests
[10,11]. Ps is especially interesting for fundamental physics
studies as it has some unique properties compared to other
atoms. For example, being composed of equal-mass leptons,
it has maximal recoil effects [12], is (almost) fully described
by QED [13], and can, in principle, be used to measure the
Rydberg constant without hadronic complications, which may
be of relevance to the proton radius puzzle [14].

In recent years the use of Surko-type positron traps [15] has
had a transformative effect on Ps research [16], in particular
on laser spectroscopy of Ps (e.g., [17–19]). This is because
the output of a positron trap can be bunched in time [20] to
a few nanoseconds (i.e., much less than the 142-ns triplet Ps
ground-state lifetime [21]) and implanted into an appropriate
target to form a dilute Ps gas in vacuum [22]. In this way Ps
atoms can be produced with a high density and/or be addressed
by pulsed lasers, facilitating new Ps research areas [23]. One
example is the production of highly excited Rydberg Ps states
[24] using a two-color, two-step excitation process [25,26].

Exciting Ps atoms from the ground state to Rydberg-Stark
states has two beneficial consequences: First, the annihilation
decay channel is essentially closed [27], which means that Ps
decay rates are in effect those of fluorescence [28]. Second,
Rydberg-Stark states can be produced with electric dipole
moments ranging from zero to thousands of debyes for typical
experimental conditions [24]. These dipole moments can be
used to exert forces on atoms in Rydberg states and thus enable
control of their translational motion [29].

The suggestion to exploit such forces to control the
motion of atoms and molecules was first put forward by
Wing [30] and Breeden and Metcalf [31]. Proof-of-principle
experiments demonstrating the transverse deflection of beams
of Rydberg Kr atoms [32] and longitudinal acceleration and
deceleration of beams of H2 using time-independent electric
fields were later performed by Softley and coworkers [33].
The subsequent introduction of time-dependent electric fields

[34] by Vliegen, Merkt, and coworkers permitted efficient
control over the translational motion of hydrogenic [35] and
nonhydrogenic [36] atoms in pulsed supersonic beams and the
realization of a wide range of Rydberg atom and molecule
optics elements, including mirrors [37], lenses [35], deflectors
[38,39], decelerators, and traps based upon three-dimensional
[40–42] and chip-based two-dimensional [43–45] electrode
structures. These advances have allowed studies of the ef-
fects of blackbody-induced transitions and photoionization of
Rydberg states [42,46], studies of m-changing dipole-dipole
interactions in gases of polar Rydberg atoms and their effects
on Rydberg state lifetimes [47], the preparation of long-lived
high-|m| (i.e., |m| � 3) Rydberg states of H2 [48,49], and new
methods to study ion-molecule reactions at low temperatures
[50,51]. It is only recently, however, that these methods have
been applied to the Ps system [52].

Previously, we demonstrated the radial confinement of
Ps atoms in Rydberg-Stark states in a straight electrostatic
quadrupole guide [52]. Here we report further measurements
made using a modified guide that incorporates a 45◦ bend. This
type of guiding structure has been widely used in experiments
with polar molecules [53–57]. In our experiments Ps atoms
with n = 14 were transported along a curved trajectory and
were detected via their annihilation radiation at the end of the
guide. This arrangement has two useful properties; namely, (1)
it removes the Ps beam from the positron trap axis, and (2) the
curvature of the device acts as a longitudinal velocity selector.
These features can, in principle, be exploited to perform
experiments in which guided Ps atoms interact with other
species. Furthermore, the availability of slow, long-lived, and
controllable Ps beams will facilitate other experiments, such as
high-resolution studies of the electronic properties of materials
[58], Ps free-fall measurements [59,60], and spectroscopy of
Rydberg Ps.

II. RYDBERG ATOMS IN ELECTRIC FIELDS

In hydrogenic atoms, states with the same n but different
� values are degenerate in the absence of external fields.
Consequently, even very weak electric or magnetic fields, both
of which are invariably present in our experiments, can lead
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FIG. 1. Stark structure at n = 14 in Ps. Each Stark state, labeled
with the index k (see text for details), is displayed for fields in which
the ionization rate is <1010 s−1. The thicker sections of each curve
indicate the fields for which the ionization rate ranges from �108 to
�1010 s−1.

to complete � mixing within an n manifold [61]; in the latter
case this is due to motional Stark effects [62]. Under these
conditions it is often more convenient to consider the atomic
structure in terms of hydrogenic Stark states. If the Schrödinger
equation is solved in parabolic coordinates, the resulting
eigenstates are labeled according to their parabolic quantum
numbers n1 and n2, and the Stark states may then be charac-
terized using the index k = n1 − n2 [24]. For each value of n

and the azimuthal quantum number m, the allowed values of k

range from −(n − |m| − 1) to +(n − |m| − 1) in intervals of 2.
In an electric field �F = (0,0,Fz), the energy shifts of these

Stark states can be expressed analytically to second order as
[63]

EStark = 3

2
nk e aPsFz + · · ·

− 1

16
n4(17n2 − 3k2 − 9m2 + 19)

e2a2
Ps

2hc RPs
F 2

z ,

(1)

where e is the charge of the electron, and aPs and RPs are the
Bohr radius and Rydberg constant corrected for the reduced
mass of Ps, respectively. Stark shifts for n = 14 Ps atoms with
m = 1, calculated using this expression, are shown in Fig. 1
[64].

Since the energy shift of an electric dipole in an electric
field �F is

EStark = −�μelec · �F, (2)

comparison with Eq. (1) indicates that, to first order, an electric
dipole moment �μelec can be associated with each Rydberg-
Stark state such that [24]

�μelec = −3

2
nkeaPs. (3)

These large static electric dipole moments allow forces to
be exerted on samples in these states using inhomogeneous
electric fields [29]. In a spatially inhomogeneous electric field
the resulting force is

�f = ∇( �μelec · �F ). (4)

The magnitude of this force therefore depends directly on
the gradient of the electric field. In exploiting such forces to
control the translational motion of Rydberg atoms the greatest
accelerations that can be achieved using time-independent
electric potentials are limited by field ionization of the Rydberg
states. The tunnel ionization rate �n n1 n2 m(Fz) for a Rydberg-
Stark state in an electric field is given by [63]

�nn1 n2 m(Fz)

= 2 hc RPs

h̄

(4C)2n2+m+1

n3 n2! (n2 + m)!

× exp

[
−2

3
C − 1

4
n3 e aPs Fz

2 hc RPs

(
34n2

2 + 34n2m

+ 46n2 + 7m2 + 23m + 53

3

)]
, (5)

where

C = 1

e aPs
√

2 hc RPs

(−2En n1 n2 m)3/2

Fz

(6)

and Enn1 n2 m = −[hc RPs/(n2)] + EStark is the total energy of
the state with respect to the ionization limit in the presence
of the electric field. The Stark map presented in Fig. 1 is
displayed for fields up to those in which the ionization rate
exceeds 1010 s−1. The thicker sections of each curve indicate
the fields for which the ionization rate ranges from �108 to
�1010 s−1.

III. EXPERIMENTAL METHODS

The apparatus [22] and detection methods [28,65] used
in this work are similar to those used previously, and only
a short overview will be given here. A pulsed positron
beam was produced using a two-stage Surko-type buffer-gas
positron trap [16]. The output of the trap (≈105 positrons,
�t ≈ 4 ns) was implanted into a mesoporous silica film
[66,67] which produced Ps atoms in vacuum. These atoms
were optically excited using two dye lasers: an ultraviolet
(UV) laser (≈500 μJ, �ν = 85 GHz, λ = 243.0 nm) was
used to drive 1 3S → 2 3P transitions and an infrared (IR)
laser (≈8 mJ, �ν = 5 GHz, λ ≈ 744 nm) was used to
drive 2 3P → 14 3S/14 3D transitions. This excitation scheme
couples ground-state atoms to excited states with S or D

character. The UV and IR laser light was linearly polarized
in the vertical direction, which means that Stark states were
produced predominantly with azimuthal quantum number
m = 1 and even values of k.

As shown in Fig. 2, Ps atoms were produced in an excitation
region between two electrodes (target and grid). This made
it possible to prepare Rydberg states in a uniform electric
field and thus to address specific parts of the Stark manifold
[68]. By tuning the IR laser to shorter wavelengths we were
able to predominantly excite Stark states with k = +12 and
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FIG. 2. (a) Schematic representation of the experimental apparatus containing the curved guide. The positions of the five γ -ray detectors
used in the experiment are indicated (see text for details). D1 and D2 are used to monitor Ps atoms in or near the excitation region via lifetime
spectroscopy, whereas D3, D4, and D5 are used to generate single-event TOF spectra. (b) Close-up of the excitation region indicating the Ps
formation target and excitation region and the position of the quadrupole guide rods relative to the grid electrode and (c) electric-field map
within the guide with 5.5 kV applied to one pair of rods.

dipole moments of 1280 D (see Sec. II). The geometry of
the arrangement is such that some Rydberg atoms are able to
enter the guide, whereas others collide with the guide rods,
the vacuum chamber, or the grid electrode. The quadrupole
guide is constructed from four cylindrical electrodes 8 mm
in diameter and separated from each other by 7 mm. The
total length of the quadrupole is 600 mm, and there is a 45◦
bend, as indicated in Fig. 2(a). The guide is operated with
one pair of rods grounded and the other pair biased up to
5.5 kV. The guide field is turned off before the positron beam
implantation and is switched on ≈50 ns after the positrons
enter the silica target, which is before any Ps atoms can exit
the excitation region. Some of the Ps atoms in states with
positive Stark shifts [low-field-seeking (lfs) states] that enter
the guide structure are deflected away from the electrodes by
the inhomogeneous electric fields and thus stay in the device,
whereas atoms in states with negative Stark shifts [high-field-
seeking (hfs) states] would be deflected out of the guide or
collide with the rods and be lost.

Five γ -ray detectors were used in the experiment to ob-
serve radiation resulting from Ps-electrode or wall collisions,
from self-annihilation, or from the annihilation of positrons
liberated via field ionization or photoionization. The locations
of the detectors are indicated in Fig. 2. D1 incorporates a
lead tungstate (PWO) scintillator [69] and is used to monitor
the positron beam time width and Ps formation efficiency.
D2, D3, and D5 use lutetium-yttrium oxyorthosilicate (LYSO)
scintillators [65], and D4 contains a sodium iodide (NaI)
scintillator. Detectors located close to the Ps formation target
(D1 and D2) are irradiated by many near-simultaneous γ

rays following the positron beam implantation. In this case
we record single-shot lifetime spectra [70] and the signal
parameter Sγ , which is proportional to the number of atoms
excited by the lasers [22,65]. Detectors that are farther away
from the Ps production region (D3–D5) are used to count
individual annihilation events, from which we construct time-
of-flight (TOF) spectra using the procedures described in
Ref. [28].

IV. RESULTS AND DISCUSSION

Rydberg Ps atoms were prepared both with and without a
uniform electric field present. The corresponding line shapes,
measured using D2, for the 2 3P → 14 3S/14 3D transitions
are shown in Fig. 3(a). The Stark-broadened transition allows
us to tune the laser wavelength to preferentially excite lfs
states [68]. This is not possible if the excitation is performed
with zero applied field because we have insufficient spectral
resolution (owing primarily to the laser bandwidth and Doppler
broadening) to address only the part of the Stark manifold
containing the desired lfs states. These states still exist even
when no field is applied as a result of the magnetic field and
stray electric fields in the excitation region [28].

Rydberg atoms that enter the quadrupole guide structure
and are transported to the end are detected by D4 and D5. These
detectors are sufficiently far away from the Ps production
region that they do not observe simultaneous events, and a
single-event counting procedure is therefore used [28]. The
total event rate recorded during the line-shape measurements
is shown in Fig. 3(b). Here we see that when lfs states
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FIG. 3. (a) Line shapes for the 2 3PJ → 14 3S/14 3D transitions
measured by D2 with and without a 333 V/cm electric field applied
in the excitation region. The asymmetric line shape measured with
the electric field applied is due to deflection of atoms towards or
away from D2. The data have been normalized to the peak amplitude.
(b) Total count rates for guided atoms as a function of the IR laser
wavelength in the corresponding electric fields, measured by D4/5.
The dashed vertical line represents the expected zero-field resonant
wavelength, and the voltage applied to the guide was 5.5 kV.

are preferentially prepared, the event rate is much higher
and occurs at a wavelength that is downshifted from the
resonant wavelength. These data show conclusively that it is
more efficient to broaden the line and then tune the laser to
the lfs side of the spectrum, which is to be expected since
we will not then produce any hfs states, which cannot be
guided. This procedure will mostly result in the production
of Rydberg-Stark states with values of the parabolic quantum
number k = +12 and dipole moments of 1280 D (see Sec. II).
The maximum electric-field strength encountered in the guide
is ≈7 kV cm−1, which would result in field ionization rates of
the k = +12 Stark states of ≈109 s−1 (see Fig. 1). However,
simulations indicate that the Ps atoms do not spend much time
in these field extrema.

TOF spectra of guided atoms recorded near the bend (by
D3, see Fig. 2) and at the end of the guide (by D4/5)
for different applied electric potentials are shown in Fig. 4.
These spectra have been background subtracted, where the
background corresponds to the case where no IR laser light
is present. The data show that increasing the quadrupole field

FIG. 4. TOF data measured using D3 and D4/5 for guide voltages
of 0.5, 3.5, 4.5, and 5.5 kV, as indicated in the legend. Additional
spectra (not shown) were recorded for guide voltages of 1.5, 2.5,
and 5.0 kV and lfs Ps atoms with n = 14. Each curve was acquired
in 4 h.

strength increases the overall guiding efficiency by capturing
more of the Ps atoms. The count rate measured by D3 has
a maximum value at intermediate guiding fields because D3
will predominantly detect atoms that are guided in the straight
section but are not transported around the bend.

Ps emission from mesoporous materials has been widely
studied [71–80] since they may be used as convenient and
robust sources of Ps atoms. The mesoporous silica film used
in the present work contains randomly distributed, intercon-
nected pores with diameters of ≈5 nm. The mean Ps energy as
a function of the positron implantation energy has been studied
previously using TOF methods [79]; for positron implantation
energies above a few keV, Ps is emitted with mean energies
�100 meV. The angular distribution of Ps emitted from
mesoporous films is, however, less well understood. Mean
Ps energies measured by TOF [79] or Doppler [74] methods
include some component due to the angular distributions,
and we cannot therefore accurately describe the initial Ps
distribution as accepted into the guiding structures. Also the
relative position and timing of the excitation lasers with the
Ps atoms affect which part of the underlying ground-state
distribution will be excited to Rydberg levels [79].

We may evaluate the degree of velocity selection imposed
by the curved guide by considering velocity distributions
measured with and without guiding, as shown in Fig. 5. These
distributions were derived from measured TOF distributions,
with the data rebinned into equal-sized (10 km s−1) bins.
The “no-guide” data were recorded using n = 20 Ps atoms,
measured 1.2 m away from the Ps production region [28] and
with a positron beam energy of 2 keV. In this configuration
only atoms emitted in a small (1.5◦) cone were detected, and
therefore atoms with the largest (smallest) longitudinal (radial)
speeds were selected. A mean Ps speed of 115 km s−1 was
measured near the Ps source region [79], while ≈225 km s−1

was measured 1.2 m away, as shown in Fig. 5. This spectrum
represents an upper limit to the possible initial Ps distribution
as accepted into the guiding structures.

Ps atoms transported by the straight guide are radially
trapped [52]; this introduces some longitudinal velocity
selection owing to the correlation between the longitudinal
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FIG. 5. Longitudinal velocity distributions as derived from TOF
measurements obtained with no guide (triangles) [28], with a straight
guide (squares) [52], and with the curved guide (circles). The electric
potential applied to the guide rods is indicated in the legend. The
curved-guide data are derived from the data shown in Fig. 4. TOF
spectra were rebinned into 10 km s−1 steps to generate the velocity
distributions.

and transverse velocity components [79]. The straight-guide
distribution shown in Fig. 5 was obtained using a relatively
low guiding field, which therefore selected slower atoms. This
spectrum indicates a mean speed of 137 km s−1 and represents
a lower limit to the possible initial Ps distribution at the guide
entrance.

Thus, as a rough approximation, we can expect a represen-
tation of the initial Ps velocity distribution entering the curved
guide to fall somewhere between the unguided and straight
guide distributions shown in Fig. 5. We estimate that the mean
Ps speed entering the curved guide was ≈180 km s−1, whereas
the mean speed of atoms leaving the guide is ≈90 km s−1. The
absolute number of atoms detected in each case depends on
several factors, such as guide efficiency, beam collimation,
Ps-guide alignment, and detector solid angle. These factors
are not necessarily the same for all measurements, and the

unguided case is, of course, intrinsically much less efficient.
The distributions have been normalized to the peak amplitude
to facilitate comparison of the mean speeds, but the transport
and detection efficiencies will be different in each case.

V. SIMULATIONS

Simulations of the motion of Ps atoms in Rydberg-Stark
states in the electrostatic quadrupole field were carried out to
help us understand the experimental data and also to examine
the possibility of performing scattering measurements using
guided Rydberg Ps. The equations of motion of Ps atoms
in a quadrupole electric field were solved to find the Ps
trajectories using the fourth-order Runge-Kutta algorithm,
with the acceleration of each atom given by

�a = μelec

2me

∇| �F | . (7)

The electric-field gradients were obtained using finite-element
calculations of the electric-field distribution within the guide
as shown in Fig. 6.

The trajectory calculation was seeded using a Monte Carlo
simulation of the initial Rydberg Ps velocity distribution.
Ground-state Ps were modeled as being emitted from the
converter with a thermal speed distribution (T = 1200 K) and
cosine angular distribution. Ps produced from porous silica
films is not expected to exhibit a thermal distribution, but
previous measurements [79] have shown that the actual Ps
distributions can be approximated with reasonable accuracy
in this way using an arbitrary temperature value. The subset
of Ps atoms that could be laser excited to Rydberg levels was
found using a simple threshold condition for the temporal,
spatial, and spectral overlap with a �t = 5 ns pulsed laser
field. The spatial overlap was based on a 4 × 8 mm laser beam.
The spectral overlap was determined by the laser bandwidth,
�ν = 100 GHz, and the Doppler shift of each atom according
to its velocity in the direction parallel to the propagation of the
laser vx .

The Ps atom trajectories were calculated taking into
account the electric field experienced by each atom and the
corresponding ionization rate (see Sec. II) as well as the

FIG. 6. Simulated trajectories for guide biases of (a) 0.5, (b) 2.5, (c) 4.5, and (d) 5.5 kV. The black lines represent atoms in the low-field-
seeking state with k = +12, whereas the lighter red lines represent atoms in the high-field-seeking state with k = 12. Also shown in each panel
is an inset of the electric-field strength for each configuration and an outline of the chamber walls representing the ground plane of the electric
field.
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FIG. 7. (a) Measured count rate and simulated guiding efficiency
and (b) mean Ps velocities derived from the TOF data and simulations
for different voltages applied to the quadrupole rods.

Ps fluorescence lifetimes. The latter were obtained from the
calculated values described in Ref. [28]. If an atom decayed,
was field ionized, or collided with chamber walls, the grid, the
target, or the guide electrodes, the trajectory was terminated.
The Monte Carlo simulations were run using 1000 particles,
and the results are shown in Fig. 6 for different guiding fields.

For our initial velocity distributions and the maximum guide
voltages used in our experiments the simulations indicate that
n = 14 is the optimal guiding state based on the guide
efficiency and loss mechanisms (decay and ionization). The
data in Fig. 6(d) show that at these fields Ps atoms that are
not guided will be ionized before leaving the guide structure.
The simulations indicate that higher n states can be guided in
lower fields, although this may only be possible if the excitation
region field is turned off before the Ps atoms exit through the
grid electrode [81] to prevent field ionization [68].

Figure 7 shows a comparison of the measured event rate
and calculated guiding efficiency, as well as the measured
and calculated mean Ps speeds. We find a broad agreement
over the range for which measurements were performed.
The TOF distributions were fitted to Gaussian functions in
order to estimate the mean Ps speeds, and we find reasonable
agreement between the measurements and simulations. These
data indicate that by adjusting the guide field, the mean speed
of atoms can be controlled over a small range (approximately
75–90 km s−1). However, this variation is small compared to
the width of the velocity distribution and is accompanied by a
large reduction in the guiding efficiency.

The measured TOF distributions can be used to evaluate
the efficacy with which our arrangement could be used to
observe the formation of positron-atom bound states. To do
this the attenuation of the measured Ps TOF distributions
was generically simulated by including an interaction cross
section and assuming an atom was removed from the system
if a scattering event occurred. The cross sections used were

FIG. 8. (a) Calculated cross section σ for positron-atom bound-
state formation in collisions of n = 14 Ps atoms with Zn atoms and
(b) simulated data indicating how the observed velocity distribution
would be attenuated by Ps charge-exchange reactions with Zn at
the indicated pressures. The measured TOF distribution has been
rebinned into 5 km s−1 steps to generate the velocity distribution.

those calculated for positrons binding to Zn atoms [82] and
are shown in Fig. 8(a). The simulated attenuation of the Ps
distribution is shown in Fig. 8(b) for different Zn pressures at
a temperature of 485 K. The trajectories shown in Fig. 6(d)
were used as the basis for Ps-atom interactions in a 3.5-cm-long
scattering region that encompassed the entire radial extent of
the beam. The velocity of each particle was obtained from a
weighted distribution based on the measured data shown in
Fig. 4, and the interaction rate per particle in the simulation �

was given by

� = σ (v)ρdL/dt, (8)

where ρ is the target species number density, dL is the distance
traveled in each time step dt , and σ (v) is the relevant cross
section as a function of speed, obtained from Ref. [82] and
shown in Fig. 8(a). For each particle whether an event had
occurred or not was determined by comparing the calculated
probability with a randomly generated number between 0 and
1. The simulations were run with 5865 particles for each
pressure shown in Fig. 8. We note that the cross sections
used in the simulations were calculated for Ps Rydberg levels
with specific angular momentum � values (in this case, d

states), whereas experimentally, we expect to produce only
Rydberg-Stark states (i.e., states that are strongly � mixed)
[28]. However, test calculations designed to estimate the likely
cross section � dependence indicate that below energies of 1 eV
it is relatively weak [82]. Nevertheless, our determination of
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possible positron-atom bound-state production rates should be
considered only as an order of magnitude estimate.

Figure 8 shows the simulated attenuation of the Ps
distribution for different Zn gas pressures in the scattering
region. These data indicate that a clearly discernible signal
could be observed but that it would require Zn pressures
close to 1 × 10−4 mbar, unless slower Ps atoms can be
employed. Such pressures can be achieved by heating Zn
to temperatures �500 K [83]. Although there are some
experimental challenges associated with producing hot metal
vapors, it can be achieved by integrating a hot cell into
our system (e.g., [84]), possibly via a magnetic guide [85].
If this can be successfully accomplished with Zn, then our
simulations indicate that a measurement of positron-atom
binding is, in principle, feasible using our existing Ps source.

VI. CONCLUSIONS

We have demonstrated velocity selection via the operation
of a curved electrostatic quadrupole guide using Rydberg-
Stark states of Ps with n = 14. The mean speed of the unguided
Ps distribution was estimated to be approximately 180 km s−1,
whereas for the guided atoms ≈90 km s−1 was measured.
From a practical point of view the curved guide is very
convenient in that one can remove the Ps beam from the trap
axis, allowing for improved separation of the detection and
production regions. A rotated Ps formation target can also be
used to achieve this goal (e.g., [86]) but at the cost of increasing
the effective positron beam-spot size and hence the spatial
extent of the Ps source. Alternatively, one can bend the incident
positron beam using magnetic fields (e.g., [28]), although this
can make the beam alignment more complicated. Moreover,
both of these methods retain a direct line of sight between the
excitation and detection regions, which for some experimental
arrangements could be undesirable; for example, scattered
laser light may reach the interaction region and interact with
sensitive microchannel plate detectors [87], or the Ps formation
target may become contaminated by scattering-target gases.

Ps production methods generally involve the interaction
of energetic positrons with solid [9,73,88–92] or gaseous
[5,93,94] targets. Depending on the formation mechanism,
Ps atoms may be created with energies ranging from many
eV (e.g., [90]) to thermal energies [95,96] (i.e., ≈25 meV
at 300 K). Some methods have been developed to produce
colder Ps but are either inefficient [97] or rely on unstable
surface conditions [98]. In the absence of new sources of cold
Ps atoms, one can resort to velocity selection, as we have
demonstrated here. However, in general this is not the preferred
option for Ps experiments since the number of atoms available
is already extremely low. This is in contrast to experiments
using ordinary gases, for which the total number of atoms
or molecules is extremely high (compare with Avogadro’s
number), and so even extreme velocity selection can result in
a high particle flux. For example, curved electrostatic guides
have been successfully employed to generate useful beams of
cold polar molecules from a thermal distribution by velocity
selection [53–57]. In the first demonstration of this technique,
Rangwala and coworkers were able to obtain 109 H2CO
molecules/s with a longitudinal temperature of a few kelvin
from a room-temperature reservoir [53]. For the most part, such

extreme losses cannot be tolerated in Ps experiments; however,
in certain cases and with less stringent velocity selection, some
experiments can benefit from using this approach.

We have investigated the feasibility of producing positron-
atom bound states. There is a large amount of theoretical
evidence supporting the existence of such states [99–101],
but they have not yet been experimentally observed [102],
in contrast to positron-molecule binding, which has been
extensively studied [103]. Positron interactions with negative
ions (e+ + A− → e+A + e−) [104] and photon-assisted re-
combination (e+ + A + ν → e+A) [105] have been suggested
as methods to produce positron-atom bound states. However,
as discussed in Ref. [82], producing these systems via Rydberg
Ps collisions with atoms (Ps∗ + A → e+A + e−) offers some
advantages: for example, the cross sections are relatively large
and the e+A binding energies can be probed by controlling
the principal quantum number of the Ps Rydberg states. As
indicated in Fig. 8, the Ps source we have is, in principle,
suitable for these experiments.

In addition to producing positron-atom bound systems, the
curved-guide arrangement could also be used to measure Ps∗

scattering rates from other atoms and molecules. Collisions
between Rydberg atoms and neutral species have been studied
for decades (e.g., [106]) and are of interest in the context
of low-energy electron scattering [107]. This is because the
electron is so weakly bound in a highly excited Rydberg
state that in a collision it may have a stronger interaction
with the target species than with its own ion core and hence
behave as a free electron with an energy dictated by its orbital
motion. This effect has also been observed in total scattering
measurements between ground-state Ps atoms with several
atomic and molecular species [108,109]. In these experiments
Ps beam energies in the 10–100 eV range are used, which is
higher than the Ps binding energy (6.8 eV). Thus, much as
with the Rydberg atoms, Ps-atom or -molecule interactions
can then be approximated by the superposition of outgoing
waves generated by the individual projectiles [110]. Since
positron scattering is generally weaker than electron scattering
in this energy regime [4], the observed total scattering cross
sections are therefore more similar to those found in electron
interactions [111]. It would be informative to perform similar
measurements using Rydberg Ps atoms in different Stark states
to control the orientation of the electron and positron wave
functions relative to the projectile axis.

It may also be possible to study charge-exchange re-
actions with charged targets, for example, hydrogen for-
mation following Ps interactions with a beam of protons
[112], or with protons held in a trap (Ps∗ + p → H + e+).
These experiments would require some modifications to the
apparatus (we note that electrostatic guides have been in-
tegrated with ion traps [113] and Stark decelerators [114]
before) but could otherwise be performed in much the same
way as the scattering experiments described above. Such
measurements are of interest in the context of antihydrogen
formation via Ps-antiproton collisions [115], which is currently
being pursued by several research groups at CERN [116,117].
Verifying the (anti)hydrogen production rate as a function of
Ps speed and principal quantum number n for this reaction
would be directly relevant to antihydrogen research. Under
some conditions, the expected cross sections for this process
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[118,119] are orders of magnitude larger than those calculated
for positron-atom production [82].

The output of the curved guide may also be used to
perform spectroscopy of Rydberg Ps energy levels. It provides
a relatively slow and partially collimated beam that can be
transmitted through a well-characterized interaction region.
This could be a microwave guide or an optical cavity, where
external fields could be accurately measured and controlled
(e.g., [120]). In this way it would be possible to drive transitions
between nearby Rydberg levels (e.g., n = 25 → 27 transitions
with 375 GHz radiation) or to optically pump atoms from
Rydberg levels down to n = 2 using IR light from a c.w. laser.
In either case one could obtain a measurement of the Rydberg
constant that is unaffected by proton radius corrections [121]
and hence could potentially help resolve the ongoing proton
radius puzzle [14]. Such measurements would require several
additional components to reach a useful level of precision,

including extensive field characterization and cancellation,
but the availability of slower atoms with some degree of
collimation, as we have demonstrated here, is an important
step in this direction. In future work we will attempt to couple
this methodology with other Stark-manipulation techniques,
such as deceleration, focusing, and trapping [29].
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