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1.  Introduction

Interfaces between transition metal oxides and liquid water 
have attracted considerable attention in the research com-
munity due to their importance in e.g. atmospheric science 
[1], catalysis [2], energy storage [3], colloid chemistry [4], 
energy harvesting [5, 6], and artificial photosynthesis. Whilst 
much effort is currently invested to improve the properties of 
oxide materials for a range of different applications, by e.g. 

nanostructuring [7] and doping [8], it becomes increasingly 
important to obtain also a better molecular understanding of 
their interactions with liquids and electrolytes.

There are a number of experimental techniques available 
to elucidate the structural and electronic properties of oxides 
in contact with liquid water. For instance, crystal trunctation 
rod (CTR) experiments can give information on stable surface 
terminations as well as changes in the layer structure upon 
solvation [9, 10]. Sum frequency infrared spectroscopy is a 
powerful tool to probe vibrational modes at the surface of 
specific crystal faces [11, 12]. And with regard to electronic 
properties, transient absorption spectroscopy (TAS) emerged 
as a powerful technique to determine the lifetime of excess 
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Abstract
The atom-scale characterisation of interfaces between transition metal oxides and liquid water 
is fundamental to our mechanistic understanding of diverse phenomena ranging from crystal 
growth to biogeochemical transformations to solar fuel production. Here we report on the 
results of large-scale hybrid density functional theory-based molecular dynamics simulations 
for the hematite(001)-liquid water interface. A specific focus is placed on understanding how 
different terminations of the same surface influence surface solvation. We find that the two 
dominant terminations for the hematite(001) surface exhibit strong differences both in terms 
of the active species formed on the surface and the strength of surface solvation. According 
to present simulations, we find that charged oxyanions (-O−) and doubly protonated oxygens 
(-OH+2 ) can be formed on the iron terminated layer via autoionization of neutral -OH groups. 
No such charged species are found for the oxygen terminated surface. In addition, the missing 
iron sublayer in the iron terminated surface strongly influences the solvation structure, which 
becomes less well ordered in the vicinity of the interface. These pronounced differences are 
likely to affect the reactivity of the two surface terminations, and in particular the energetics of 
excess charge carriers at the surface.
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charge carriers in transition metal oxide photoelectrodes [13]. 
The molecular-scale interpretation of these measurements can 
be challenging, however. Here atomistic molecular dynamics 
simulation of aqueous interfaces can give valuable atomistic 
information that either complements available experimental 
data or helps with their interpretation.

Classical molecular dynamics simulations have been 
employed for modelling of oxide/water systems for some 
time and they gave insightful information mostly on struc-
tural properties [14]. However, the oxide/water interface is a 
chemically active region, where electronic polarization effects 
can be strong and where proton attachment and dissociation 
events occur frequently. The energetics of surface protona-
tion, let alone chemical reactions of adsorbates, are difficult to 
describe correctly with classical force field approaches. It is 
therefore desirable to develop more accurate approaches like 
density functional theory (DFT)-based molecular dynamics 
simulation (MD) that, at the same time, can be used to sample 
the important solvent configurations, and indeed thermal fluc-
tuations, at the interface.

In a series of recent papers, Sprik and co-workers devel-
oped and applied the DFTMD approach to investigate the 
energy level alignment [15], electric double layer [16] and 
the thermochemistry of proton coupled redox reactions at the 
TiO2/water interface [17]. Our group has recently carried out 
similar DFTMD simulations of another important interface, 
hematite (α-Fe2O3)- liquid water [18]. One of the most abun-
dant metal oxide minerals on Earth, hematite has regained 
much attention in recent years for its prospect of efficiently 
converting sunlight into chemical energy via photoelectro-
chemical (PEC) water splitting [5, 6].

Of the different crystal faces of hematite, the (001) surface 
is considered to be the most prevalent one. It has therefore been 
extensively studied both by experiment [10, 19–21] and theory 
[22, 23]. Moreover, there are two major terminations for this 
surface that have been shown to be of particular interest [19, 24, 
25]: oxygen and iron termination. Other terminations are stable 
e.g. under presence of surface vacancies [26]. In our previous 
investigation, that focused exclusively on the oxygen termi-
nated (001) surface in contact with liquid water, we found that 
the surface protons form distinct binary patterns with protons 
pointing either in-plane or out-of-plane. The patterns exist for 
about 1 ps and spontaneously interconvert in an ultrafast, sol-
vent driven process within 50 fs. This results in only about half 
of the terminating protons pointing towards the solvent and 
being acidic, and half of the protons pointing in-plane.

In this work we investigate the second most dominant ter-
mination of the hematite (001) surface, denoted iron termina-
tion, in contact with liquid water, see figure 1(a). As in our 
previous investigation on the oxygen terminated surface, we 
use DFTMD employing the hybrid density functional HSE06 
with the fraction of exact exchange reduced to 12%. This 
functional was shown to reproduce the antiferrosymmetric 
spin pattern and other electronic properties such as band gaps 
and band ordering very well [18, 27]. The hematite slab is 
solvated with about 35 Å of water and the picosecond interfa-
cial dynamics probed with DFTMD. We then characterise the 
influence of solvation on the hematite layering, the structure 

and dynamics of the terminating hydroxyl groups as well as 
the solvent structure close to the interface.

We find that the surface protons of the iron terminated sur-
face have a much stronger preference to point in-plane, or even 
away from the solvent than in case of the oxygen terminated 
surface. This is due to one iron sublayer missing in the iron ter-
minated surface. As a consequence of this, solvation of the iron 
terminated surface is less strong and the water network is less 
structured than for the oxygen terminated layer. Importantly, 
we observe spontaneous proton dissociation and attachment 
events within the surface that were not observed before for the 
oxygen termination. Our simulations suggest that in addition 
to neutral (-OH) terminations, oxy-anions (-O−) and doubly 
protonated terminal oxygen atoms (-OH+2 ) co-exist on the iron 
surface at the point of zero potential charge.

2.  Computational details

The simulation of the iron terminated hematite/water inter-
face is carried out similarly as reported previously for the 
oxygen terminated system [18]. We modelled a fully periodic 
slab system with a hematite layer of about 14 Å, and a water 
layer of about 35 Å, (see figure 1). The hematite slab consists 
of a × ×2 2 1 bulk structure super cell with 30 atoms each 
excluding terminations, while the water layer has 92 water 
molecules. Previous simulations have shown that this system 
size is sufficiently large to ensure bulk-like properties in the 
middle of the slabs [18] which is supported by experiment [28].

The hematite layer was initially set up to have bulk unit cell 
geometry followed by adding the surface oxygen layer neces-
sary to make the slab symmetric [9] and protonating the sur-
face according to the point of zero charge [29]. This way, for 
both terminations there was no net dipole for the slabs along 
the surface normal [30]. This part of the system has been con-
strained for the classical pre-equilibration of the water layer. 
Since full equilibration is not computationally feasible at DFT 
level, the system was pre-equilibrated with classical force 
fields [31, 32] at 330 K and 1 atm first, followed by DFT-MD 
equilibration of the whole unconstrained system. From the 
classical MD trajectory, two snapshots at 100 ns apart have 
been selected as starting points for two independent DFT-MD 
runs. Therefore, the solvent configurations in the two snap-
shots are uncorrelated. The results reported here are averaged 
over 15 ps (oxygen termination, see [18]) and 7.5 ps (iron ter-
mination) of surface solvation dynamics.

We estimated finite size effects due to the short, lateral 
dimensions by performing an additional calculation on a 
× × ∗3 3 1  super cell system with the same water layer thick-

ness as before and the same simulation methodology. To make 
these additional calculations computationally feasible, we 
removed two middle iron layers in the initial × ×3 3 1 hematite 
bulk structure. After this step and classical pre-equilibration as 
outlined above, 7 ps of surface dynamics have been sampled.

In order to understand how our results for the iron-termi-
nated surface depends on the choice of density functional, 
we compared the present hybrid functional calculations to 
molecular dynamics at the PBE+U level. Starting from eight 

J. Phys.: Condens. Matter 28 (2016) 394001



G F von Rudorff et al

3

equidistant configurations from the HSE06(12%) trajec-
tory for the × ×2 2 1 system, we branched off simulations 
at DFT+U level with an effective  =U 4 Veff  [27, 33, 34] 
resulting in a total of 9.5 ps of surface dynamics.

As shown in previous work [18, 27] hybrid functionals are 
necessary to describe both electronic and structural proper-
ties accurately. With other approaches like DFT+U it is diffi-
cult to describe more than one important property well at the 
same time, such as the magnetic moment on the iron atoms 
and the internal geometry [27, 33, 35, 36]. We have used the 
HSE06 functional [37] with 12% Hartree–Fock exchange 
(HFX) [27], auxiliary density matrix method (ADMM) [38], 
Goedecker–Teter–Hutter (GTH) pseudopotentials [39] and 
D3 dispersion correction [40] with Becke–Johnson damping 
[37]. Only the 3s, 3p, 3d and 4s electrons (for iron atoms) 
and the 2s and 2p electrons (for oxygen atoms) were treated 
explicitly. We have performed a NPT simulation with a flex-
ible and fully periodic simulation box at 330 K and 1 atm 
using the Quickstep module from CP2K [41] with a time step 
of 0.5 fs.

3.  Results

3.1.  Solid interface structure

For the interpretation of crystal truncation rod (CTR) experi-
ments, it is helpful to have information on an atomistic level, 
since the fit of the model to the experimental data involves a 
large number of degrees of freedom [6, 9, 10, 42]. Figure 2 
shows the layer positions relative to the experimental bulk 
structure. For each layer and each frame of the simulation, a 
single plane has been fitted using singular value decomposition. 

The central oxygen layer of the symmetrically layered hema-
tite slab has been used as point of reference for measuring dis-
tances between the layers. The resulting ensemble averaged 
layer positions suggest that the oxygen-terminated hema-
tite structure resembles closely the bulk structure, as shown 
experimentally [9, 43]. The slab thickness is slightly higher 
for the oxygen termination, leading to hematite density being 
reduced by 1%. For the iron termination, the slab thickness is 
reduced, compared to the bulk structure with the same number 
of oxygen layers. This result is expected as an iron sublayer 
is missing beneath each of the two slab surfaces when com-
pared to the bulk structure. The relative reduction in thickness 
between the two terminations of about 0.3 Å, is in good agree-
ment with experiment [9].

3.2.  Liquid interface structure

The structural properties of the liquid phase of the interface 
are of particular importance for the understanding of charge 
transfer mechanisms. To compare the two most common 
terminations [9, 14, 19], the topmost bulk-like layer that is 
shared between both of these terminations has been chosen as 
the point of reference, namely the second oxygen layer. This 
layer has been fitted by a plane using singular value decompo-
sition. For any atom, the distance to said plane has been deter-
mined and collected in a histogram over the full trajectories.

Figure 3 shows the atom number density for the two ter-
minations. For the iron termination, the single iron layer is 
not divided into two sublayers as it would be the case for the 
oxygen termination, but the variance in positions is similar 
for both terminations which hints towards similar rigidity of 
the iron layers. However, the variance in position of oxygen 

Figure 1.  Hematite/liquid water simulation cells showing only the interface part: iron termination (a) and oxygen termination from [18] (b). 
The fully periodic box is shown with blue bars. For each of the slabs (hematite and water), the dimension along the surface normal is indicated.
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atoms at the surface is much higher in the case of the iron 
termination, since there are less subsurface iron atoms stabi-
lising this layer. This has a direct influence on the hydrogen 

positions which have been analysed in-depth before [18] for 
the oxygen termination. The first peak is due to hydrogen 
atoms in the same plane as the surface oxygen atoms, and 

Figure 2.  Layer positions along the surface normal averaged over the trajectory for both trajectories. The experimental bulk structure [44] 
is used as reference. Data for oxygen terminated hematite are taken from [18].

Figure 3.  Atom number density for (a) iron terminated hematite/water interface simulated in present work and (b) oxygen terminated 
hematite/water interface taken from [18]. Solid lines show the binned histogram while dashed lines show the integral atom number 
density.

J. Phys.: Condens. Matter 28 (2016) 394001
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the second peak is due to hydrogen atoms pointing towards 
water. The in-plane peak is much broader for the iron ter-
mination, simply because there are fewer iron atoms in the 
subsurface layer. This opens up more volume and reduces 
the Coulomb repulsion between the protons and Fe3+ sites. 
Besides, the aforementioned variance in oxygen atom posi-
tions contributes to a broadening of both hydrogen peaks in 
the histogram. It is worth noting that the ratio of the integral 
values of the in-plane and out-of-plane peak are different 
for the two terminations. While for the iron termination 
the ratio is 2 : 1, for the oxygen termination it is 1 : 1. This 
means that for the iron-terminated hematite fewer protons 
are oriented towards water than for the oxygen-terminated 
hematite. Consequently, fewer protons are favourably ori-
ented for deprotonation. The reasons for this, in particular 
the hydrogen bond network across the surface, are discussed 
separately further below.

Figure 4 shows the density profile of liquid water. Reaching 
the bulk water density within 5 Å, of the surface con-
firms the bulk-like structure in the middle of the water slab. 
Surprisingly, for both terminations, there is only one promi-
nent peak of water density hinting towards a single layer of 
water molecules forming the adsorption layer with the oxygen 
termination exhibiting a smaller second peak. For other liquid 
water–solid interfaces, two large peaks have been found regu-
larly: e.g. for gold [45], rutile TiO2 [16], silica SiO2 [46, 47], 
corundum Al2O3 [43]. This points towards strong screening of 
the hematite surface dipole by the adsorbed water layer as fol-
lows. In the atom number density plot in figure 3, it is clearly 
visible that the surface dipole of the iron termination is smaller 
than the one of the oxygen termination, since the number of 
contributing OH groups pointing towards the aqueous part of 
the interface is smaller. This results in a smaller surface dipole 
and a shorter screening length, explaining the absence of a 
second peak in the number density profile for the iron-termi-
nation. The single-peak density profile found in our simula-
tion matches experimental x-ray reflectivity (XR) results [43] 

and is important for interpretation of experiments probing the 
work function of hematite [48].

The width of the first density peaks is an indicator for the 
strength of the adsorption. A narrow peak would be the result 
of strongly confining interactions. While this measure is sim-
ilar for both terminations within the accuracy of this simula-
tion, the position of this peak is significantly shifted by 0.2 Å,  
along the surface normal vector between the two termina-
tions. Since the missing iron sublayer in the iron termina-
tion results in a reduced distance between the two outermost 
oxygen layers, this shift is expected (see figure 2). This shift 
is in perfect agreement with experimental crystal truncation 
rod (CTR) results from Trainor et al who found 0.2 Å shift, 
as well [9].

Integrating the density from figure  4 over the first peak 
results in a surface coverage that is about 25% lower for the 
iron termination than for the oxygen termination. This may be 
a direct consequence of the smaller surface dipole resulting in 
increased disorder [48], less efficient packing and therefore 
lower coverage. However, this greatly reduces the number of 
hydrogen bonds with a water molecule as donor and a hema-
tite oxygen atom as acceptor, as described below.

3.3.  Autoionization

Within 450 fs of ab initio MD simulation of the aqueous inter-
face we observe spontaneous proton transfer between two 
hydroxyl terminating groups. This results in the formation 
of a formerly negatively charged oxyanion (O-) and a doubly 
protonated oxygen atom (OH+2 ), which remain stable until 
the end of the simulation. One such proton transfer event is 
observed for each of the 4 surfaces in our two simulation runs, 
and two such events on one surface.

The proton transfer can occur via two different path ways: 
direct transfer between two neighbouring oxygens and water 
molecule-mediated. For the solvent-mediated process, there 
are six stages (see figure 5). First, a water molecules reorients 

Figure 4.  Water density profile for the two terminations averaged over the full trajectories.
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such that it accepts a hydrogen bond from a OH group ((a) 
in figure  5) at the surface followed by this water molecule 
donating one hydrogen bond to a neighbouring surface 
OH group (b). Since this now forms a cooperative chain of 
hydrogen bonds, these bonds are stabilised [49, 50] helping 
the migration of a proton from a surface OH group to the 
water molecule consequently forming an hydronium ion 
(d). Although hydronium hydrogen bonds are stronger than 
regular water hydrogen bonds [51], the one to the surface 
oxygen that just lost a proton breaks quickly (e), leaving the 
hydronium ion stable for about 50 fs which is typical for the 
lifetime of a hydronium ion in water [52, 53] and matches 
similar reports for TiO2 surface [54, 55]. In the final step, the 
proton partaking in the in-plane hydrogen bond along the sur-
face is pushed towards the former acceptor site and forms a 
bond there while still being connected to the former donor site 
by forming a hydrogen bond in reverse direction (f). This last 
step is also observed spontaneously multiple times without 
the mediation of a hydronium ion, but in all cases, a transient 
cooperative hydrogen bond network is formed as precursor of 
the deprotonation. Over the course of the trajectory, the total 
number of surface protons remains stable, so there is no net 
deprotonation of the hematite surface.

During stages (d) and (e) in figure 5, we observe an addi-
tional water on above the hydronium ion accepting a hydrogen 
bond from the third hydronium proton that is not taking part in 
the hopping mechanism at the surface. This geometry is close 
to the one of the Eigen cation which has shown to support 
proton hopping [56].

This process describes a proton hopping mechanism for 
forming an energetically favourable surface termination 
similar to the Grotthuss mechanism and hints towards hydro-
nium supporting formation and cleavage of surface hydroxyl 
groups [57]. This is compatible with previous findings that 
found proton mobility to correlate with the rate of hydrogen 
bond cleavage [58], since we have found particularly short life 
times for hydrogen bonds across the surface (see table 1).

We attribute the lack of observations of this mechanism for 
the oxygen surface to the subsurface iron atoms that stay very 
close to the surface and inhibit not only cooperative hydrogen 
bonds [18] which would drastically reduce the frequency of 
proton hops [60] but also the transition of protons between 
neighbouring surface oxygen sites. Although this complex 
solvent-mediated process is observed only once in our simula-
tion, it happened fast and spontaneously which points towards 
this process occurring frequently for larger systems, in part
icular since autoionisation in general is underestimated by 
neglecting quantum nuclear effects [61].

The direct transfer has been observed for quartz [62]. This 
gives an atomistic description of the process forming the exper
imentally [20, 24] found Fe=O sites that have been shown to 
be stable in vacuum [63] even though hydroxylated surfaces 
have been estimated to be more stable in aqueous conditions 
[25]. Other experiments support the formation of Fe=O sites 
for low water coverage [64] since this correlates with reduced 
hydroxyl group coverage [65], which explains why this behav-
iour is observed for the iron termination only since the oxygen 
terminated surface has a high water coverage (see figure 4).

Figure 5.  Steps of the solvent-mediated proton transfer process (a)–(f). The hematite slab surface is indicated by a thin grey line; above 
that is the water slab.

Table 1.  Lifetimes of HB between and within the subsystems water and hematite relative to the lifetime of HB within bulk water for the 
two terminations.

Rel. lifetime (%) iron Rel. lifetime (%) oxygen

Donor Acceptor Stillinger Average Stillinger Average

Water Water 100 100 100 100
Water Hematite 31 34 83 82
Hematite Water 116 89 114 75
Hematite Hematite 20 31 19 48

Note: Shown for the method proposed by Stillinger [59] and for averaging the distribution of lifetimes employed in [18].

J. Phys.: Condens. Matter 28 (2016) 394001
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3.4.  Hydrogen bonds

Hydrogen bonds play a major role in surface termination ori-
entation [66], solvent ordering [48, 67] and work function 
[68] for solid–liquid interfaces. Therefore, it is important to 
get a better understanding of the impact of the hematite sur-
face on the stability and orientation of the hydrogen bonds 
in water and at the surface. We consider hydrogen bond for-
mation if the O-O distance is less or equal to 3.5 Å, and the 
O-H-O angle is at least 160. Experimental evidence is pointing 
towards temporary violations of these criteria on the timescale 
of a few 10 fs [69], which was sometimes attributed to libra-
tion movements [70, 71]. Besides, the fixed distance and angle 
criteria have been criticised for its somewhat arbitrary cutoff 
parameters [72, 73]. For these reasons, we allowed transient 
violations of the hydrogen bond criterion up to a time τ. This 
time interval has been parametrised to reproduce the HB life-
time distribution from bulk water [69] for the bulk-like sec-
tion of the water layer in the system.

Given the comparably short trajectory it is hard to find a reli-
able criterion to measure the lifetime of hydrogen bonds [49, 
59]. In table 1, we compare two approaches: calculating the 
average duration of an uninterrupted hydrogen bond between 
unique triples of donor, proton and acceptor [18] and extracting 
the lifetime from the fitted exponential decay constant of the 
time-shifted population of uninterrupted hydrogen bonds [59]. 
While the difference in the actual numbers illustrates the preci-
sion to be expected from these methods at the time scale of our 
trajectories, the overall picture is the same: hydrogen bonds 
from water to hematite have a substantially shorter lifetime for 
the iron termination than for the oxygen termination.

There are four types of hydrogen bonds that have been 
investigated; hydrogen bond donor and acceptor are water 
molecules in bulk solution, protonated surface oxygen as 
hydrogen bond donor (acceptor) and a solvent water molecule 

as hydrogen bond acceptor (donor), and two oxygen atoms in 
the top oxygen layer as hydrogen bond donor and acceptor, 
respectively. Table  1 shows the calculated lifetimes as a 
percentage of the lifetime of hydrogen bonds in bulk water, 
for all four types of hydrogen bond donor-acceptor interac-
tions and for both surface terminations (O and Fe termina-
tion). The resulting lifetimes for the two terminations are very 
close to each other with the exception of the water (donor)-
hematite (acceptor) hydrogen bonds, where the lifetime is 
much shorter for the iron termination. We attribute this dif-
ference to the stronger preference for the iron-terminated sur-
face to orient the proton parallel to the surface (see figure 3) 
and to its lower surface coverage (see figure 4). The preferen-
tial OH alignment parallel to the surface (see figure 7) pos-
sibly leads to a flattening of the potential energy surface for 
adsorbed water molecules. Consequently, the ability to switch 
HB acceptor increases leading to shorter lifetimes. Lower 
coverage of the surface is generally expected to increase dis
order [48] resulting in more metastable adsorbate configura-
tions, as long as the water–water hydrogen bond interaction is 
not much stronger than the substrate-water one [74] which in 
fact is the case for hematite, as shown in table 1.

Figure 6 illustrates the disruption of the hydrogen bond net-
work at the interface. The bars show the fraction of water mol-
ecules in the first solvation layer of the interface that donate 
zero, one or two hydrogen bonds to neighbouring water mol-
ecules minus the corresponding fraction for water molecules 
in the bulk. The oxygen terminated surface is shown in red, 
the iron terminated in green, and for comparison we also show 
data for the Au/water interface, taken from the literature [45]. 
Near the surface, the number of water molecules with no or 
one hydrogen bond is significantly higher than in bulk, while 
the number of water molecules with two hydrogen bonds 
is greatly reduced. This means that the regular hydrogen 
bond pattern is greatly reduced, thus facilitating [75, 76] the 

Figure 6.  Number of HB donations per water molecule at the interface minus the number in bulk water. The bars show the fraction of water 
molecules in the first solvation layer of the interface that donate zero, one or two hydrogen bonds to neighbouring water molecules minus 
the corresponding fraction for water molecules in the bulk. The oxygen terminated surface is shown in red, the iron terminated in green, and 
for comparison we also show data for the Au/water interface, taken from the literature [45].

J. Phys.: Condens. Matter 28 (2016) 394001
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occurrence of hydronium at the interface, as observed in our 
calculations and other simulations [77]. Comparing the extent 
of the disruption of the hydrogen bond network for the gold/
water interface [45] to hematite shows that hematite exhibits 
the same behaviour while having a much smaller impact on 
the water structure close to the surface than gold (see figure 3). 
Since previous studies suggest that the orientation of water 
molecules close to the surface cannot be attributed to the dif-
ferent van der Waals potential of the hematite surface alone 
[78], the actual surface termination and OH group orienta-
tion seems to have little effect on the hydrogen bond structure 
within the first adsorbed water layer.

3.5.  Surface OH group patterns

The orientation of surface OH groups and the patterns they 
form influence solvent interaction processes like water split-
ting or crystal growth [22, 79]. Figure 7 shows the most stable 
patterns for both the iron and the oxygen termination. A pat-
tern is defined by a unique combination of OH orientation (in-
plane or out of plane) and number of protons per oxygen site.

In direct comparison, it is striking that there are much more 
OH groups oriented along the surface for the iron termination 
than for the oxygen termination. This goes well with the atom 
number density in figure 3 and points towards hydrogen bonds 
stabilising the surface patterns. In general, iron termination 
oxygens are much less likely to accept a hydrogen bond from 
water which can be linked to the lower water coverage of the 
surface as shown in figure 4. It is interesting to see that there 
are multiple sites that do not accept hydrogen bonds on the 1 

ps time scale, which is only rarely observed for the oxygen 
termination [18]. The greater distance between the top oxygen 
layer and the iron layer beneath (see figure 3) enables coop-
erative hydrogen bonds across the surface which supports 
autoprotonation events (see figure 5).

Even though the solvent-mediated proton hopping process 
creates an oxygen site with two protons that is separated from 
the site stripped of protons by one more oxygen, in the stable 
patterns, these two sites are always neighbours which mini-
mises charge separation. The stability of this split termination 
is illustrated by the fact that all stable surface patterns found 
in the simulation have at least one such combination of a two-
proton site and a bare site.

3.6.  Finite size effects and dependence on density functional

We have investigated the effect of finite lateral system size on 
the atom number density by comparing the × ×2 2 1 calcul
ations to results on the × × ∗3 3 1  system. The × × ∗3 3 1  
system is a solvated × ×3 3 1 hematite slab with the two 
middle iron layers removed to reduce the system size while 
leaving the antiferromagnetic ordering intact. The results are 
summarized in figure 8. It is interesting to see that peak posi-
tions and widths for all oxygen atoms are virtually identical 
(see panel (B), (D), (E) in figure 8). With a surface area more 
than twice as large for the × × ∗3 3 1  setup, the sampling of 
surface configurations was significantly improved compared 
to the × ×2 2 1 setup. Therefore, the spatial distributions 
are converged as far as the oxygen atoms are concerned.  

Figure 7.  The three most stable surface patterns including their hydrogen bond probabilities for the iron termination (top row) and the 
oxygen termination [18] (bottom row). Circles denote surface oxygen sites, the number of coloured rings around one site gives the number 
of protons bonded to this site. Red and blue sites have their protons perpendicular to the surface and parallel to the surface, respectively. 
Black circles denote bare oxygen sites. Arrows give the direction of hydrogen bonds from donor to acceptor. Numbers on arrows give the 
probability of forming this hydrogen bond in percent. Numbers on sites give their probability of donate (red circles) or accept (blue and 
black circles) a hydrogen bond to or from water. Filled circles illustrate periodic images of the simulation cell.
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The only notable difference between the two setups are the 
terminating hydrogen atoms and the outermost iron sublayer 
(panel (A) and (C)). While the peak positions and integral 
values are still the same for the larger setup, their variance is 
somewhat larger. We expect this to be a consequence of the 
thinner hematite slab in the × × ∗3 3 1  setup rather than a true 
finite size effect. The atoms of the outermost iron sublayer are 
more flexible than in the × ×2 2 1 system, which affects the 
distribution of close-by terminating hydrogen atoms. Overall, 
the increase in surface area by more than factor of 2 in the 
× × ∗3 3 1  system does not lead to significant changes, which 

validates our results reported here for the × ×2 2 1 system.
As most previous calculation on hematite have been carried  

out at the PBE+U level of theory, we have also performed 
MD simulations with this functional. In seven out of eight 
calculations, we observe deprotonation of two neighbouring 
oxygen atoms followed by spontaneous dissociation of these 
O atoms from the hematite surface and formation of solvated 
O2. This exposes the iron atom layer to water. Although this 
relaxation path was unexpected, we note that iron termination 
is energetically preferred for a clean surface without adsorbed 
water at PBE+U and GGA level [23, 36]. For the interface 
with water, several experimental studies consistently report 
the oxygen layers of the hematite structure to be exposed to 
the solvent [6, 9, 21]. Hence, we conclude that PBE+U does 
not reproduce the experimental surface termination, at least 
with the standard choice for the U parameter, and that a hybrid 
functional gives results in better agreement with experiment.

4.  Conclusions

The present work illustrates the strong influence that the 
surface termination can have on the water structure near the 
surface, and in particular on the surface coverage. The hema-
tite/water system is a point in case. The missing iron sublayer 

in the iron terminated surface allows surface protons to point 
away from the solvent, even towards the iron layer. With both 
iron sublayers intact, this is not possible for the oxygen ter-
minated surface simply due to geometric reasons. As a con-
sequence of this, the density of protons pointing towards the 
solvent is significantly higher for the oxygen than for the iron 
terminated surface. According to our simulations, this leads to 
a stronger solvation of the surface. The differences in solva-
tion could also influence the chemical reactivity of the two 
surface terminations, and in particular the stability and nature 
of excess charge carriers (holes, electrons) at the interface.

We have also observed a solvent-mediated proton transfer 
locally altering the surface oxygen protonation and we elu-
cidated its interplay with the hydrogen bond network. It is 
interesting to note that instead of dissociation of a proton and 
formation of a bulk solvated hydronium, the proton prefers to 
stay on the surface, which leads to formation of oxy-anions 
(-O−) and doubly protonated terminal oxygen atoms (-OH+2 ). 
Formation of a hydronium ion is observed only temporarily for 
about 50 fs. Finally, we have identified surface OH group orien-
tation patterns that are stable on the 1 ps time scale and we have 
analysed differences between the two hematite terminations.

The structures reported in this work could be used to 
improve classical force fields to allow for realistic simulations 
of these interfaces over longer length and time scales. In addi-
tion, the simulations reported here and in previous work [18] 
provide a solid basis for investigation of the nature and ener-
getics of excess hole and electron in hematite/water interfaces, 
relevant to water splitting photocatalysis [5], crystal growth 
[80] and biogeochemical transformations [81, 82]. The con-
strained density functional theory method that was previously 
applied to calculation of electron transfer parameters for hole 
tunneling in oxide materials [83–85] may be extended to 
such interface problems. Work along these lines is currently 
ongoing in our laboratory.

Figure 8.  Finite size effects for each peak (panels A–E) in the atom number density profile (figure 3). Shown are two curves each, one for 
the × ×2 2 1 super cell (thin green) of hematite as used throughout this work and one for the × × ∗3 3 1  super cell (thick blue) with more 
than double the surface area. Distances with respect to a plane fitted through the first sub-surface oxygen layer of bulk hematite. Peaks are 
normalised to their maximum value.
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