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Nonstoichiometry and Weyl fermionic behavior in TaAs
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The band structure of TaAs provides the necessary conditions for the emergence of Weyl fermions.
Measurements verifying this fact are remarkably robust, given the reported levels of nonstoichiometry in typical
single crystals. Here we demonstrate the surprising fact that a small degree of nonstoichiometry is essential
for such observations in a wide range of temperatures. From first principles, we compute how crystal defects
influence the position of the Fermi level relative to the so-called Weyl points, a key factor in allowing the
detection of these particles. We show that observations of Weyl fermions depend crucially on nonstoichiometry
and only occur within narrow ranges of elemental composition and temperature, indicating a considerable degree
of fortuity in their discovery. Our approach suggests that in some cases the drive to produce ultra-pure crystals
for measurements of exotic emergent phenomena may be misplaced.
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Confirmation of the existence of a massless chiral spin-
1/2 quasiparticle, known as the Weyl fermion, an allowed
solution to Dirac’s equation [1-3], remained elusive until
very recently [4,5]. Using angle-resolved photoemission spec-
troscopy (ARPES) and first-principles calculations, it has
been shown [6] that due to spin-orbit effects on the energy
bands, these particles arise in the Weyl semimetals TaP, TaAs,
NbP, and NbAs, of which TaAs is typically taken as the
representative example [4,5,7-15]. The key feature in the
electronic band structure is the Weyl node, a singularity point
of Berry curvature close to the Fermi level, about which there
is linear dispersion. These nodes appear as pairs of opposite
chirality in bulk Weyl semimetals (dubbed W1 and W2) [7],
resulting in “Fermi arcs” at the surface, which have been
detected using ARPES. Moreover, associated properties such
as negative magnetoresistance and ultra-high mobility have
been observed [16,17].

These discoveries were made using single crystals, typically
grown by a chemical vapor transport method [18,19]. Crystal
purity is rarely discussed, but there is strong evidence of
a high defect concentration, with Ta deficiency present to
some extent [20-22]. Moreover, different growth conditions,
in terms of precursors, temperatures, and timings, will affect
the balance of defects, in turn affecting the Fermi level, which
must lie close to the Weyl nodes if Weyl fermion effects are to
be detected. With this in mind, why these effects have been
observed at all is somewhat puzzling. One explanation is the
defects manifest as stacking faults, having a more benign effect
on the Fermi level than point defects would [23]. Such stacking
faults have been observed using scanning transmission electron
microscopy on crushed crystals [23], but the mechanical stress
used in the crushing procedure itself could promote formation
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of these faults, meaning that another explanation will be
required for crystals at ambient conditions.

Off-stoichiometric defects in TaAs form on crystal growth,
which is governed by the complicated binary phase diagram
comprising stoichiometries that range from As-rich (TaAs;) to
As-poor (Tas Asg, Tay As, Taz As) [20]. Producing TaAs crystals
requires As-rich conditions at temperatures of ~1000 °C [24].
Different temperatures lead to different stoichiometries, but
the phase relationship, key to explaining the observed nonsto-
ichiometry, is not understood.

In this Rapid Communication we determine how nonstoi-
chiometry affects the Fermi level relative to the W1 and W2
nodes in TaAs, and thus the observability of Weyl fermions.
Using ab initio calculations of the intrinsic point defect
formation energies as a function of electron chemical potential,
we compute the self-consistent Fermi level and hence the
energy overlap of the charge carrier distribution with the Weyl
nodes. We find that rather than always being detrimental,
nonstoichiometry promotes Weyl fermion detection in specific
temperature ranges, including those seen in experiment,
indicating a level of fortuity in their discovery. It follows that
nonstoichiometry is not only compatible with observing Weyl
effects, but also necessary in a range of experimental condi-
tions. Our approach can be adopted for other exotic phenomena
that depend crucially on the Fermi level; we conclude that
sometimes a drive for ultra-pure crystals may be misplaced.

Methods. To determine optimized structures and electronic
properties, we have used density functional theory (DFT), as
implemented in the VASP code [25-28] utilizing the solids-
corrected Perdew-Burke-Ernzerhof (PBEsol) generalized gra-
dient approximation exchange-correlation functional [29,30],
with the projector augmented wave method [31] to model
the interaction between core and valence electrons (with
five valence electrons for both Ta and As atoms). The
TaAs primitive cell (space group I4;md) was relaxed at a
series of constant volumes, using a 400-eV plane-wave cutoff
and a 9 x 9 x 9 Monkhorst-Pack [32] k-point mesh, which
provided convergence in the total energy up to 107 eV,
fitting the resultant energy-volume data to the Murnaghan
equation of state. Spin-orbit interactions were included where
necessary [33] (more details can be found in Ref. [34]). To
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calculate the bulk density of states p(E) as a function of energy
E, we have performed single-point calculations on the relaxed
primitive cell using an 18 x 18 x 18 k-point mesh. We set
E =0 at the VASP-computed Fermi level (Ef,) of the TaAs
primitive cell.

To determine heats of formation, we have also relaxed prim-
itive cells (space groups in parentheses) of TaAs, (C12/m1),
TasAsy (14/m), TayAs (Pnnm), and TazAs (B2/b) and com-
puted their total energy [18-20]. In doing so, we have adopted
the same approach and convergence criteria as that for TaAs.

We have considered the full range of intrinsic point
defects in our study, i.e., Ta and As vacancies (Vr, and
V as respectively), interstitials (Ta; and As; respectively), and
antisites (Taas and Asrrespectively). Defect structures were
obtained by relaxing the internal coordinates of a 3 x 3 x 1
(near-cubic) expansion of the (relaxed) conventional tetragonal
cell, consisting of 72 atoms when no defect is present,
using a 6 x 6 x 5 k mesh. The formation energy of defect
X4 (in charge state g), E[X?], assuming thermodynamic
equilibrium, was determined from the equation

E;[X] = E[X‘] — E[bulk’] = Y " ni(Ei + Aw) + g A,

1

ey

where E[bulk?] is the total energy of the pure TaAs bulk
supercell in charge state g, E[X?] is the total energy of the
supercell containing X7, n; is the number of species i that
is added to (n; > 0) or removed from (n; < 0) the supercell
in forming X4, E; is the total energy of the elemental form
of species i, Au; is the chemical potential of species i, and
A¢ is the change in Fermi level due to the introduction of
X?. The Ap,; are determined for As-rich and As-poor growth
conditions by taking into account the formation enthalpies
of the competing phases, as implemented in the CPLAP [35]
code. To test convergence we have calculated E ;[VY,] using
a 4 x 4 x 2 expansion of the conventional cell, finding that
the formation energy differs from that using the 3 x 3 x 1
supercell by under 3%, indicating that our chosen supercell is
satisfactorily converged.

For charged defects, Eq. (1) does not include Makov-Payne-
type correction terms [36], and therefore differs from that usu-
ally adopted for semiconductors [37-39]. Such corrections are
introduced to account for periodic image charge interactions
in systems with insulating properties and dielectric screening,
which are calculated using lattice sums in the presence of a
neutralizing charge background. By postulating a band gap for
the homogeneous electron-hole gas (jellium), both the defect
formation energy in a given charge state, with respect to the
ideal system in this charge state, and the energy of ionization
of the defect to another charge state can be calculated. For
metals (and semimetals), similar ideas could be pursued, but
considering that the electron-hole gas would have a zero energy
gap, the fate of the ionized charge carriers must be treated
explicitly. Whereas their charge distributions will be quite
complex, their energy will be very close to the Fermi level
in the infinite dilution and athermal limits. Consequently, we
have determined the single point energies of bulk supercells
containing the appropriate charge (E[bulk?]) and used these
as the reference energies for the charged defect supercells.
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On the other hand, the interaction between the defect of
interest and its periodic images will be efficiently screened by
the zero-gap delocalized charge distribution. Indeed, we have
tested the possibility of charge localization on the formation
of point defects, finding in all cases that the delocalized case
is significantly lower in energy. Moreover, for the case of
V%a, which, on formation, leaves three holes in the system,
we have tested possible localization by employing a hybrid
density functional (HSEO06 [40]), which counters the well-
known self-interaction error in DFT. We find that even with this
functional, the solution with charge completely delocalized is
lowest in energy (and the computed formation energy differs
from that determined using PBEsol by less than 0.05 eV). The
resulting procedure is strongly reminiscent of the approach
adopted for charged defects in semiconductors and insulators
when calculations on sufficiently large supercells were not
feasible [41,42].

In Eq. (1), A¢ is a parameter, giving the relation between
formation energy and Fermi level. For a set of charged defects,
however, one can compute A¢ in a self-consistent manner
given the condition of charge neutrality in the system [43]:

no+ Y 1aiINas = po+ Y _ 1gil Npa, 0))

L

where ng is the concentration of electrons, Na,s (Np,«) the
concentration of acceptors A; (donors D;) in charge state g;,
and py is the concentration of holes. All these concentrations
are functions of A¢ as follows:

Nx¢ = NoexplE([X?](A¢)/kT], 3)
© exp(A¢p/kT)

" /0 T+ exp(E'/kT)
O exp(—A¢/kT)

bo= [oo 1 4+ exp(—E'/kT)

where Ny is the density of sites where X? can be formed
and k is Boltzmann’s constant. Therefore a self-consistent A¢
can be determined, as well as the electron, hole, and defect
concentrations, given the set of E¢ and p(E). Moreover, by
fixing particular values of Nxq, it is possible to determine A¢
for given defect concentrations. We have implemented this
approach in the FORTRAN code SC-FERMI [44—46]. The Fermi
level in the system Ef is given by Ep = Ep, + A¢.

Results. To determine how growth conditions will affect
defect formation, we have calculated the phase stability of the
stoichiometric phases TaAs;, TaAs, TasAss, TayAs, and TazAs
as afunction of Apagand A put,; our results are shown in Fig. 1.
The thick, solid lines indicate where the chemical potentials
of Ta, As, and the relevant phase are in equilibrium, while the
shaded regions indicate where each phase is the most stable
and where an excess of Ta and/or As exists. In the inset of Fig. 1
we present the heats of formation for each phase with respect to
elemental Ta and As (in parentheses within the boxes), and the
heats of formation when transforming one phase to another by
reacting with the relevant proportions of Ta and As (along the
arrows). In all cases these heats of formation are negative,
indicating exothermic reactions, but we find that TayAs is
thermodynamically unstable, i.e., it is a metastable phase that
decomposes to TasAss and TazAs in proportions that depend
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dE'p(E"), (&)

180101-2



NONSTOICHIOMETRY AND WEYL FERMIONIC BEHAVIOR ...

0

-0.5
>
L
2
=.
g -1
- 1 5 ‘ Z -0.37 \\
Ta,As - Ta,As
i | ’ (-1.46) Mio.ll (-1.34) l T
1 1 1 1 L L L 1 1 1 1 1 1 1
-1.5 -1 -0.5 0
Apy, (V)

FIG. 1. Regions of stability within the phase space spanned by the
Ta and As chemical potentials (Aur, and Apas, respectively). The
solid line represents the equilibrium chemical potentials at which
each phase are most stable, while the shaded regions indicate the
regions in which each phase is most favorable, while also favoring
an excess of Ta and/or As. The inset shows the calculated heats of
formation (in eV), with the heat of formation of each stoichiometry,
with respect to elemental Ta and As, shown in parentheses.

on environmental conditions, a result that is consistent with
experimental findings [20]. The region in which TaAs is most
favorable to form is mostly As rich (i.e., less negative Apias),
in agreement with experimental growth conditions [24].

To study point defect formation in TaAs, we have chosen
two extreme conditions: As rich and As poor (where the thick
black line meets the red and blue lines, respectively, in Fig. 1).
Our calculated formation energies are presented in Fig. 2.
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FIG. 2. Formation energies as a function of change in Fermi
energy (A¢) for each intrinsic defect studied, shown for As-rich and
As-poor conditions. The slopes indicate the charge states; a transition
occurs where the slope of a line changes.
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In both cases, at the equilibrium Fermi level (A¢ = 0), we
find that V3, dominate. In As-rich conditions, the next-lowest
energy defects are As%;’, which become competitive with
Ta vacancies at A¢ ~ —0.35 eV, indicating a drive to form
TaAs,, consistent with the phase diagram shown in Fig. 1.
In As-poor conditions, Ta vacancies become less stable while
As vacancies are more favorable, as one would expect. Our
calculated formation energies of V%l in As-poor conditions
(2.95 eV) and V9 in As-rich conditions (4.09 eV) are in
excellent agreement with the work of Besara er al. [23]
who used a smaller supercell (2 x 2 x 1 expansion of the
conventional cell), further demonstrating that our calculations
are well converged with respect to supercell size.

The formation energies shown in Fig. 2, however, are quite
high for A¢ ~ 0 (above ~0.9 eV), meaning that equilibrium
defect concentrations will be extremely low. Indeed, using the
calculated formation energies to determine the self-consistent
Fermi level for equilibrium As-rich conditions, and conse-
quently the defect concentrations, we find that Ny, = 1.6 x
107 cm™~ at temperature 7 = 300 K. Such a concentration
corresponds practically to perfect stoichiometry (§ < 10717
in TasAs), which would disagree with the reported values of
~0.92 < 6 < 0.98 [21,23]. If we include defects that form
at typical synthesis temperatures (7 = 1000 °C [24]) in an

Fermi level (eV)
Concentration (cm_3)

0 200 400 600 0
Temperature (K)

500

FIG. 3. Calculated variation in Fermi level E (blue line, & is the
Boltzmann constant) as a function of temperature 7 for (a) perfect
stoichiometry, (b) slightly off perfect stoichiometry (§ = 0.99994
in TazAs), and (c) 6 = 0.98. For each case the panel on the right
shows the variation in electron (n), hole (py), and Ta vacancy (Nvy.,)
concentrations with temperature. The positions of the W1 and W2
Weyl points are shown as black and red lines, respectively.
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FIG. 4. Overlap of charge carrier energies and the Weyl points W1 and W2 as a function of nonstoichiometry (8 in TasAs and 6" in TaAsy/)
and temperature 7. The overlap is shown as (a) the regions in which Ey &+ 3kT — W is positive (k is Boltzmann’s constant), where W = W1
(blue) or W2 (red); and the value of the Fermi function at (b) W1 (f(W1)) and (c) W2 (f(W?2)).

equilibrium process and get “frozen in” by kinetic barriers on
cooling, we find that Ny,, = 1.8 x 10'8¢cm~3, corresponding
to § = 0.99994, again disagreeing with observed values of §.
Our results demonstrate that intrinsic defect formation at ther-
modynamic equilibrium is not the source of nonstoichiometry;
instead the particular synthetic route, including annealing pro-
cesses, accounts for the defect concentrations, which, accord-
ing to our calculations will be dominated by vacancies. The
fact that the decomposition of TaAs; is a practical source of
TaAs preparation [19], a favorable process according to Fig. 1,
also suggests large vacancy concentrations can be frozen in.
We can thus simulate observed levels of nonstoichiometry
by setting Ny, = 6.2 x 10?® cm™3, which gives a value of
8 = 0.98, consistent with various experimental studies.

In Fig. 3 our calculated self-consistent Fermi level as a
function of T is shown for (a) § = 1, (b) § = 0.99994, and
(c) § = 0.98, with the associated variation in ng, po, and Ny,,
with T shown in the right-hand panels [for Figs. 3(b) and 3(c),
Nv,, is held constant to simulate frozen-in concentrations].
We also show the positions of the Weyl nodes W1 and W2
relative to Er (which were determined to be at E, — 0.005 eV
and Ef, — 0.019 eV respectively [34]), and show the range
Ep £3kT (k is Boltzmann’s constant), which corresponds
to the range in which probability of overlap will be greater
than ~0.05. Our results demonstrate that for pure TaAs, Weyl
effects will not be observed clearly for T < 120 K, because
both W1 and W2 do not lie within 3k7 of E r. Moving slightly
off stoichiometry reduces this cutoff temperature to 7 < 90 K
[see Fig. 3(b)], but going to more realistic values of § = 0.98
opens up the range in which the effects can be observed
greatly. This delicate balance in observability as a function
of nonstoichiometry is quite surprising and indicates a degree
of fortuity in the discovery of Weyl fermions in TaAs.

We finally show where observability of Weyl effects is
likely within the space spanned by nonstoichiometry (§ in
TasAs and § in TaAsy) and T by showing in Fig. 4(a) the
regions in which W1 and W2 are within 3kT of Ep, and
in Figs. 4(b) and 4(c) the value of the Fermi function at
W1 and W2 respectively, where f(W) = {1 4 exp[£(W —
Er)/kT1}™' (W = W1 or W2 and the sign of the exponent
depends on whether the charge carriers are electrons or holes).
We see that there is a narrow band of nonstoichiometry in
which observation is possible for a wide range of temperatures.
In As-poor samples, observability at 7 < 300 K becomes
unlikely quite rapidly, while in Ta-poor samples, for § < 0.95

observability is only possible within a restricted temperature
range below 100 K.

Discussion. Of course, our approach assumes the condition
of thermodynamical equilibrium for the observation of Weyl
effects. Experimental techniques that allow access to unoccu-
pied states [47], e.g., hot carrier injection methods or excitation
via ionizing radiation, may allow such observations in certain
conditions, in regions deemed unlikely by our calculations.
Importantly, however, ARPES, the key technique used to
observe Weyl fermion effects [4], does not permit this access
to unoccupied states (although deep occupied states can be
probed, such states do not contribute to the surface Fermi
arcs that are characteristic of Weyl fermions). Moreover, we
have not considered here the robustness of the Weyl nodes
in the presence of defects. In fact, defects may adversely
affect the presence of these band structure features [23],
meaning the range of observability shown in Fig. 4 could be
significantly reduced.

Our results show that small changes in stoichiometry can
have large effects on the temperature ranges within which
exotic condensed-matter physics phenomena can be observed.
Indeed, the experimental conditions of 7 = 300 K and § =
0.98 [21,23,24] fall within the narrow region in which both
W1 and W2 are likely to be observed, while moving away
from these conditions has a drastic effect on observability.
We postulate that such a situation may be widespread in
samples under investigation for novel physical properties,
whether these be double Weyl semimetals [48], topological
insulators [49], or high-T" superconductors [50]. Our approach
adopted here should therefore provide an avenue of exploration
for future studies of such systems.

Summary. We have calculated the energy overlap of charge
carriers with the Weyl nodes in TaAs as a function of temper-
ature and nonstoichiometry, using first-principles calculations
of the intrinsic point defect formation energies and their varia-
tion with Fermi level. Our results show that nonstoichiometry
is not only compatible with, but necessary in a range of exper-
imental conditions for, the observation of Weyl effects, indi-
cating a serendipitous discovery. This approach can be applied
to other systems displaying exotic physical phenomena that
depend crucially on the Fermi level and will offer insights into
the experimental conditions necessary for their observation.
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