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ABSTRACT: Pentameric ligand-gated ion channels
(pLGICs) of the Cys-loop superfamily are important neuro-
receptors that mediate fast synaptic transmission. They are
activated by the binding of a neurotransmitter, but the details
of this process are still not fully understood. As a prototypical
pLGIC, here we choose the insect resistance to dieldrin (RDL)
receptor involved in resistance to insecticides and investigate
the binding of the neurotransmitter GABA to its extracellular
domain at the atomistic level. We achieve this by means of
μ-sec funnel-metadynamics simulations, which efficiently enhance the sampling of bound and unbound states by using a funnel-
shaped restraining potential to limit the exploration in the solvent. We reveal the sequence of events in the binding process from
the capture of GABA from the solvent to its pinning between the charged residues Arg111 and Glu204 in the binding pocket. We
characterize the associated free energy landscapes in the wild-type RDL receptor and in two mutant forms, where the key
residues Arg111 and Glu204 are mutated to Ala. Experimentally these mutations produce nonfunctional channels, which is
reflected in the reduced ligand binding affinities due to the loss of essential interactions. We also analyze the dynamical behavior
of the crucial loop C, whose opening allows the access of GABA to the binding site and closure locks the ligand into the protein.
The RDL receptor shares structural and functional features with other pLGICs; hence, our work outlines a valuable protocol to
study the binding of ligands to pLGICs beyond conventional docking and molecular dynamics techniques.

■ INTRODUCTION

Pentameric ligand-gated ion channels (pLGICs) are important
neuroreceptors involved in fast synaptic communication and
many neurological disorders.1 They are targets for drugs and, in
invertebrates, for insecticides. They are membrane proteins
composed of five subunits arranged around an ion permeable
channel with an extracellular domain (ECD), a transmembrane
domain (TMD) spanning the cell membrane, and often an
intracellular domain (ICD). The channel opens in response to
the binding of a neurotransmitter at the interface between
subunits in the ECD. However, a detailed picture at the atomistic
level of the activation mechanism is still missing due to the
complexity of the systems and limited experimental information.
Computational studies complement the picture coming from

experiments. Spectroscopic techniques and/or homology
modeling provide the atomistic structure of these receptors’
ECD, which contains the relevant region for ligand binding. This
information has been used in docking and molecular dynamics
(MD) calculations to study the binding modes of ligands to
pLGICs. Unfortunately, the approximate description of ligand/
protein interactions by docking algorithms and the limited time
scale of MD simulations allow only a partial understanding of the
binding process. A comprehensive elucidation of the activation
mechanisms in pLGICs needs detailed information on the ligand

binding steps and an accurate description of the free energy
landscape, which remain elusive to standard simulation
techniques and require the use of more sophisticated
calculations.2

Here, we use the well-tempered metadynamics method,3

which facilitates the sampling through the introduction of a
history-dependent bias potential. Such a repulsive potential is
built as a sum of Gaussians deposited along the trajectory of
carefully selected slowly varying degrees of freedom, named
collective variables (CVs). Its role is to discourage the system
from returning to already visited regions in the CVs space. This
allows for significant improvement in the exploration of the
phase space and, once the exploration is complete, for an efficient
reconstruction of the free energy landscape as a function of the
CVs using the added bias. Metadynamics has been used to
successfully investigate numerous problems in biology, chem-
istry, and material sciences.4−9 However, its application to
estimate binding free energies is far from trivial. For this goal, the
observation of a statistically significant number of back-and-forth
events between the ligand bound and unbound states is
necessary. Within the metadynamics scheme, although a ligand
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can be easily driven out of its protein binding site, the huge
number of unbound conformations in the solvent dramatically
decreases the probability of observing a binding event in a
reasonable computational time. A simple and elegant solution to
this problem is the introduction of a funnel-shaped restraining
potential to limit the exploration of the solvated states outside the
binding pocket.10 The funnel is placed onto the system so as to
include the binding site in the conical section and reduce the
solvated region to a narrow cylinder. In this way, the sampling in
the binding site is not affected by the presence of the funnel
restraining potential, and in this region, the simulation proceeds
as standard metadynamics. On the other hand, the presence of
the cylinder restraint in the unbound region reduces the phase
space exploration. As a result, the number of back-and-forth
events between the bound and the unbound state is greatly
enhanced,10−13 leading to an accurate description of the binding
free energy landscape in an affordable computational time.
In the present work, we apply for the first time this funnel-

metadynamics (FM) scheme to investigate the free energy
landscape of a neurotransmitter binding to a pLGIC and assess
how such a landscape is affected by specific mutations, which
experimentally produce nonfunctional channels. Rationalizing
the different bindingmechanisms and affinities of a ligand toward
the wild-type and mutant forms of its molecular target is, in
general, a crucial issue in the chemical and pharmacological
industries.
As a prototypical example, we choose the insect resistance to

dieldrin (RDL) γ-aminobutyric acid (GABA)-gated pLGIC from
the Cys-loop receptors superfamily. This choice is driven by the
wealth of available experimental information14,15 and by our
expertise (modeling and MD simulations) on the system.15,16

The RDL receptor is involved in resistance to insecticides (i.e.,
dieldrin) and is thus a potential target for the rational design of
novel insecticides.17−19

Most experimental information on GABA binding to the RDL
receptor is indirectly inferred from electrophysiology muta-
genesis experiments, which identified seven residues as
important for ligand binding: Phe146, Glu204, Phe206, and
Tyr254 in the principal subunit of the RDL receptor ECD and
Tyr109, Arg111, and Ser176 in the complementary subunit (see
Figure 1).15 Our previous atomistic MD simulations showed that
the zwitterionic form of GABA interacts with the positively
charged Arg111 through its negatively charged carboxylate and
with the negatively charged Glu204 through its positively
charged amine, which also forms cation-π interactions with the
aromatic residues Tyr109, Tyr254, and Phe206.16,20 These
results are consistent with the experimental data showing that
mutations of Arg111 and Glu204 to Ala produced nonfunctional
receptors.15 However, because of the limited time scale of those
simulations, the binding mechanism of GABA to the RDL
receptor and a reliable estimate of the ligand binding free energy
landscape could not be provided.
Here, we complete the picture stemming from experiments

and previous simulations of the binding process of GABA to the
RDL receptor and its nonfunctional Arg11Ala and Glu204Ala
mutants. With μ-sec FM simulations, we reproduce a large
number of binding and unbinding events that lead to a
quantitatively well-characterized free energy landscape and
accurate estimate of the ligand binding free energy. Furthermore,
we provide structural insights into the ligand binding mechanism
with atomistic resolution, identifying crucial protein motions like
the dynamics of loop C (highlighted in Figure 1), which partially

Figure 1. (a) Principal and complementary subunits of the RDL receptor ECDwith highlighted secondary structures. (b) GABA in the binding site with
the seven residues identified by experiments as important for binding and Thr251 in loop C. (c) (left) Principal and complementary subunits with
GABA bound in red and the funnel restraining potential. (right) Geometric parameters of the funnel restraining potential.
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protects the binding site from the solvent and is expected to play
an important role in the activation processes of Cys-loop
receptors.21−23

Because the RDL receptor is structurally similar to other
pLGICs, our work represents a point of reference for further
investigations of the binding of neurotransmitters and ligands to
pLGICs beyond conventional docking and MD-based techni-
ques.

■ METHODS
The extracellular domain of the homopentameric RDL receptor
is built with the software MODELLER 9.824 by homology with
the X-ray structure of the GluCl receptor25 with which it shares
38% sequence identity.15,16 The zwitterionic form of GABA is
docked in it with the software GOLD26 and the guide of
mutagenesis experiments (model RDL-GluCl-2b in ref 16); the
initial docking pose is not crucial for the metadynamics
simulations. We have previously extensively tested this model
in comparison to others; we select it for this work for its stability
and binding features consistent with experiments. We concen-
trate on the binding and unbinding of a single ligand; MD
simulations with one or five ligands did not provide significant
differences in the binding features.16 We simulate the ECDs of
the wild-type RDL receptor and of the Arg111Ala and Glu204Ala
mutants. In our models, as in previous work, we do not include
the TMD and lipid membrane because they do not play an active
role during the binding process: the binding pocket is far away
from them and the slow conformational changes initiated by
neurotransmitter binding and then transmitted to the TMD are
not sampled in these simulations. Models with only the ECD are
commonly used to study the binding process in ligand-gated ion
channels15,16,27 also because of the limited structural information
for the complete receptors. The reduced models allow us to
afford longer time scales while retaining all the important features
for the GABA binding process. The Cαs of the five terminal
residues of each subunit are restrained to mimic the effect of the
TMD at the interface with the ECD.
Following a similar protocol to that of ref 16, we prepare the

system with a 12 Å buffer of TIP3P waters and 0.15 M (NaCl)
salinity to reproduce physiological conditions in a periodically
repeated truncated octahedral supercell; counterions are added
to neutralize the total charge. The solvated model contains
approximately 83,000 atoms. The AMBER FF12SB28 force field
is used; this is an improved force field with respect to the FF2003
we previously employed.16,27 Moreover, with respect to the
widely used FF99SB-ildn, which we also tested, it provides a
better description on long time scales of loop C, which is critical
for the binding process. Restrained ESP charges are calculated for
GABA at the Hartree−Fock level of theory with a 6-31G* basis
set on the molecular geometry optimized with density functional
theory and the B3LYP exchange and correlation functional using
Gaussian 0929 and AmberTools.28 All metadynamics simulations
are run with NAMD 2.930 patched with the PLUMED 1.3
metadynamics plug-in.31 For ambient conditions (T = 300 K and
P = 1 bar) to be enforced, the Langevin thermostat with a
collision frequency of 1 ps−1 and the Berendsen barostat with
relaxation time of 0.2 ps are applied. A cutoff of 10 Å is used for
nonbonded interactions, and long distance electrostatic
interactions are treated with Particle-Mesh Ewald. The fast
stretching motions of bonds containing hydrogen are prevented
by means of the SHAKE algorithm, allowing for a 2 fs time step.
After the minimization and equilibration procedures, 100 ns of
MD are carried out, during which the stability of the structure is

monitored through the root-mean-square deviation (RMSD) of
the backbone atoms of the secondary structures with respect to
the minimized structure before starting the metadynamics
simulations.
A number of exploratory metadynamics simulations are first

performed without the restraining funnel potential to get an idea
of the preferred path for unbinding with statistical significance.
Gaussians with a height of 0.4 kJ/mol and a width of 0.15 Å are
deposited every 2 ps along the trajectory of the selected CV: the
distance between the center of mass of GABA and the center of
mass of the Cαs of the seven residues identified by experiments as
important for binding. This procedure allows us to study the
behavior of the secondary structures surrounding the binding site
upon unbinding. We observe that loop C is able to open and
close quickly enough following the passage of the ligand when
described with the FF12SB force field; thus, it does not represent
an obstacle to the binding of the ligand and does not require a
specific CV to describe its motion. The information gathered
from these preliminary runs allows us to position the funnel-
shaped restraining potential for the GABA center of mass in a
meaningful way as shown in Figure 1c: the position of the conical
region surrounding the binding site is chosen so as not to
interfere with the binding and unbinding processes, and its
dimensions are chosen as reduced as possible to accelerate
convergence but large enough to avoid artifacts in the sampling.
The cone angle α is set to 25°. The zero of the coordinate system
is set around the minimum free energy for the wild-type receptor
with the conical region between z =−5 Å and zcc = 20 Å, the point
where the potential switches to a cylindrical shape with radius Rcyl
= 1 Å and length of 10 Å. Soft harmonic restraining walls are
applied at both ends of the funnel axis to limit the exploration of
the ligand inside the region enclosed by the funnel potential.
The zwitterionic form of the ligand and the presence of

residues of opposite charge in the binding site (i.e., Glu204 and
Arg111 in the principal and complementary subunits,
respectively) support the picture that plausible binding poses
should all have a similar orientation with respect to the binding
pocket with the GABA carboxylate group interacting with
Arg111 and the amine group interacting with Glu204, making it
unnecessary to use a CV describing the orientation of GABA.
This is consistent with the unbinding tests, where no major
rotations or changes in orientation were observed when the
ligand was inside the binding pocket. Hence, as CVs for the
metadynamics, we choose the position along the funnel axis (z)
and the distance from it (d), as shown in Figure 1c: these are
appropriate selections as they allow a complete exploration of the
space inside the funnel potential without producing hysteresis in
the binding and unbinding paths or other artifacts. Although
these CVs easily discriminate between bound and unbound
states, a reweighting algorithm32 is applied to the trajectories to
remap the free energy as a function of alternative CVs and gain
more detailed insights, such as revealing bound minima, which
are overlying in the maps corresponding to the initial choice. The
results obtained by such an algorithm need to be properly
analyzed to make sure that the unbiased CVs chosen for the
reweighting have been adequately sampled during the simu-
lation. When this is not the case, partial or incorrect
reconstructions may occur.
Gaussians are deposited every 2 ps under the well-tempered

regime.3 The initial height is 2.0 kJ/mol; the target temperature is
300 K, and the bias factor is 15. The simulations are carried out in
the NVT ensemble starting with the average volume obtained in
the equilibrated MD. The calculations are considered converged
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when a statistically significant number of recrossing events
between the bound and unbound states, defined as those
conformations contained in the cylindrical section of the funnel
potential, have been observed and the difference in free energy
between these (bound and unbound) states oscillates around a
constant value. In the wild-type receptor, the metadynamics
simulations are carried out for 1.25 μs. The same protocol is then
applied to the two Arg111Ala and Glu204Ala mutants with the
goal of comparing the resulting free energy landscapes. The
metadynamics simulations are carried out for 0.75 μs for the
Arg111Ala RDL receptor and for 0.95 μs for the Glu204Ala RDL
receptor, where the binding is weaker and the ligand is more
likely to exit. The free energy landscapes and binding free
energies are averaged over the last 0.25 μs in all models to reduce
the metadynamics error and increase the accuracy of the
reconstructed profiles.4,33 Binding affinities are evaluated
following the approach described in ref 10, which accounts for
the effects of the cylindrical restraint on the solvated states.

■ RESULTS AND DISCUSSION

During the metadynamics simulations, we monitor the
conformational stability of the RDL receptor models by
calculating the RMSD of the secondary structure backbone
atoms with respect to the corresponding initial minimized
structures. The average RMSD is 2.3 ± 0.2 Å for the wild-type
RDL receptor, 2.6 ± 0.2 Å for the Arg111Ala mutant, and 2.6 ±
0.1 Å for the Glu204Ala mutant. Hence, the overall structure of

the receptor is preserved throughout the μ-sec long simulations
during which the loops and the binding site residues show the
necessary flexibility to allow binding and unbinding of the
neurotransmitter.
In the free energy surfaces (FESs) as a function of the biased

CVs in Figure 2a, it is clear that the selected mutations induce
drastic changes in the free energy landscape. This is even more
evident in the one-dimensional free energy profiles projected
onto the funnel axis in Figure 2b: an energetically favorable
bound state for GABA is present only in the wild-type receptor,
which we analyze first.
In the wild-type receptor, the lowest free energy pose

corresponds to the minimum free energy basin A in the FES of
Figure 2 at z≃ 0 Å and 0 < d < 2 Å and to the global minimum at z
≃ 0 Å in the one-dimensional free energy profile. Panel c in
Figure 2 shows the evolution of the projection of the center of
mass of GABA onto the funnel axis during the FM simulation.
Several binding (z < 5 Å) and unbinding events are reproduced,
ensuring an exhaustive exploration of the phase space and a
quantitatively well-characterized FES. The absolute ligand
binding affinity is estimated by computing the free energy
difference between the bound state in basin A and the
isoenergetic states in the unbound region (with z > 20 Å). The
calculated value is −29.7 ± 2.9 kJ/mol. However, the free energy
of the unbound states has to be corrected to remove the effects of
the restraining potential10 (which does not affect the free energy
of the bound state), reducing the true binding affinity to−14.4±
2.9 kJ/mol. The entity of the correction to the unbound states

Figure 2. (a) Free energy maps as a function of the biased CVs for GABA binding to the wild-type and mutated Arg111Ala and Glu204Ala RDL
receptors. The free energy of the unbound state is set as reference to zero. All values of free energy above zero are shown in dark red. (b) Projected free
energy profiles as a function of the position z along the funnel. The correction due to the cylindrical part of the funnel potential, which lowers the free
energy of the unbound states, is shown and indicated with vertical arrows. (c) Evolution of the position z of the GABA center of mass along the funnel
axis during the wild-type receptor metadynamics. The red dashed line indicates the separation between bound and unbound states.
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due to the cylindrical part of the funnel potential is shown in
Figure 2b.
To provide further structural details on the ligand binding, we

remap the FESs as a function of different CVs with respect to
those originally biased in the FM simulations using a reweighting
algorithm.32 In Figure 3b, the wild-type RDL receptor FES is

shown as a function of the distance between the carbon of the
GABA carboxylate group and the Cα of Arg111 (indicated as
CVArg111) and of the distance between the nitrogen of the GABA
amino moiety and the Cα of Glu204 (CVGlu204). The reweighted
FES reveals two distinct energy minima in the bound region
corresponding to two different binding modes, labeled here as A1
and A2, respectively, which are overlapped in the same basin A in
the FES representation of Figure 2. We monitor the evolution of
CVArg111 and CVGlu204 during the simulation, observing that the
two basins of minimal free energy are visited several times. This
behavior indicates that the two CVs are adequately sampled even
if not biased, making the reweighted FES reliable. The two
minima are also observed in the reweighted FES as a function of
the position of GABA with respect to the x,y,z Cartesian axes in
Figure 4, where z and x are the axes of the funnel and of the
channel, respectively. Here, the two minima A1 and A2 have
coordinates x ≃ −1, y ≃ −2, z ≃ 4 Å and x ≃ 0, y ≃ 0, z ≃ 4 Å,
respectively. As seen in Figures 2−4, the details of the basins,
transition states, and barriers may depend on the choice of the
CV used to represent the FES.
We perform a conformational cluster analysis of the poses

representing the twominimal free energy basins A1 and A2. In A1,
the most populated family corresponds to the binding mode
where GABA forms strong direct hydrogen bonds with both
Arg111 and Glu204 as in Figure 4. Specifically, the negatively
charged carboxylate moiety of GABA forms salt bridges with
Arg111 in loopD and interacts throughmultiple hydrogen bonds
with Ser176 in loop E and Thr251 in loop C. The latter loop is
conformationally rather flexible during the simulation, allowing
access and exit of the ligand to and from the binding pocket
through its closure and opening motion. GABA amine is bound
through hydrogen bonds to the residues of loop B Glu204 and
Ser205 and can also form hydrogen bonds with the hydroxyl
groups of Tyr109 in loop D and Tyr254 in loop C. The amine is
buried in an aromatic cage formed by these two tyrosines and
Phe206 in loop B with which it forms cation-π interactions.

Figure 3. Free energy maps of (a) the Glu204Ala-mutated RDL
receptor, (b) the wild-type RDL receptor, and (c) the Arg111Ala-
mutated RDL receptor reweighted as a function of the distances
between the GABA charged groups and the Cαs of the 111 and 204
residues. These distances are sketched in the top right corner in cyan and
magenta.

Figure 4. (right) Binding free energy maps in the wild-type RDL receptor projected onto the funnel sections. (left) Typical conformations from the
identified free energy basins. GABA is represented in CPK style; the C-loop is in orange, and hydrogen bonds are indicated in magenta. In A2, the water
molecule that mediates the hydrogen bond interaction between GABA and Glu204 is represented in CPK style and is in green.
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Consistent with this picture, in Figure 3b, basin A1 is located at
CVArg111 ≃ 8 Å and CVGlu204 ≃ 6 Å with GABA tightly bound to
both the primary and complementary subunits.
The A2 basin is observed at CVArg111 ≃ 7 Å and CVGlu204 ≃ 8 Å

in Figure 3b. The cluster analysis of the poses corresponding to
this basin shows, in the most populated family, GABA bound to
the residues of the complementary unit, i.e., Arg111, Ser176, and
to Thr251 in loop C. Similarly to pose A1, the GABA amine
group is held in place by cation-π interactions with residues of the
aromatic cage formed by Tyr109, Tyr254, and Phe360 and by
hydrogen bonds with the hydroxyl group of the two tyrosines and
Ser205. However, at variance from A1, in this basin the
interaction with Glu204 is typically mediated by a water
molecule present in the binding site and colored in green in
Figure 4. As a consequence, GABA assumes a slightly different
position within the binding pocket with respect to that of the A1
basin, which allows the concurrent presence of a water molecule
without altering the main interactions formed by the ligand with
both subunits. Our results highlight the key role played by waters
during the binding process, confirming the necessity of explicitly
including water molecules in the simulations. Water-mediated
interactions have been suggested for other Cys-loop receptors
and analogous systems.34,35 In this representation, the difference
in free energy between the two minima is ∼1 kJ/mol with the A1
minimum slightly favored; the two states are easily interchange-
able under physiological conditions.
A shallow energy minimum, B, is found in the FES in Figure 2

at 7.5 < z < 12 Å and 1 < d < 5 Å farther from the binding site and
closer to the cylindrical region of the funnel restraint,
respectively. This minimum represents a prebinding pose, as
also suggested by the one-dimensional free energy profile in
Figure 2. We stress that this free energy minimum is fully within
the cone section of the funnel where no external potential is
applied to the system, and therefore, it is not an artifact. The
conformational cluster analysis of the poses populating this basin
shows a number of different states where GABA is almost out of
the binding site but still able to interact with the receptor through
its carboxylate moiety. Here, the GABA carboxylate group forms
hydrogen bonds with Arg111, whose side chain is tilted outward
with respect to the channel axis, and Arg218, whereas its amine
group points toward the solvent. As can be seen in the left bottom
panel of Figure 4, in this state, loop C is slightly open, and no
interaction is observed between this loop and the comple-
mentary subunit. The free energy of basin B is 12.4 kJ/mol higher
than that of basin A. From this pose, the ligand can reach the
lowest energy state A, which corresponds to the final binding
mode, crossing a small energy barrier as evident in Figure 2.
During the passage from prebinding mode B to binding mode A,
the ligand interacts with the residues of loop C: the subsequent
closure of the loop locks the ligand in the binding pocket.
The sequence of the events characterizing the binding path of

GABA is shown in Figure 5. For the sake of clarity, the RDL
receptor ECD is here displayed perpendicular to the membrane
surface. The corresponding movie is available as Supporting
Information. In the wild-type RDL receptor, the first protein
residue that interacts with GABA, when it is still almost fully
solvated, is Arg218 in the complementary subunit. Its conforma-
tional flexibility and the positive charge of its side chain are
crucial to capture the negatively charged carboxylate group of
GABA from the solvent. The GABA-Arg218 interaction is
maintained until the formation of hydrogen bonds between
GABA and the side chain of Arg111, which also belongs to the
complementary subunit. Thus, the GABA carboxylate is

exchanged from Arg218 to Arg111, which acts as the first
attractor of the ligand into the binding site thanks to the flexibility
and charge of its side chain. These interactions with the
complementary subunit are instrumental in optimizing the
orientation of GABAwith respect to the receptor binding pocket.
In this phase, loop C has a fairly open conformation that allows
the ligand to approach the binding pocket. The entry of the
ligand into the binding site is also facilitated by a hydrogen bond
interaction formed by the GABA carboxylate with the hydroxyl
group of Thr251 in loop C. The carboxylate group of GABA is
the main player during this preliminary phase of the binding
process, whereas the amine group does not actively take part in
the action, remaining in an almost fully solvated state. To reach
the final binding state, GABA passes under loop C, preserving its
interactions with Arg111 and Thr251. Upon the ligand passage,
the loop closes, dragged by the ligand contact with Thr251,
whereas the GABA amine moiety is positioned so as to optimally
interact with Glu204 through either direct or water-mediated
hydrogen bonds and with the surrounding aromatic residues
through cation-π interactions.
The conformational changes of loop C also play a key role in

the unbinding of the ligand from the binding site. In fact, the
opening of loop C favors the release of GABA followed by a
partial reclosure of the loop after the ligand unbinding. This
mechanism is clearly demonstrated by the time evolution of the
angle (θloopC) defined by the axis of loop C and of the RMSD of

Figure 5. Snapshots of a favorable binding path observed in the
metadynamics simulations for the wild-type RDL receptor, seen here
from the membrane orthogonally to the channel axis. GABA and the
residues interacting with it through hydrogen bonds are shown in colors
that go from red (at the relative metadynamics time of 0 ns, a) through
yellow (1.4 ns, b), green (1.8 ns, c), and cyan (2.7 ns, d) to blue (9.3 ns,
e). Loop C is in orange.
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the 246−255 residues Cαs (around the apex of loop C) at the
start and during the simulation. Their running averages over
subsets of 1000 points and the corresponding standard
deviations are shown in Figure 6a and b, respectively, for the

first unbinding event observed in the FM simulation; panel c
shows the motion of the loop and the relative position of GABA
during the unbinding. The full closure of loop C occurs only
when GABA is in the binding pocket and interacts with Thr251,
as previously described.
We now analyze the effects of two key mutations, Arg111Ala

and Glu204Ala, on the binding of GABA to the RDL receptor.
For the Arg111Ala-mutated RDL receptor, a few shallow

minima appear in the region 0 < z < 12 Å and 0 < d < 5 Å of the
FES and in the corresponding one-dimensional free energy
profile in Figure 2. The lower depth of these minima with respect
to those of the wild-type receptor is also evident in the FES
representation of Figure 3 (a and c). No deep free energy
minimum is present, thus suggesting a poor affinity of GABA for
this mutant form. When considering the entropic cost of using
the funnel potential, these data are consistent with weak or no
binding in agreement with mutagenesis experiments that
recorded nonresponsive channels.15,36 From the trajectory
analysis, we observe that when the ligand approaches the
Arg111Ala-mutated RDL receptor, the first point of interaction is
still Arg218, but the absence of Arg111 prevents GABA from
optimally entering the binding pocket and forming strong
interactions with its residues. Nevertheless, the ligand manages
to form hydrogen bonds through its carboxylate group with the
hydroxyl group of Thr88 and through its amine group with
Thr250 and Thr251 in loop C but no cation-π interactions.
These interactions give rise to the shallow minimum at 5 < z < 12
Å in the FES of Figure 2. Another shallow energy minimum is
found around z ≃ 1.5 Å and d ≃ 3.0 Å. Here, GABA is closer to
the wild-type binding site, but the reduced and weaker
interactions with the protein makes this state less stable than
the corresponding pose in the wild-type receptor. In this basin,
Glu204 represents the anchor point of GABA in the principal
subunit, where the amine group forms cation-π interactions with
Phe206 and Tyr254. The latter is also able to engage in sporadic

hydrogen bonding with the ligand. In the complementary
subunit, Ser176 and Tyr109 interact with the GABA carboxylate,
but these residues are farther apart from Glu204 than position
111, thus forming weaker interactions. Loop C is slightly more
flexible if compared with the wild-type receptor and is unable to
close completely or to lock the ligand into the binding pocket.
Similarly to what was observed for the Arg111Ala mutant, the

mutation of Glu204 in loop B with alanine causes significant
changes in the binding mechanism of GABA with altered
interactions with the protein. The FES in Figure 2 shows no
energy minimum around z ≃ 0 Å and d ≃ 0.5 Å, thus indicating
that in this form GABA is not able to bind in the binding pocket
identified in the wild-type. A wide shallow free energy basin is
observed at 3.0 < z < 7.5 Å in Figure 2, and its depth is consistent
with very weak or no binding. In this basin, the GABA
carboxylate is bound to the residues of the complementary
subunit Arg111 and Arg218, whereas the amine group does not
form any persistent interaction. The ligand forms hydrogen
bonds in the principal subunit with Thr251 in loop C and less
frequently with Tyr254. In all of these states, GABA remains
outside the binding pocket identified in the wild-type receptor
and does not form any cation-π interaction. These data suggest
that Glu204 is crucial to pin the GABA amine group in the most
appropriate position to engage in the cation-π interactions typical
of Cys-loop pLGICs.

■ CONCLUSIONS
We have applied the enhanced sampling method funnel-
metadynamics to investigate the binding mechanism of the
neurotransmitter GABA to the wild-type and the most relevant
mutant forms of the insect RDL receptor, a prototypical pLGIC.
This method allows us to overcome the limitations of
conventional docking and MD-based techniques by restricting
the exploration of the unbound region so to sample a large
number of binding and unbinding events within an affordable
computational time. This leads to a quantitatively well-
characterized binding free energy landscape, an accurate estimate
of the ligand binding affinity, and a detailed description of the
atomistic interactions formed by GABA with the RDL receptor
in the binding process. We disclose the sequence of events that
lead GABA to its optimal binding pose in the RDL receptor,
starting with the capture from the solvent of its negatively
charged carboxylate group by Arg218, followed by the
establishment of the crucial interaction with Arg111. Once the
carboxylate group is bound to the receptor through Arg111, the
positively charged amine group is able to engage with Glu204 by
means of a direct or water-mediated hydrogen bond and with the
surrounding aromatic residues through cation-π interactions.
Similar interaction patterns are found in other pLGICs. In our
simulations the protein is fully flexible and the waters explicitly
represented, allowing us to investigate the role played by the
protein motion and the solvent during GABA binding. In
particular, we highlight the functional conformational changes of
loop C, which actively participates in the binding process by
opening when the ligand approaches the protein and closing after
the binding: this mechanism locks the ligand in the competent
binding conformation for the activation of the neuroreceptor.
Simulations on the nonfunctional Arg111Ala and Glu204Ala

mutant forms demonstrate how both mutations alter crucial
ligand-protein interactions necessary for binding to the wild-type
receptor, resulting in significant changes in the free energy
landscapes and the ligand binding mechanisms. These changes
explain the inactivity of the channel in the mutant forms, in

Figure 6. Evolution of (a) the angle describing the orientation of loop C
and (b) of the RMSD of loop C during the GABA first unbinding event
in the wild-type RDL receptor. In panel (c), the structure of loop C and
the center of mass of GABA, represented as a sphere, are shown every 2
ns with blue indicating the bound state and red the unbound state.
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agreement with experimental findings.15,36 Specifically, the
mutation Arg111Ala affects the first stages of ligand binding,
preventing GABA from finding a stable anchor point in the
complementary subunit and entering the binding pocket with
optimal orientation. Although alternative interactions with
residues of the complementary subunit are observed, they are
not sufficient for stable binding across the two subunits. This
results in very weak or no binding to the receptor as
demonstrated by the free energy landscape and the available
experimental data. In the Glu204Ala mutant form, GABA is able
to initially follow the sequence of binding events found in the
wild-type RDL receptor, including the interactions with Arg218
and Arg111. However, the absence of the negatively charged
Glu204, which anchors the GABA amine group in the wild-type
receptor, prevents the completion of the binding process. As a
consequence, the neurotransmitter interacts through its
carboxylate with Arg111 and the nearby residues of the
complementary subunit, whereas its amine remains unbound
without finding suitable interaction partners.
The possibility of cooperative binding to some or all five

subunit interfaces in the RDL receptor ECD is not accounted for
in our work, where the binding of a single ligand to one interface
is investigated. In fact, the binding of two or three ligands may be
necessary to activate pLGICs.37,38 A cooperative binding
mechanism may result in an additive effect for the ligand binding
free energy evaluated for each subunit and potential allosteric
effects among the subunits that could be worth investigating in
the future.
This study represents the first example where the power of

funnel-metadynamics simulations is exploited to explore the
different binding mechanisms of a ligand toward the wild-type
and mutant forms of its molecular target. The wealth and
accuracy of structural and free energy information provided by
our investigation are fundamental to complement and interpret
the available experimental data. Similar simulation protocols may
be applied to other pLGICs whose structures have been recently
experimentally resolved25,39,40 and that share structural and
functional features with the RDL receptor. The growing
availability of structural information from experiments and the
improvement and reliability of computational methods like
funnel-metadynamics with respect to conventional MD makes
these studies timely because they have the potential to greatly
contribute to the detailed understanding of the activation
mechanisms of complex and important neuroreceptors.
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(12) Hsiao, Y.-W.; Söderhjelm, P. J. Comput.-Aided Mol. Des. 2014, 28,
443−454.
(13) Troussicot, L.; Guillier̀e, F.; Limongelli, V.; Walker, O.; Lancelin,
J.-M. J. Am. Chem. Soc. 2015, 137, 1273−1281.
(14) McGonigle, I.; Lummis, S. C. R. Biochemistry 2010, 49, 2897−
2902.
(15) Ashby, J. A.; McGonigle, I. V.; Price, K. L.; Cohen, N.; Comitani,
F.; Dougherty, D. A.; Molteni, C.; Lummis, S. C. R. Biophys. J. 2012, 103,
2071−2081.
(16) Comitani, F.; Cohen, N.; Ashby, J.; Botten, D.; Lummis, S. C. R.;
Molteni, C. J. Comput.-Aided Mol. Des. 2014, 28, 35−48.
(17) Rahman,M.M.; Liu, G.; Furuta, K.; Ozoe, F.; Ozoe, Y. J. Pestic. Sci.
2014, 39, 133−143.
(18) Liu, G.; Ozoe, F.; Furuta, K.; Ozoe, Y. J. Agric. Food Chem. 2015,
63, 6304−6312.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.6b00303
J. Chem. Theory Comput. 2016, 12, 3398−3406

3405

http://pubs.acs.org
http://pubs.acs.org/doi/abs/10.1021/acs.jctc.6b00303
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00303/suppl_file/ct6b00303_si_002.avi
mailto:carla.molteni@kcl.ac.uk
mailto:research.data@kcl.ac.uk
http://dx.doi.org/10.1021/acs.jctc.6b00303


(19) Liu, G.; Frølund, B.; Ozoe, F.; Ozoe, Y. Insect Biochem. Mol. Biol.
2015, 66, 64−71.
(20) Comitani, F.; Melis, C.; Molteni, C. Biochem. Soc. Trans. 2015, 43,
151−156.
(21) Cheng, X.; Wang, H.; Grant, B.; Sine, S. M.; McCammon, J. A.
PLoS Comput. Biol. 2006, 2, e134.
(22) Lee, W. Y.; Free, C. R.; Sine, S. M. J. Neurosci. 2009, 29, 3189−
3199.
(23) Yakel, J. J. Physiol. 2010, 588, 555−556.
(24) Eswar, N.; Webb, B.; Marti-Renom, M. A.; Madhusudhan, M. S.;
Eramian, D.; Shen, M.-Y.; Pieper, U.; Sali, A. Curr. Protoc. Bioinformatics
2006; Chapter 5, Unit 5.6.
(25) Hibbs, R. E.; Gouaux, E. Nature 2011, 474, 54−60.
(26) Verdonk, M. L.; Cole, J. C.; Hartshorn, M. J.; Murray, C. W.;
Taylor, R. D. Proteins: Struct., Funct., Genet. 2003, 52, 609−623.
(27) Melis, C.; Lummis, S. C. R.; Molteni, C. Biophys. J. 2008, 95,
4115−4123.
(28) Case, D.; Darden, T.; T.E. Cheatham, I.; Simmerling, C.;Wang, J.;
Duke, R.; Luo, R.; Walker, R.; Zhang, W.; Merz, K.; Roberts, B.; Hayik,
S.; Roitberg, A.; Seabra, G.; Swails, J.; A.W. Götz, I. K.; Wong, K.;
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