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Abstract

Emotions play an important role daily life decisions. For example, we are likely to
choose, judge, or evaluate things around us in different ways depending on whether
we are feeling sad, anxious, or happy. Emotional reactions &vkfets and outcomes,
such as winning an award, or getting
subsequent decisions. However, the mechanisms by which such interactions between
emotions and decisions unfold are still poorly understood. The aimsah#sis was
two-fold: first, to characterize a computational model of how emotions are integrated
into decisions; second, to provide a better understanding of the cognitive and neural

mechanisms by which manipulating emotions can alter decisions.

Following the general introduction and methods description, the first experimental
chapter show that integrating emotionsdlfreport feelings in a computaonal
model of decisiormakingcouldr el i abl y predi ct prgicapnge 6 s
a unique cotmibution of feelings to decisions. The second experimental chapter
explores the influence of incidental emotional priming on gambling choice and the
underlying neural mechanisms, using functional magnetic resonance imaging (fMRI).
The findings suggest thhow external emotions impact decisions, at both behavioural
and neural levels, vadevith individual differences in levels of trait anxiety. The third
experimental chapter attempts to extend this finding by testing how risky decisions are
altered in paents with clinical anxiety, relative to healthy controls; demonstrating a
dissociation between sensitivity to risk, whigbs enhanced in anxiety, and sensitivity

to monetary losses, whiatas not associated with anxiety

This thesis provides a more colefe understanding of the complex interactions
between emotions, mood and decisimaking In the final chapter théndings are
discussed in light of influential theories in cognitive neuroscience and behavioural

economics that posit a central role foraions in eétermining the choices we make.
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Chapter 1 Generalintroduction

1.1 Behavioural economicstheories of decisioamaking under risk

This section will first introduce the framework under which economic deeision
making was exainedover the past few decadeshe fields obehaviourakconomics
and psychology It will describe themodels and thories that have been developed,
with a specific focus on Prospect Theory, whigh be used throughout the different

chapters of thishesis.

Economic decisions can be defined as any decision between two or more alternatives,
whereby each alternative has to be evaluated by the deaisiker, who will then
choose the option to which they assign the highest value. These decisions can
ercompass a large range of types of alternatiieguding everyday goods, food
items, investment products, monetary gambles, etc. In particular, many decisions we
make on a daily basis involve some level of risk or uncertainty, in the sense that the
exactoutcome of the decision may not be known with cetyaat the time of the
decision In economics, the distinction between risk and uncertainty emerged after
seminalwork by Frank Knight(Knight, 1921) Risk means that ¢hprobabilities of

each possible outcome in the decision are fully known, such as decisions taiflip a
coin, or to buy a lottery ticket while knowing the total number of tickets being sold. In
contrast, uncertainty means that the underlying probasildare not fully known and

the decisiommaker has to assess them, sucWlaanbetting on the outcome of a sport

event, or deciding on an investment with a variable return.

The decisions used throughout this thesis involved monetary gambles and thkinto
descriptionof decisions made under risk, given that the probasiitf each possible

outcome in the gambles were always made explicit to the participants.
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1.1.1 ExpectedUtility Theory: a normative model
1.1.1.1 Expected value maximization

Historically, P a s cVdalged ia the 1% century laid the ground for decision theory to
specifyhow the expected value of a risky decision option should be calculated. For
example, for a risky gamble that offers 90% chance of winning £1 and 10% chance of
winning £50, the expedtevalue(EV) can be calculated as the sum of the praluct

between each potential outcome value and its probability:
EV=09*1+0.1*50=£5.9

Let us imagine that a participant can choose between playing this gamble or receive a
sure amount of £5. Aceding to a theory of expected value maximization, a decision
maker should choose the gamble given that its expected value is higher than the sure
outcome of £5. However many people when faced with such a prospect would choose
to receive the guaranteed £bhis is becausecontrary to what expected value
maximization theory would assunmepst people do not hageneutral attitude towards

risk. Instead rostpeople are risk averse and would avoid a risky prospeshich

their chances of earning less thame ure outcome are high (90% here) while their
chances of earning more dosv (only 10% here). Risk aversion explains many daily

life behaviours, in particular decisions to purchase insurance. Yet, it is not accounted

for by a decision rule that would gréeek to maximize expected value.

1.1.1.2 Expected utility hypothesis

Daniel Bernolli first offered an accounof this problemin the 18" century with

Expected Utility Theory (EUT1738, later translated Bernoulli, 1954) In particular,

EUT proposes that people do not evaluate prospects by their objective expected value,
but i nstead attr i bu tha doBsunotidryilinearlpwith value h e m,
The main assumption is that as the initial value or wealth of a person increases, the
change in utility associated with a euoeit change in value will decrease, a

phenomenon also referred to as decreasing margifigl. tfor example, this can be

il lustrated in the observation that Wi nni

who already has A10, 000 in their pocket,

13



their pocket. Therefore, the change in utilitys@dated with a change in value of
+A100 will decrease with higher initial
expected utility can be calculated as the product between the probability of an outcome
and the utility of that outcome. The utility functianassumed to be concave, such that

the increase in utility between any given value v and v+1 will be bigger than between
v+1 and v+2. A logarithmic shape was first proposed for the utility function, taking
into account this concavity and explaining risleesion. To illustrate that, let us take

a slightly simpler example than the one described above, for example a choice between
winning £5 for sure and a gamble with 50% chance of winning £10 and 50% of
winning nothing. According to expected value maximmatheory, a decisiemaker

should be completely indifferent between these two options because their expected
value isthe same. EUT, in contragtredict than the utility associated with winning

£5 will be larger than half (probability of winning = 50% utility of winning £10
(Figure 1-1A), explaining why most people would choose the sure option in that case.

1.1.1.3 Axiomatization of Expected Utility Theory

It was not before the middle of the™6entury thatvVon Neumann and Morgenstern

(VNM; 1947) provided an axiomatization of EUT (as well as m®dernname;

expected utility was calle A mor al e X p e c Hli,ata cootnesd withh y Ber
mathematical expectation), with necessary and sufficient conditions for the theory to

hold and explain a decisiema k er 6s choi ces. VNM posit th
the maximization of which woul dprgvided di ct
that the agentds preferences satisfy the

- Completeness: for any two given options L and M, the agent haslefaied

preferences, i.e. either prefers L, M, or is indifferent

- Transitivity: t he ag atmatrdgss anypthreefgevene nc e s
options, i.e. if L is preferred over M and M preferred over N, then L should be
preferred over N.

- Continuity: preference for an intermediate option is equivalent to a
probabilistic compound lottery between the better and worsenspi.e. given
L O M O N, there is a probability p st
and the following lottery: p*L + (3p)*N.
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- Il ndependence: an agentos preference f
independently of the presence of a ttopdion. This also implies substitution,
or reduction of compound lotteries, such that if L is preferred over M, then any

probability mixture p*L should be preferred over p*M.

1.1.1.4 Violations of Expected Utility Theory

However, several violations of these axiomsre observed in the following years,

making EUT a prescriptive or normative model (explaining what rational agents
should do) rather than a descriptive model (actually explaining the way people
behave). One of the first and main violations, which camenrfr obser vi ng pe
decisions, was the certainty effect, also calidthis paradox(Allais, 1953) A

varid i on of Al | ai s 6 Kahremanpd TeerskyHOg9)taillustraten by

the violation. Participants were given the following two choice problems:

- Problem 1: Choice between 80% chance of winning £4,0001(A3,000 for
sure (B).

- Problem 2: Choice between 2@%ance of winning £4,000 (©y 25% chance
of winning £3,000 (D).

Most participants choose B over A, which implies that the utility they associate with
winning £3,000 is greater than 0.8 times their utility of winning £4,000 [u(3,000) >
0.8*u(4,000)]. Howeer, when faced with problem 2, most participants choose C over
D, which implies the opposite inequality [0.2*u(4,000) > 0.25*u(3,000), equivalent to
u(3,000) < 0.8*u(4,000)]. This constitutes a violation of the substitution or
independence axiom, in thatoblem 2 corresponds to the same choice as Problem 1,
with each option weighted by a 0.25 probability. This violation suggests that by
removing the certainty of the sure option in Problem 1, reducing the probability of
winning from 1 to 0.25 had a stromgeffect on choice than a reduction from 0.8 to

0.2. The certainty effect was aldemonstratd for noamonetary outcomes.

Another violation of EUT occurs when introducing negative prospects (potential
losses) into the decision options. For example, isgméed with Problem 1 described
above, most people choose B; but if presented with the equivalent problem involving

losseq i.e. choice between 80% chance of losing £4,00®@(A)sing £3,000 for sure

15



(B), most people choose A. This effect was namedefiection effect byKahneman
andTversky (L979) indicating (i) that the reflection of prospects around zero reverses
preferences and (i) that certainty is not always desirable; instead, certainty is desirable
for gains but aversive for losses. This resultgigk-seeking in the loss domain

(Fishburn and Kochenberger, 1978 effect not accounted for by EUT.

Objective

» value or

Vg vy + £5 v+ £10 wealth
V(x)
B A c
V(+£5) ...................
. -£5

Losses +£5 Gains

Perceived probability

V(-£5)

o

Actual probability

Figure 1-1. Expected Utility Theory (A) and Prospect Theory (B,C) modelsA.
Schematic representation of the utilityntion of EUT plotted as a function of
objective value or wealth relative to an initial or total state of wealtfilve function
assumes decreasing marginal utility as value increases, and reflects risk awersion
choice, mainly by the fact that utility associated with a small, sure gain, will be higher
than the probabilityveighted utility of a risker, higher gaiB. Prospect Theory value
function is plotted as a function of increasgains) and decreaséoése) in value
relative to a reference point. ThesBape reflects decreasing (absolute) marginal utility
for both increasing losses and increasing gains, consistent with risk aversion for gains
and risk seeking for losses. The stronger slope of the funotibwe loss compared to

the gain domains [|VB)|>|V(+5)|]] explains loss aversioi€. Prospect Theory
probability weighting function associating actual and perceived probabilities of
potential outcomes. People tend to overweigh small probabilities anovaigle high
probabilities.
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1.1.2 Prospect Theory: a descriptive model

Prospect Theory (PT) was proposedayynemarandTversky(1979)to address these
violations and provide a descriptive theory of decigiwaking under risk, which is
still used asone of the leadingmodek of choice In contrast to EUT, which is
referenceindependent and assumes that utility is applied to changes in wealth relative
to an absolute total or initial wealtho(w Figure 1-1A), PT introduces thpresence
of a reference point, relative to which changes in value can be positive or negative,

resulting in gains and losses, respectively.

1.1.2.1 Value function

Prospect Theoky galue function Figure 1-1B) replaces thatility function from EUT

and can be defined by the following properties: it is concave for gains and convex for
losses; it is steepest near the reference point, with maximal sensitivity in the first units
of gains and losses; and it is steeper in thetlenin the gain domain. Similar to the
standard utility function of EUT, the concavity of the value function in the gain domain
contributes to risk aversion for gains. On the other hand, its convexity in the loss
domain will contribute to risk seekingrflosses. This can be easily illustrated with the
example of a choice between 50% chance of losing £10 or a sure loss of £5. The
convexity of the function will result in the value of a&Ss being more negative than

half the value of a £2ss, resultig in the risky option being preferred. Finalliye

fact that the value function is steeper in the loss relative to the gain domain contributes
to loss aversion; the tendency of most people to be more sensitive to losses relative to
gains in their decisits (Kahneman et al., 1991; Tversky and Kahneman, 1991; Hardie
et al., 1993) This is reflected in the function by the fact that the negative value of
losing an amount is greater than the positive value ofiwinthe same amount (see

example inFigure 1-1B with +£5).

The parametrization of this value function was established [dteersky and
Kahneman, 1992with a power fungon:

x%ifx =0

—AM-x)Pifx<o0 (Eq. 1-1)

V(x) ={
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where U and b represent the curvature of
respectively, and @& represent-makerwhesel os s
behaviour is consistent with Prospect Theory williexhi t U<l (concavi:t
aversion for gains) , b<l (convexity and

aversion).

1.1.2.2 Probability weighting

In addition to the value function, Prospect Theory assumes that during decision
making the value of a possible oaime is not directly multiplied by its probability,

but by a decision weight w(p). The relationship between actual probabilities and
decision weights or perceived probabilities ilisistrated in Figure 1-1C. This
probability weighting function accounts for several violations of the substitution
axiom of EUT such as the certainty effééllais, 1953; Kahneman and Tversky,
1979) In particular, the examples debed above suggest that peoglee more
sensitive to changes in probabilities close to certainty (p=1 or p=0) than intermediate
probabilities. This is reflected in the probability weighting function by a steeper slope
for more extreme probabilities, cloge0 and 1, and an inflexion point around p=0.5.
Similar to diminishing marginal utility, this function represents diminishing sensitivity

to changes in probability as probability gets closer to intermediate values. This
inverted Sshape results in low pbabilities being overweigld and high probabilities
underweiglted. It can also explain the fourfold pattern of risk attitudes observed in
several studiegFishburn and Kochenberger, 1979; Kahneman and Tversky, 1979;
Tversky and Kahneman, 1992uch that people exhibit risk aversion for gains and
risk seekingor losses at intermediate to high probabilities (as described alduks),

at low probabilities the pattern is reversed with risk seeking for gains and risk aversion
for losses. An example frokahneman andiversky(1979)illustrating the latter effect

with low probabilities is that most people choose a 0.1% chance of winning £5,000
over a sure gain of £5 (risk seeking for gains) but choose a sure loss of £5 over a 0.1%
chance to lose £5,000 (risk aversion for losses). This is because the 0.1% probability
is overestimated, making the gain gamble more attractive than it really is and the loss

gamble less attractive than it really is.
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The original formulation of Prospect Theqiahneman and Tversky, 197&8)counts

for decisions made under risk with a maximum of two-rero potential outcomes.

The formulation publishedn 1992 (Tversky and Kahneman, 1992FCumulative
Prospect Theory, employs separate probability functions for gains and losses as well
as cumulative decision weightsapplying weights to the cumulative distribution
function rather than to separate events. By doing so, the theory can also accommodate
decisions under uncertainty (where the probabilities are unknown), as well as

prospects with any finite number of potential outcomes.

However, for the purpose of thiseis, given that all the gambling tasks involved
decisions under risk (where probabilities are fully known) with a maximum of two
nonzero potential outcomes, the original version of Prospect Theory was used. In
addition, becausthe probabilities were nev variedandall tasksused 5660 gambles,

| assumed a neutral probability weighti.e. w(0.5)=0.57 and did not model a
probability weighting function. This is a common assumption in many studies focusing
on loss and risk aversion rather than probabwitighting and using 580 gambles
(Tom et al., 2007; Soketiessner et al., 2009, 2013; De Martino et al., 2010; Chib et
al., 2012)

1.1.3 Decisionmaking biases and phenomena explained by Prospect Theory

In addition to risk and loss aversion, many decisitaking biases can be @ained
by Prospect Theory, making it a good des.
examples will be described in this section.

1.1.3.1 Framing effect

Most normative models of economic decisions, including EUT, assume that decisions
should not be influenckby how the options are described to the decisiaker.
Prospect Theory, however, predicts that a decision option framed as a potential loss or
a potential gain, even though the actual expected value is the same, will impact
decisions differently. An exaple of the framing effect was reported yersky and
Kahneman(1981) with the Asian disease example. Specifically, participants are told
that the outbreak of an Asian disease is expected to kill 600 people and ar¢oaske

choose between two possible programmes to combat the disease. With programme A,
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200 people will be saved; and with B, there is 1/3 probability that everyone will be
saved and 2/3 probability to no one will be saved. When offered this choice, framed in
terms of the number of people saved, most participantsseh& over B. However

when presented with the same choice framed in terms of [0$3€400 people will

die) versus D (1/3 probability that nobody will die and 2/3 probability that everyone
will die) i participants mostly select D over C. Tversky and Kahneman attribute this
bias to the Shape of the value function, inducing risk aversion (choice of the sure
option to save 200 people) when options are framed in terms of gains and risk seeking
(choice of the risky programme) when options are framed in terms of losses. The
framing effect has also been demonstrated using monetary gar(iblessky and
Kahneman, 1981; De Martino et,a2006) In De Martino et al(2006) participants
received an initial endowment (efth0) at the beginning of each trial and had to decide
between a risky gamble and a sure option. The risky gamble always included a
probability (p) to keep all the endowment and a probabilitp)(1o lose it all; but
depending on the context, the surd@ptvas framed as a gain (e.g. keep £20) or as a
loss (e.g. lose £30). Even though the value and final outcome in both cases were
exactly the same, participants chose to gamble about 60% of the time in the loss frame
and only 40% of the time in the gainaine; framing thus affected about 1/5 of

decisions in that study.

1.1.3.2 Endowment effect and status quo bias

Prospect Theory can also be applied to riskless clibimrsky and Kahneman, 1991)

and account forexveral manifestations of behaviour that are thought to be driven by
loss aversion, such as the endowment effect and the status quo bias. The endowment
effect was first reported byhaler (980) who observed that peoptequire more
money to compensate for the loss of a good compared to the atheyntould be
willing to pay to purchase this same goddhis effect was later tested in a series of
experimentgKahneman et al., 19905howing that students endowed with a mug
(worth $5) asked a price of about $7 to sell it, while another group of students not
endowed with the mug were only willing to pay $3 to buy it. Similgpggple exhibit

a strong preference for options that induce no change of their current situation relative
to other options. This is known as the status quo bias and was first introduced by

Samuelson and Zkbause(1988) who documented the bias using hypothetical daily
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life decisions about jobs, investments, cars, etc, as well as a field study involving
decisions about medical insurance plans. Experimental demonstrations came from
Knetsch and Sinderi984)andKnetsch(1989)who gave participanis their studies
different compensation items (e.g. some participants were given a mug and others a
chocolate bar). When offered the opportunity to trade their item with a member of the

other group, approximately 90% declined and preferred to stickitanhml item.

All the above effectsan be explaineldy shifts in the value function reference point,
which then induce preference reversals. In the framing effect, positively framing an
option results in placing the reference point below the valudefoption, while
negatively framing the same option has the effect of shifting the reference point to a
higher value than the value of that option. Therefore, the former is perceived as a gain
and the latter as a loss. In the endowment effect, subjeaisveddvith the mug have

a higher reference point than subjects without a mug; selling their mug is thus
perceived as loss, which has to be compensated to a greater extent given loss aversion.
Finally, i n the status guotishtithe glue ofthec h p a
object they own. When asked to trade that object against another, even though both
objects may objectively have the exact same value, loss aversion implies that what will
be lost in the trade will loom larger than what will bengail, hence the reluctance to

trade.

1.1.4 Neurobiological basis of risk and loss aversion in decisiemaking

More recently, many studies have focused on characterizing the neurobiological basis
economic decisiomaking under risk, in order to better understaod those biases

arise in the brain. Human neuroimaging studies, using functional magnetic resonance
imaging (fMRI), have addressed this question by having participants completing a
variety of risky decisiormaking tasks in the MRI scanner, while recordiiigod
oxygen leveldependent (BOLD) signal in their brain. Other studies have used
pharmacology in both humans and animals, as well as direct neural recordings in
rodents and nehuman primates, in order to specifically examine the involvement of
neurotrasmitters such as dopamine in Fisiking. Despite providing insights into the

involvement of brain systems in a cognitive process, these techniques are all
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correlative, and therefore cannot give a definite answer as to whether these systems

are causally imolved.

1.1.4.1 Human neuroimaging studies of decisions under risk in humans

Looking at general financial ristaking, Kuhnen and Knutso(2005)designed a task

where participants had to make a choice between a safe bond (always worth $1) and
one of two risky stocks. One stock was better than the other and subjects warednfo

of the underlying probably distributions
one and whi ch st oThkfMRI aesultsshowedtifatopeechoice o n e .
activity in the nucleus accumbens (NAcc) predicted subsequent risky choices (stock),
while prechoice activity in the anterior insula predicted subsequent risk averse choices
(bond). InChristopoulos et al2009) participants completed a more explicit task in

which they had to choose between a safe option (e.g. 50 points for sure) or a gamble
with two equiprobable outcomes (e.g. 50% chance of winning 40 points and 50%
chance of winning 60 points). The gamble could either be low risk@30r high risk

(10-90, reflectng higher variance), and the value of the sure option was dynamically
adjusted across trials using a staircase procedure that took into account the
participantdéds previous choices, such tha
matched to that of thgamble. This design allowed the authorsd@monstratei)

encoding of expected value or reward magnitude in the ventral striatum, (ii) encoding

of objective risk during choice in the dorsal anterior cingulate cortex (dACC), and (iii)
individual difference in risk aversion (calculated as the difference in certainty
equivalent between lowand highrisk gambles) in the right inferior frontal gyrus

(IFG).

Using a similar design combined with a second experiment involving simple responses

to visual stimuli asociated with different levels of risk and reward valdedler et

al. (2009)identified a cluster of activation in the lateral prefrontal cortex and suggested

that this region integrated value and risk. Specificallyyvagtin this region tracked

value across all participants and was modulated by risk differently depending on
individual differences in risk attitudes: activity was enhanced by risk irsesking

participants and suppressed by risk in-agkrse particignts, suggesting a possible
tracking of utility. APureo value, i nde
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striatum. These results are consistent with other studies that have examined the neural
basis of decision values between #imky options(Plassmann et al., 2007; Chib et

al., 2009) e.g. goods or food items, suggesting that the utility or subjective value of
these ptions is also encoded in parts of the prefrontal cortex (PFC), namely
ventromedialvmPFC) and dorsolateral (dIPEGjowever, other studies suggest that

the ventral striatum may also play a key role in integrating several decision variables
inasubjecte val ue signal rather than(Hsuempl vy
al., 2005; Preuschoff et al., 2006pr xample,Preuschoff et a[2006)found that the
ventral striatum encoded bothkpected reward and risk (calculated as reward
variance); however, the two signals were temporally distinct, with immediate encoding
of reward and delayed encoding of risk, suggesting a sequential integration process

before the decision is made.

1.1.4.2 Human neuranaging studies of loss processing and loss aversion

Another set of studies has examined the neural basis of loss aversion, with the general
hypothesis that, similar to potential losses being overteighelative to potential
gains, some brain systems mag more sensitive to potential losses than potential
gains. This is exactly whdiom et al(2007)found in an influential study. Participants

in this study had to make a series of decisions to accept or reject mixed gambles
offering a 50% chance of winning and a 50% chance of losing. The win and loss
amounts were varied parametrically and orthogonally such that their neural signature
could be assesseddependently. The authors found that a number of brain regions,
including ventral striatum and vmPFC, responded to both increasing gains and
decreasing |l osses (no region responded
aversi ono, sponse o ddcreasing lossesewas saonger than the response

to increasing gains. In addition, this neural loss aversion estimate in the ventral

striatum was <correlated with behaviour al

participants. This study sggsts that the ventral striatum may play an important role

in representing utility or subjective value rather than simply coding for objective
expected value or reward magnitude as suggested by some of the studies described
above(Christopoulos et al., 2009; Tobler et al., 2008)particular, it may constitute

the neural signature of the steeper slope observed for losses relative to gains in

Prospect Theoryds value function. Tom et
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would be involved in loss aversion, given previous eweeor its role in processing
losses and negative stim{Breiter ¢ al., 2001; Kahn et al., 200Zxven though they

failed to evidence such a role for the amygdala, subsequent studies did.

A first strong piece of evidence came frordliaical neuropsychologgtudy in which

two patients with amygdala damage failed thibit any loss aversion on a similar

task to the one used by Tom et al, suggesting that the amygdala is not only involved

in, but also necessary for loss aversipe Martino et al., 2010)in a recent fMRI

study (Canessaet al., 2013) t he aut hor s replicated T
demonstrating stronger lesslated deactivations compared to geefated activations

(i .e. fAneur al |l oss aversiono) in the ven
role for the amygda in specifically processing losses (independent of the processing

of gains), as well as in tracking neural loss aversion in a way that correlated with
individual differences in behavioural loss aversion. Furthern@aressa et §2013)

also revealed some structural correlates of loss aversion, with increased grey matter
volume of amygdalar and pasnygdalar nuclei in individuals with higher loss

aversion.

Finally, in anotherstudy (SokolHessner et al., 2013)he authors specifically used
Prospect Theor yds Bgalilabevgf uroc tgiemre r ead Lea teiac|
utility value associated with each decision from their individual parameter estimates,
including loss aversio.hey found a strong neural signature of decision utility in the
bilateral striatum consistent with previous studeuschoff et al., 2006; Tom et al.,
2007) They analysed the relationship between brain activity and individual
differences in loss aversion at the time of outcome (instead of the time of decision
which was examined bprevious studis) and found that the extent to which the
amygdala responded to loss relative to gain outcomesaissglated witthehavioural

loss aversion. This role of the amygdala in loss aversion through the enhanced
sensitivity to losses, relative to gains, botlridg decision and outcome stages is
consistent with a general role for the amygdala in processing the value of affective and
behaviourally relevant stimuli, which has been proposed by recent re\Wewsson

and Salzman, 2010; Pessoa and Adolphs, 2010; Ousdal et al., 2012)
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1.1.4.3 Influence of dopamine on risk taking: evidence from pharmacology studies

anddopamine neuron recordings

Dopamine is a molecule released by a small number of neurons in the brain, and has
been implicated in numerous functions.
confined to only a few areas, mainly the substantia nigra and thiieaie2egmental

area, both part of the midbrain. These neurons project to several other brain areas, two
of which are the ventral striatum and the prefrontal cortex. As described above, these
regions have been implicated in economic decisiaking, valuabn processes, and
risk-taking. It is therefore possible that dopaminergic transmission may play a role in
these processes.

To test this hypothesis, several studies have used pharmacological administration of
levodopa (LDOPA), a precursor of dopamine,haman subject€ools et al(2003)

found that Par kbDOPA exhibted inpreased impulsiwty amahdelay
aversion during gambling. More recenfutledge et al(2015) have examing the

effect of LDOPA administration in healthy volunteers on a gambling task analysed

a Prospect Theory framework combined with a Pavlovian appfamidance bias for

gain relative to loss outcomes. They found thdd@PA increased risky decisions
involving potential gains, but not potential losses, and that this effect was best
explained by a valusndependent Pavlovian approach bias towards risky gains, rather

than by an effect of IDOPA on Prospect Theory par ame!f
recent stdy from the same grougRigoli et al., 2016)demonstrated a very similar

effect using a slightly different paradigm and behavioural model. Specifically, their

task did not involvedsses, only choices between a sure small gain, and a risky 50

gamble between zero and a higher gain; it also included a context manipulation with
overall option values varying between loalue context and highalue context

blocks. Their model capturéde havi our wel | by distingui
general propensity to gamble, their sensitivity to reward variance (or risk), and the
influence of context on their choices. Interestinghp OPA only affected the general
propensity to gamble, makinglgacts more likely to gamble overall, independent of

risk or context, consistent with the effect observeRutledge et al(2015)
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Finally, animal studies have also provided evidence for a role of dopamine-in risk
taking and encoding of subjective value.rdments, administration of the dopamine
releaser amphetamine and stimulation of dopamine D1 and D2 receptors with receptor
selective agonist§St. Onge and Bresco, 2009; Ferenczi et al., 2018% well as
electrical stimulation of midbrain dopamine neur@®®pper et al., 2014all increase

risky decisions in the animals. Conversely, the blockade of these receptors and the
suppression of phasic dopamine bursts induce risk aversion. Optogenetic stimulations
of midbrain dopamine neurons have been shown to increase rsagkuhg in rodents

(Tsai etal., 2009; Witten et al., 2011; Ferenczi et al., 20%W§)ereas stimulation of

D2 receptotexpressing cells in the nucleus accumbens, which are thought to detect
pauses and dips in dopamine signalling,
losses ad reduced risk taking in subsequent choi@&socusky etal., 2016) This
providesa causal role for dopamine transmission in controlling risk taking behaviour.
Direct neural recording of midbrain dopamine neurons in monkeys demonstrated that
dopamine responses scale with the marginal utifitrgward(i.e. srowing diminishing
sensitivity to value) rather than objective reward va8tauffer et al., 2014and
integrate the subjective value of the reward across multiple attributes, here reward
magnitude, risk, and reward tyfleak et al., 2014)

These studies suggest that the dopamine system, through its actions on a distributed
network of regions, in particular the striatum, mslan important contribution to the
representation oPr os pect Theoryodéds value -nlfakingcti on,

behaviours under risk.

1.2 Emotions are integral to the decisiormaking process

The preceding assessment of subjective valuation processes@mmic decisions

would not be complete without an overview of the role played by emotion and affect.
For decades economists have ignored the roles played by emotions, mood, and
affective states in economic decisions, which can strongly influence \heewple
evaluate prospects and choose between them. An extensive part of the literature has
examined these roles of emotions during economic decisions, which can broadly be
separated into integral and incidental influences, as discussed in the follewing t

sections.
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Firstly, integral emotions can be defined as emotions induced by the decision at hand,
whether it be the value of potential payoffs, the risk, the presence of a potential loss,

the effect of past outcomes, etc. It is important to note thati@m@lated processes

are referred to by different terms in the

or fAfeelingso. Throughout Rhalps<tal26ld)s i s, I

recogniz ng t hat Afemotion i s not a unitary
component af f €Rhelps eteal., p0140.268 see alslierner et al.,

2015) AAffecto is most commonly wused as a
component processes together. AEmMoti ono

reaction to an event, which is usually multifaceted and bictdlgi mediated, and

includes physiological responses, facial expressions, action tendencies (approach or
avoid), bodily reactions, and subjective feelings. These emotional reactions can
usually be measured and examined in the context of their influencbaice, for

exampl e. AFeelingo indicates a subjecti:
assessed by saképort questions asking people how they feel in a given context or in
response to an event. AMoodo, i mseamintr as:

persist in time without the need for a triggering event.

1.2.1 Somatic marker hypothesis

One early theory of the integral role of emotional responses in economic decision
making was proposed by Antonio Damasio and Antoine Bechara, as the somatic
marker lypothesis (sedBechara and Dmasio, 2005for a review). Damasio and
Bechara wereamongthe first to suggest that instead of emotions interfering with
decisionmaking by making people irrational, emotions may instead inform and be
beneficial to decisions. The key idea behind the thisathat during choice, especially
conflicting or difficult choice, bodily emotional reactions arise in response to
pleasurable or aversive decision options, as well as thoughts and memories. These
responses are encoded i somdhdwenfobmingtherbraims s o
of the emotional state of the body. These somatic markers then influence decisions by
directing the decisioimaker towards more advantageous options, an effect that can

occur consciously or unconsciously.
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Most of the experimenta&vidence for the theory came from the lowa Gambling Task
(IGT), first introducedin 1994 (Bechara et al., 1994jollowed by several variants
(Bechara et al., 2000)n the original task, participants are presented with four decks
of cards labelled A, B, C and D, and have to pick a card from one of the decks on each
trial. The decks are constructed such that A and B always win $100 pignygig

decks) and C and D (lepaying decks) always win $50; however, every so often some
cards in each deck are associated with a monetary loss. The freguand
magnituds of losses vary across decks, causing {ughing decks A and B to have

an overdllong-term negative payoff (disadvantageous decks), anepbying decks

C and D a longerm positive payoff (advantageous decks). The other difference
between decks is that losses in decks A and C are more frequent, but of smaller
magnitude; while lossem decks B and D are less frequent but of much higher
magnitudeThese probabilities and payoffs asymmetries are not explicitly provided to
participants, but must instead be learned over time.

The first study using this task compared the performanceaithlyevolunteers with

that of patients with vmPFC damagBechara et al., 1994Yhe authors found that

while healthy volunteers were able to learn the underlying statistics of the task and
select more cards from advantageous declesally vmPFC patients failed to show

such an effect and consistently chose the Jpigying but disadvantageous decks
throughout, suggesting that their decisions are guided by immediate rewards rather
than future losses. Following this result, Bechara@tsal hy pot hesi s was
may be the neural substrate of somatic markers and that when damaged, patients are
not sensitive to the emotional reactions provoked by losses throughout the task and
therefore cannot integrate this signal to guide their dewstowards advantageous

decks.

To test this hypothesis more precisely, Bechara et al directly measured emotional
reactions in a subsequent set of gathy examining anticipatory skin conductance
responses (SCRs) in healthy controls and patients wittF@{Bechara et al., 1997)

or amygdaldBechara et al., 1999amage. They found that control subjects exhibited
strong SCRs just before selecting a card; and these SCRs were strongertfianbad
good decks, even before participastizrted exhibiting a preference for good decks in

their choice behaviourin contrasts, SCRs in patients with vmPFC and amygdala
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damage were very low and did not differ for good and bad decks, suggesting an
important role for these two areas in processing the emotional value of the decision

options and in using them to guide decisions.

However, in the following decade, many criticisms of the somatic marker hypothesis

have emerged, mainly driven by potential confdaiassociated with the IG(Maia

and McClelland, 2004, 2005 their first study(Maia and McClelland, 2004}he

authors ran the IGT using more figeained methods to assess what participants know

about the decks and about their own strategy at different time points throughout the

task, and found that particip@nreport reliable knowledge of the advantageous
strategy before showing the effect behaviourally, suggesting that they know what they
should do and i mplement it consciously. T
that emotional responses arise anelused to guide decisions outside of awareness. If
Mai a and McClellandbdés cl aims are true, t
constitute a&onsequencef subjects consciously knowing that the bad decks are bad,
rather than an unconscious sigtfaat subsequently influenseheir behaviour (see

alsoDunn et al.2006for a review).

In addition, the design of the task itself presents many confounds that could explain
impairments in performandelinson et al., 2002; Sanfey et al., 2003; Dalgleish et al.,
2004; Fellows and Farah, 2005; Chiu and Lin, 2007; Lin et al.,;Z#Dunn et al.,

2006 for a review).Indeed, an increased propensity to choose the diséalyeous
decks as observed in the patient populations, and also from a substantial proportion of
healthy participants, could arise from deficits in reversal learkiatiows and Farah,
2005)or working memoryHinson et al., 2002)rom the use of a simple gastay
loseswitch strategyChiu and Lin, 2007; Lin et al., 20Q7#yom increased impulsivity

and risktaking (Sanfey et al., 2003)reduced sensitivity to losses/reduced loss
aversion(Dalgleish et al., 2004)r simply from a lack of motivatio(Barrash et al.,
2000)

1.2.2 Risk as feelings hypothesis

Loewensteinetal200l)pr oposed the Ari sk as feelings

effect of emotions dectly induced by the decision at hand and experienced at the time
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of the decision. Specifically, the hypothesis makes a distinction between expected
emotions, i.e. what one expects to feel later given the expected outcome of the
decision, and current, imediate emotions, felt at the time of decision, which are more
visceral reactions to having to make a decision. In the context of a risky decision for
example, the level of risk can induce some negative emotions like anxiety or dread (or
maybe some positivemotions like excitement for a rigeeking individual). These
emotions are unrelated to the outcome of the decision, but irdaead directly from

the decision itself.

Originally, most proposals have considered that such emotions induced by the
decison, if any, would simply be a byroduct or consequence of the decision, but
would not impact the decision in return. Instead, the risk as feeling hypothesis proposes
that this interaction is bidirectional: the decision generates feelings which in turn
influence the decision; explaining, for example, why an individual who feels more
anxious than another at the prospect of a risky decision will more likely to choose a

safe option.

In addition, the risk as feeling hypothesis argues that contrary to expeobéiores,

which usually inform and are beneficial to the decisions (as suggested by the somatic
marker hypothesis), the immediate emotional reactions to the decision (esg. risk
induced fear) usually differ from the more cognitive evaluation of the decsidn
therefore tend to interfere with peopl eb:
the rational course of action. Focusing mainly on the example ofLisanenstein et

al. (2001)suggest that the following factors are key in making the emotional responses
diverge from an objective cognitive evaluation: vividness of the fear response,
dependent on past experience and mental imagesgnsitivity of fear responses to

probabilities; learning differences varying with the type of risk, etc.

In a recent reviewlLerner et al., 2015)he risk as feelings hypothesis was integrated

into a more complete modslynthesigig more recent finding in the literature on
emotiondecision interactions. This model, called the emetmbued choice (EIC)

model generally aims to describe fiways 1in
(Lerner et al., 201,5.819. The model is reproduced kigure 1-2A. In particular it

includes generic processes that form the basis of economic deniglang and come
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from normatve models such as expected value maximization or EUT (black arrows
on Figure 1-2A). These reflect the fact that (i) several attributes of the decision
options, such as potential payoffs, probabilities, delay,agécevaluated, compared,
and the highest value option is chosen; and (ii) there are individual differences in this
process based on peopl eds per sseekeydaret y an
likely to take more risks than low sensatsgekers).

A first deviation from the normative models, but accounted for by models such as
Prospect Theory or the somatic marker hypothesis, is shown by the green arrow. This
represents the influence of emotions about expected potential outcomes on the
decision. 'he main addition of the EIC model, as outlined in the risk as feeling
hypothesis, is the presence and influence of current emotions, experienced
immediately at the time of the decision. The red arrows show that these current
emotions (i) are generated Hyetevaluation process itself and will in turn influence
this evaluation and the subsequent decisions, (ii) can be influenced by the attributes of
the decision options, by incidental influences and by individual differences, and (iii)
reciprocally interactvith expected emotions, such that someone anticipating a painful
shock may experience fear now, and the current experience of fear may enhance the
negative expected utility of the shock.

1.2.3 Fear processing theory of loss aversion

A similar theory has been prosed about the role of fear in loss aversion, but
stemming more from neuroscientific findings (in contrast with the psychological
explanation in the risk as feelings hypothesis). An account of loss aversion as an
expression of feaCamerer, 2005)has emerged given the numerous findings
indicating a common neural and physiological basis to both fear processing and loss

avesion/anticipation.

With respect to fear processing, a network involving the amygdala, insula and striatum
has repeatedly been identified. In a studyRhelps et al(2001) responses in the
amygdala and insula tracked the anticipation of an aversive outcome (an electric
shock) relative to safe cues (no shock delivered), and correlated across sulijects

SCRs, providing evidence for a neural and physiological signature of the expression
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of fear. The same yeareDoux and Gormaiprovided a model of fear processing
involving the amygdala and the striatoeDoux and Gorman, 2001ainly drawn

from classical fear conditioning paradigm in animals, and depict&igure 1-2B.

The model suggests that feanousing stimuli are processedthe lateral nucleus of

the amygdala, which is also the area where the conditioned and unconditioned stimuli
are integrated initially. Subsequent exposure to the conditioned stimulus will lead to a
passive fear response such as freezing, through neartmes central nucleus of the
amygdala, which in turn activates brainstem centres responsible for the different
components of the fear response (freezing, hormonal and autonomic responses).
However, this model also adds the possibility of an active capsygpnse, whereby,
through activation of the basal nucleus of the amygdala and the striatum, the animal
can learn to avoid the fearousing event in the future. Further work has confirmed
that amygdalsstriatal interactions also play a key role in thguasition of avoidance
responses in humafBelgado et al., 2009)

Interestingly, the anticipation of losses as well as loss aversion have been associated
with very similarneural correlates. Responses in the amygdala and ventral striatum
have been found to track the anticipation of monetary losses during risky decision
making taskg¢Kahn et al., 2002; Hahn et al., 2010; Canessa et al., 20813p reflect
individual differences in loss aversi¢hom et al., 2007; Canessa et al., 2013; Sokol
Hessner eal., 2013) In addition, as discussed abo® Martino et al(2010)have
provided causal evidence for a necessary role of the amygddtss aversion.
Physiological responses consistent with the expression of fear have also been reported
to correlate with loss aversion, such as SCRs, heart rate and pupil di&diook
Hessner et al., 2009; Hochman and Yechiam, 2011)

Taken together, the studies discussed alpmiet towards the hypothesis that fear

processing is likelymintegral component of loss aversion.
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Individual — Predicted by normative choice models
differences —» Predicted by early theories of emotional influences on
Incidental emotions (preference, personality) decisions (Prospect Theory, Somatic marker hypothesis)
(mood, unrelated affect, — Predicted by risk as feeling hypothesis and emotion-
weather, through imbued choice model

carryover effect)
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(felt at the time of
decision)
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el et el e Passive conditioned
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(autonomic responses)
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(hormonal, HPA responses)

Central
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Figure 1-2. Summary of models of integral emotional influences on choice. A.
Emotionimbued choice (EIC) model, drawing on the risk as feelings hypothesis,
reproducedfrom Lerner et al.(2015) B. LeDouxd gnodel of fear processing,
suggesting that amygdasdriatal interactios underlie active avoidance of aversive
stimuli, andmay beresponsible for the integral effect of fear in loss averseces.
Reproduced fronheDoux and Gorma(R001)

1.2.4 Emotion as a proxy for value / subjective utility

Prospect Theoritself makes key assumptioaboutan integral role of emotios in

choice Although Prospect Theory was not directly derivey el i ci ting p
feelings to predict choican implicit assumption of the theoiyg that subjective value

or utility is a proxy for feelings, which in tuinfluencechoice Kahneman exgsses

this assumption in his bookhinking, Fast and Slowp,286 iié Humans described by
Prospect Theory are guided by the i mmedi
(Kahneman, 2011)He explains this ssumption by the interaction between two
opposing systems (System 1 and System 2) during the demsiking process.

System 1 is the Aemotional 06 system, fast
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effort or voluntary control to operate. In conttastt he ficogniti veo Sy
deliberative, reflective and slow and operates via the allocation of cognitive resources

and effortful mental computations.

Some early neuroimaging research has tried to separate these two systems in the brain,
with regians such as the striatum, amygdala, medial PFC, OFC and insula proposed to
constitute the fAemotional 0o brain, and r €
posterior parietal cor t e &hdno20050r anrgview h e fic
applied to economic decisions). However more recent research indicates that there is
no clear distinction between these two s
for a unified sys(Prelpsetah 2d144.265,isuggestingghatot i o n
such a duasystems view may not hold and that the interaction between emotion and
decisions is much more intdte. In this review, Phelps et al argue that emqgienrse

has value, and as such can be encoded in velaeed areas such as the vmPFC
(Winecoff et al., 2013and integrated ding the decisiormaking process in the same
manner as any other decision variable or
view that utility is a proxy for emotional associations with decision options. However,

this hypothesis has never been emplly tested by explicitly measuring emotions;

this is whatl set out to do in the study presente€imapter 3 of this thesis.

In addition, this assumption that emotion is an integral component of choicestugge
that changing emotionshould influence decisions. A review of this literature
examining the role of external, incidental, influences of emotions on decisions is

presented in the next section.

1.3 Incidental effect of emotions on decisions

Previousresearcthasshown that everyday decisions, such as consumption behaviour,
indulgence, or assessing riskre influenced by emotional states. In the laboratory,
there are two major ways in which incidental emotions can be experimentally
manipulated in order to dy their effect on decisiemaking. The first type of
methods includ® mood induction procedures, whereby a relatively l@sging
affective state is induced in the participants who are then given a detialong task

to complete while in that stateeé sectiorl.3.1). The second way includes more subtle
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trial-by-trial emotional priming procedures, whereby an emotional stimulus is
presented to the participant on each trial of the task prior to making aodefsise
sectionl.3.2.

1.3.1 Mood and stressinduction procedures
1.3.1.1 Behavioural findings

Stress is generally characterized by a short and specific physiological, neural and
hormonal response to an evéMcEwen, 2007)and may in that sense not fit the
criteria for the definition of a mood state, which usually refers tmeeronglasting

state than a response to a specific external event. However, | include in this section
both effects of stress and other mood induction procedures together, as the methods
used to study these effects are usually very similar: an induatimedture followed

by the decisiormaking task.

Mood induction procedures are varied and range from showing participants a short

emotional film clip(Lerner et al., 2004; Han et al., 2012; Lee and Andrade, 2014)

having them read some emotional scenarios either fict{®=ghunathan and Pham,

1999)or from news repoitJohnson and Tversky, 1988y asking them to writabout

a past emotional event aboutthings that make them feel a given emot{barner

and Keltner, 2001; Yen and Chuang, 2008rious $ress induction proceduréave

also been used taducefear andanxiety, including threat of sk (ToS), the Trier

social stressest (TSST), and the cold pressor test (CPT). During the ToS paradigm

(Schmitz and Grillon, 2012pubjects typically perform a cognitive task vehdither

at risk of or safe from rare, but unpleasant, electric shdtksTSST(Kirschbaum et

al., 1993)has several variants but usually involves telling the participant that he/she

will have to give a presentation and/or perfamantal arithmetic in front of a panel of

academic judges, followed by an anticipation phase and the actual test phase, often

video recorded. Performance on a subsequent degisding task is usually

compared with performance of another group of subjeletsperform a sham version

of the TSST, in which they are asked to write a short essay or perform some arithmetic

task on paper, but they donét have to spe

In the CPT, participants have to submerge theirchmminant hand in a bucket of ice

water (between 0 and 3°C) for 3 minutes, while control participants do the same with
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a bucket of water at room temperature. Those methods have substantial differences:
while ToS induces anticipatory anxiety and participgeggform a decisiomaking

task while at threat of receiving a shock at any moniEngelmann et al., 2015;
Robinson et al., 2015a, 2015bhe TSST and CPT are used because they induce a
strong stress response, which can be measured physiologically by increased salivary
cortisol and heart rate, and during which decisitaking is measureflLighthall et

al., 2009; Mather et al., 2009; Porcelli and Delgado, 2009; Pabst et al., 2013; Buckert
et al., 2014) Therefore, during ToS paradigms decisions are made under stress,
whereas in TSST and CPT the decisimaking task occurs during recovery from
stress, aftethe stressful event is over. Because of this difference, these techniques may

produce different effects on decistaraking behaviour.

A summary of studies that have used either mood or stress induction procedures
described above to study their modulatoffe@ on decisiormaking under risk is
presented inrable 1-1, with studies separated into those that used stress induction
procedures such as ToS, CPT or TSBEdbfe 1-1A), negative mood inductiof éble

1-1B) and positive mood inductio &ble 1-1C). In addition to the variability in the

mood and stress induction procedures, the tasksnesedalso very different. Because

the focus of this thesis is the examination of economic decisions in the framework of
Prospect Theoryés value function, the | a
i mplied by each st ud-yrstsessihduced changesinnmskar e r ms
loss aversion. Note, however, that many of these studies did not directly assess risk
and loss aversion, and therefore the observed results could also be explained by other

factors.

36



Table 1-1. Summary of effects ofmood andstress induction on decisiormaking

Mood induced Implied
Study Task (technique) Result effect
A. Stress/anticipatory anxiety induction
(Lighthall et y risk i Dependson
al., 2009) BART Stresy(CPT) Z risk ir gender
(Mather et al., . Z risk in .. .
2009) Driving task Stresg(CPT) (= in younger adults) y risk aversion
(Porcelli and , . : N :
Delgado, PGT (lotteries) StresgCPT) ; rr Ii 2i Ii ?] yri];l]% %ttlon
2009) y
(Putman et al Stress y ri sk-risko
2010) " PGT (lotteries) (Administration gamble withlargegair Z r i s k
of cortisol) (= otherwise)
(Clggklgt) . per (lotteries)  Fear (ToS) Z rtakimg ¥ risk aversion
GDT : . .
(Pabst et al., . Z risk in . .
2013) (Uggi'gﬁ;j Stresg(TSST) (= in gain domain) y orisk

(Buckert et al. ri sk in

" PGT (lotteries) Stresg(TSST) y Zrisk aversion

2014) (= in loss domaip
Z risk in
(Robinson et . anxious Depends on
al., 2015a) IGT Anxiety (ToS) y ri sk i n traitanxiety
anxious
. Framing
(I;{IOb'Z%Sl%nb)e t effect;Delay  Anxiety (ToS) No effect No effect
" discounting
(Engelmann et PGT (5050
gamblesvs  Anxiety (ToS) No effect No effect
al., 2015) :
safe option)
B. Negative moodnduction
Anxiety (read ' L - .
(Raghunathan Oneshot scenario) Z rtaksg g ri sk
and Pham, amble choie  Sadnesgread
1999) 9 esyr § rakegk 2 ri sk
scenario)
Fear (self- Z optimistic risk N s K
(Lerner and Risk description) estimates y rits
Keltner, 2001) perception task  Anger (self y optimistic risk : K
description) estimates res
Disgust No EE ¢ selling 5 loss
(Lerneretal.,, Endowment (film clip) prices)
2004) effect (EE) Sadness Reverse EE (buying |
, . . . 2, 0SS
(film clip) prices > selling prices
Yen and Status quo bia: Sadnesgself- 8 . .
Ch(uang, 2008) (3 chgices) description) Zstatusquobias  Z | os's
(Hgglezt)al., Status quo bia D'SgCLIJiS’pt)(mm Zstatusquobias Z | oss
(Lee and Cashout game
Andrade, (stock market Fear (film clip) Z risk-taking y risk aversion
2014) simulation)
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C. Positive moodnduction

(Isen et al PGT (mixed  Positive affect ¥ negative utility of

1088) 50-50 (givingbag of losses (=forgains,ncy | os s
gambles) candy) effect on risk)
(Yen and Status quo bia: Happiness(self- 0 status quo bias ¢ |
Chuang, 2008) (3 choices) description) y q y 0SS
(Lee and Cashout game Excitement )
Andrade, (stock market (task framing) ¥y rtakimgk Zrisk aversion
2014) simulation)
Yy means increased; Z decreased, = no eff

PGT: Probabilistic Gambling Task, GDT: Game of Dice Task, IGT: lowa Gambling
Task. CPT: Cold Pressor Test, ToS: Threat of Shock, TSST: Triel Streissor Test.

Instead of describing each study in detail, the main effects that seem to emerge from
this literature on the influence of mood and stress on risky decisions are summarized

below in four main points, although evidence is overall ratheedix

First, the induction of fear, stress or
propensity to take risks (or increase risk aversion). This was found usinggamine

shot game in a large samRaghunathan and Pham, 1999fomputebased driving
game(Mather et al., 2009n caskout game framed as a stock market simulati@e

and Andrade, 2014and probabilistic gambling task@orcelli and Delgado, 2009;
Clark et al., 2012)However, two recent studies, both using the ToS manipulation,
failed to evidence any effect of anticipatory anxiety on the framing effect, temporal
discounting(Robinson et al., 2015pjisk or loss aversio(Engelmann et al., 2015)
Finally, a few studies reported more nuanced effetfear or stress on ristaking

either due to individual differences based on trait anxiety IéRebinson et al.,
2015a) gender(Lighthall et al., 2009)or age(Mather et al., 2009)or differential
effects in the gin and loss domain®utman et al., 2010; Pabst et al., 2013; Buckert

et al., 2014)A possible explanation of this feerduced decrease in risk taking could
come from a modulation of the perception of risk, such that when people are afraid or
anxiousthey tend to overestimate the likelihood of negative events and underestimate
the likelihood of positive event&flohnson and Tversky, 1983; Lerner and Keltner,
2001) possibly resulting in incesed risk aversion in choice. This effect also extends
to reallife risky behaviour, such that participants induced with fear (through story

telling) and generahegative affect (continuous music listening) report a lower
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inclination to engage in a rangehypothetical risky behaviours such as binge drinking
or riding a bike without a helmétindquist and Barrett, 2008)

Second, there is much less evidence for an influence of positive affect dakiisix

than for negative affect. By framing their task as an exciting game to the participants,
Lee and Andradé014)found that their original effect of fear in reducing risk taking
was reversed, such that the excitement induced by the framing of the game resulted in
an increase in risk taking. In an earlier st(iden et al., 1988)nducing positive affect

by giving participants a bag of candy before the start of the experiment had no effect
on peopleds sensiti vi imgopdnthe guestion sf wrethed r i s
positive affect increases risk taking. Even though this question still needs
investigating,it has important implications for the financial domain, since a recent
study has suggested that exciterriaduced increasdn risk-taking couldcontribute

to financial market bubble@ndrade et al., 2016)

Third, a small body of evidence using paradigms in which task performance is assumed
to be driven by loss aversion sestim converge towards an effect of mood valence on
loss aversion, but in the opposite direction from the effect on risk aversion, with
positive affect increasing loss aversion and negative affect decreasing loss aversion.
Using positive affect inductiorisen et al(1988)found that subjects under positive
affect were more sensitivie losses and exhibited a greater negative utility of high
losses than subjects under neutral affect. Similarly, using a status quo bidetask,

and Chuang@2008)found that the preference for the status quo option increased with
happiness induction, but decreased with sadness induction, consistent with increased
and decreased loss aversion, respectively. Finhtyendowment effect, which is also
thought to result from loss aversion, was found to be eliminated following disgust
induction, and even reversed following sadness indudfi@mner et al., 2004)
consistent with reduced loss aversion. However, only study to date has directly
examined how loss aversion is affected by emotion induction, in this case anticipatory
anxiety using ToS, and found no eff@éhgemann et al., 2015possibly calling into
guestion the interpretation of fear processing as an integral driver of loss aversion, as
described irsection1.2.3above Instead a possible alternative could conuoenfran
emotiortinduced shift in reference points. Positive affect induction may move

someonebs reference point higher, maki ng
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negative affect induction. However, such an interpretation, taken alone, would also
imply increased risk aversion following positive affect and increasedtalskg
following negative affect, which does not seem supported by the current literature,

suggesting that other processes are at play.

Finally, a valencariven dichotomy appears t@mplistic, as several studies have
demonstrated opposite effects of two emotions within the same valence on risk taking.
Raghunathan and Pha(®999) found that while anxiety induction increased risk
aversion, sadness induction in contrast increased risk seeking. Sinhitargr and
Keltner (2001) induced fear and anger in separate groups of participants by asking
them to describe three to five nigis, as well as the details of one particular situation,
that make or has made them most afraid/angry. When examining optimistic risk
estimates (the subjective perception of risk associated with positive events), they
showed a feanduced decrease and angerinduced increase in optimistic risk
estimates. A theory that could account for these effects is the apjeaidahcy
framework (ATF;Lerner and Keltner, 2000, 2001; Lerner et al., 208pecifically,

the AATF posits that emotions predispose
specific ways toward similar functional endjLerner et al., 201,50.805. Different
dimensions, such as certainty, pleasantness, or individual control, will influence the
appraisal tendency attributed to the emotion afieict behaviour in a godlirected
manner. A dimension on which an emotion scores high will be more likely to influence
behaviour by activating the corresponding appraisal tendency. For example the
differential effect of fear and anger on H&king maybe driven by the certainty
dimension, which is high for anger and low for fear, inducing an appraisal tendency

towards risk in angry individuals and away from risk in afraid individuals.

1.3.1.2 Neuroimaging findings

Only a handful of studies to date have attesdgo examine the neural correlates of
such mood effects on decistomaking under risk. In the case of stress or anxiety,
obvious candidate regions include the amygdala and striatum, which play an important
role in adaptive fear responsgeDoux and Gorman, 2001as well as parts of the

prefrontal cortex, such as the OFC, vmPFC, or dmPFC, whose activity and
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connectivity with the amygdala have been shown to be modulatedelsg(gtmsten,
2009; Roozendaal et al., 2009; Robinson et al., 2012)

In 2012, Lighthall et al adapted their version of the Balloon AnRisg TaskBART)

for fMRI. In this task, participants are required to inflate a balloon as much as possible
but stop before it explodes. They thus face sequential choices where they have to
decide whether to pump the balloon one more time (therefore gaimare money) or
collect their current reward and moving to the next balloon. The behavioural findings
from the original studyLighthall et al., 2009)evealed no main effect of stress on risk
taking but an explotary posthoc analysis demonstrated a gender difference in the
effect of stress (induced by CPT) on risk taking: stress increased risk taking in men
but decreased risk taking in women. In the fMRI version of the(tagkthall et al.,

2012) which had to be adaptedl fit the constraints of scanning, the authors failed to
replicate their genddry-stress interaction on ridlaking, with overall low riskaking

in all participant groups (stressed men, stiressed men, stressed women,-non
stressed women). However, thisund a poshoc interaction on reward collection
rates and decision times, such that male participants under stress made faster decisions
and collected more rewards than rsiressed male participants, while female
participants under stress made slowasisions and collected fewer rewards than-non
stressed female participants. These interactions were reflected in the activity of the
insula and dorsal striatum (putamen) during decisions, such that stress increased
activity in these regions for men but deased it for women, potentially reflecting
increased (decreased) motivation to cash out money and sensitivity to rewards in

stressed male (female) participants.

In arecent studyEngelmann et al., 2015)articipants completed a gambling task
whichthey had to choose between a sure option and a risk® s@amble. Stress was
manipulated by having some blocks performed under threat of strong electric shocks,
while other blocks were only associated with weak shocks. The authors did not find
any effect of stress on gambling propensity, risk or loss aversion. However, stress
induced significant taskelated changes in the brain, namely a reduction in the
tracking d expected subjective value and prediction of choice in the ventral striatum
and vmPFC, as well as a reduction in connectivity between these two regions. These

results suggest that even though choices were not affected, subjects may rely on
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different proceses when under stress, relying less on (complex) subjective value
computations and maybe more on more simple heuristics, both strategies resulting in

similar choices in the specific task used.

Overall this absence of mood or stress induction behaviofieglt® when tested in

fMRI may question the efficacy of these procedures in the MRI scanner, possibly due
to the design constraints and the impossibility of adapting a mood induction procedure
into a more flexible evenklated design. In addition, excépt the ToS manipulation,
which can easily be implemented within subjects over different blocks, most studies
described in this section had to employ betwsejects designs, where negative
mood was typically induced in one group of participants, andipesir neutral mood

in another. These procedures aksige the possibility that participants may easily infer

the purpose of the experiment, and purposefully adapt their behaviour to fit with that

purposé k nown as the fAgood sanabtristiciOrde, 2009) ect i

1.3.2 Emotional priming techniques

In order to address these issues, nyatrial emotional priming methods have also
been used to examine emotional effects on economic decisions in a moodaemnt

and automatic way.

One technique that ensures emotional proi
awareness is subliminal priming,whichemotional pictures, such as faces portraying
various emotions, are shown to the participant for a veryt sluation (usually less

than 30ms). Even though participants do not consciously report the presence of faces,
these are still processed in the brain, notably in the amy@dédalen, 1998; Morris

et al.,, 1999) and can influence preference judgments of uteelaisual stimuli
(Niedenthal, 1990; Murphy and Zajonc, 1998) the context of consumeelated
behaviour,Winkielman et al.(2005) found that priming thirsty participants with
subliminal happy faces, relative to angry faces, made them pour and drink more
beverage and increased their willingésspay for the drink, suggesting a possible
interaction between emotional priming and valuation processes. Another study found
opposite effects of subliminal priming with guiland sadnesselated words on

indulgence and helping behavio(#emackRugar et al., 2007)Specifically guilt
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priming decreasethdulgence decisions (money allotted to purchasing a CD/DVD
instead of school supply) and increased helping behaviour (time alloted to charity),
while sadness priming had the reverse effect. However, there is no evidence to date
about a possible effect stibliminal emotional primes on economic decismaking

under risk.

A few studies have examined this using supraliminal prinimgtson et al(2008)
primed participants by showing them erotic pictunessitive primes), pictures of
household appliances (neutral primes) or pictures of snakes and spiders (negative
primes) for 2 seconds before having them choose between-askgb.g. 50% chance

to win and 50% chance to lose $10) and atsk (e.g. 50%chance to win and 50%
chance to lose $1) gamble. Similar to some of the effects observed with positive affect
induction above, participants chose the hiighk option more often when primed with
positive pictures relative to neutral ones. However, neggtimes had no effect on
choice. In addition, participants performed this task during fMRI, and a conjunction
analysis showed that the same voxels in the ventral striatum (nucleus accumbens)
responded to both the presentation of positive (versus negativegs and the
anticipation of shifting to the highsk option (versus shifting to the lemsk option).

In addition, activity in the ventral striatum partially mediated the effect of positive
primes on risk taking. This suggests a potential role forvérgral striatum in
integrating emotional and risk signals into a decision variable. A few years later, a very
similar priming paradigm was used in a financial investment task, in which subjects
had to decide between investing in a safe bond or a riskly @uhnen and Knutson,
2011) Relative to neutral primes, negative pictures overall made people more risk
averse (i.e. more likelto choose the safe bond), especially if their prior choice was
already for the safe option. Overall, positive pictures did not have an effect on risky
choice; however, they tended to make people more risk seeking in trials where their
previous choice waslraady the risky stock. The authors speculated that the
differences fronthe earlier studyKnutson et al., 2008nay have resulted from the

use of more potent and arousing negative pictures in the second study.

Using the framing effect task develapby De Martino et al(2006) Cassotti et al.
(2012) added an emotional priming procedure to study the effect of incidental

emotions on the framing effect. Before each choice, participants were presented with
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a picture from the International Affective Picture Systatatlase (IAPS;ang et al.,

1997) for 5 seconds. Abetweersubjectsdesignwas used, such that a third of
participants were primed with pleasant pictures, a third with unpleasant pictures, and
a third were not primed (control group). Positive pictures abolished the framing effect,
specifically by decreasgrisk seeking in the loss frame, while negative pictures had
no effect. However, the negative pictures did not distinguish between different
emotions and consisted of a mix of fearful and sad images. These two emotions have
been shown to have oppositeeetis on risk taking using mood induction in previous
work (Raghunathan and Pham, 1998is therefore possible that the effeict€assotti

et al.(2012)cancelled each other out.

At the time when the experiments in this thesis were planned, there was no evidence
for a possible influence of incidental emotional primes on loss aversion, which is what
| set out to examine iBhapter 4 of this thesis. However, a very recent study provided
preliminary evidence that incidental fear cues, presented either during the decision or
just before, increase monetary loss averégmhulreich et al., 20167 his result would

be consistent with the hypothesis that loss aversion teftee expression of fear
(Camerer, 2005and relies on fear processing systems in the Kia®oux and
Gorman, 2001)Interestingly, this study may point towards some differences between
effects of longlasting mood induction procedures and of transient emotional primes.
A transient fearful cuanmay trigger rapid fear processing and increase Pavlovian
avoidance of lossgSeymour and Dolan, 2008; Ly et al., 20Mhereas a more long
lasting change in mood may recruit different systems in the brain and possibly result

in opposie effects on behaviour.

In summary, triaby-trial emotional priming methods have the advantage, relative to
mood induction procedures, of being better adapted for-egkxied fMRI designs, as

they allow for withirsubjects manipulations, and are prdpdess susceptible to
demand characteristics. One downside, however, is that the emotional experience is
likely to be less intense and vivid than during a mood induction procedure. Even
though the evidence for an effect of incidental emotional cues kwy dscision

making is still limited, and the low number of studies do not yet allow one to draw

general conclusions on the specific components of emotion (valence, arousal,
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certainty, etc) that may drive such effects, they help pave the way for somevofkhe
presented in this thesis, as well as future investigations.

1.4 Emotion and decisiormaking in anxiety

Anxiety disorders constitute a major global heath bur@addington et al., 2008)

and are characterized by negative emotional processing biases as well as-decision
making impairments(Hartley and Phelps, 2012; Robinson et al., 20B3)xiety is
therefore a relevant psychiatric construct to study in relation to this thesis given that
the interaction between emotion and dexignakingmay varywith anxiety levelsin
addition studying emotion and decisionaking processes in anxiety is important and
could provide a better understanding of cognitive impairments in anxiety and potential

insights into the development of psychgikmal interventions.

Anxiety can be examined in two ways: first as a vulnerability factor within healthy
individuals, by studying individual difference in dispositional levels of anxiety or trait
anxiety as measured by sedfport questionnaire€Sandi and Richtekevin, 2009;
Bishop aml Forster, 2013)and secondlgs a clinical pathology, by comparing patients
diagnosed with an anxiety disorder with healthy contrbigs section examines the
literature on emotional processing and decigsimaking in anxiety fromboth

perspectives.

1.4.1 Anxiety and disrupted emotional processing

Anxiety states are sustained anticipatory responses to unpredictable threats, including
affective, physiological and cognitive changes, and can in that sense de distinguished
from fear, which encompasses responsgxédictable threatéGrillon et al., 1991;

Grillon, 2008; Davis et al., 2010Jn many situations, anxiety defined as such is
adaptive because it allows avoidance of potential threats in uncertain environments as
well as increased vigilance and alertness. However, therestareg individual
differences in the deployment of these hawidance processes, with some people

more prone to anxiety than others (high versus low level of dispositional anxiety).
Clinical anxiety i1is thought todamergeot

anxious response, whereby these hakoidance processes become permanent rather
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than deployed in potentially threatening situations, and as a result start interfering with
the patientos dai |l y (Bishdpand &anster, 20b3i Robinson t o
et al., 2013)

Both dispositional and clinical anxiety have been associated with enhanced detection
and processing of negative emotional information, particularly tinedated stimuli.

In two similar studie§MacLeod efl., 1986; MacLeod and Mathews, 1988)bjects

were presented with pairs of words, one threlted and one neutral. On some trials

a dot probe replaced one of the words, and subjects were instructed to press a button
as quickly as possible when theope appeared. High trait anxious individuals were
faster to detect the probe when it replaced a threat word than a neutral word, while low
trait anxious individuals showed no differen@dacLeod and Mathews, 1988)n
MacLeod et al(1986) the same effect was found between clinically anxious patients
and healthy controls. This suggests an attentional bias towardsriegat stimuli in

anxious individuals. Similarly, the same authors have demonstrated that unattended
threatr el ated sti mul i, presented outside the
and impair performance of anxious individuals, but not control, in a reaction time task
(Mathews and MacLeod, 1986)his attentional bias towds threat was also
demonstrated in younger anxious populations (children and adolescents), both clinical
(Roy et al., 2008pand dispositiona(Telzer et al., 2008)using angry (threatening)
versus neutral faces. A medaalysis of 172 studies confirmed the robustness of this
threatrelated attentional biaboth in different clinical anxiety disorders and high trait
anxious individual s, wi t h a Bamdamnieuah, ef f ec
2007 see alscCisler and Koster, 201fbr a review). Despite this speciftbreat

induced facilitation effect on attention, it is important to note that anxiety is generally
associated with attentional deficits, mainly poor attentional control and ability to
flexibly allocate attention to relevant parts of changing environn{®esyberry and

Reed, 2002; Eysenck et al., 2007)

Neuroimaging studies have also provided converging evidence that anxious
individuals exhibit increased neural responses, particularly in the amygdala and PFC,
to fearful and angry faces. This hlasen shown both in high trait versus low trait
anxious individualgEtkin et al., 2004; Stein et al., 2007; Telzer et al., 20@8)well

as in clincally anxious patients relative to n@amxious control§Monk et al., 2006;
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Blair et al.,2008) A recent study has also provided evidence of increased functional
connectivity between the amygdala and dmPFC during processing of fearful versus

happy faces in patients with anxiety relative to healthy coniRabinson et al., 2014)

Finally, anxiety is alsoassociated with difficulties in regulating emotiprisoth
implicitly, as demonstrated using a task that creates emotional conflict and requires
adaptation to that conflict to perform accuratébtkin et al., 2010; Etkin and
Schatzberg, 201 1andin daily life, with difficultiesin deploying cognitive reappraisal

to regulate emotiongFarmer and Kashdan, 2012)sing fMRI, impairments in
emotional conflict adaptation in anxious individuals were shown to be associated with
reduced connectivity between the pregenual or ventral anterior cingulate(@gEx

and the amygdala, a mechanism thought to play a central role in emotion regulation,
with ACC hypothesized to dampen the emotional response in the amygtaitaet

al., 2010; Etkin and Schatzberg, 2011)

1.4.2 Anxiety and economic decisiormaking

An early model of anxiety suggested that intolerance to uncertainty is a pivotal feature
of generalized anxiety disorder (GADugas et al., 1998 Anxious individuals find
uncertain situations particularly aversasad distressing, possibly because they exhibit

a deficit in learning about the outcomes of their actions in very uncertain environments
(Browning et al., 2015)This deficit, and resulting intolerance to uncertainty, ikedy

to play a key role in the development and maintenance of pathological anxiety.

In addition, such intolerance for uncertainty should have important consequences on
economic decisions in which uncertainty and risk are involved. The results of studies
that have investigated risk perception and risk taking in anxious individuals are
summarized iMMable 1-2, with studies separated according to whether they examine
the effect of dispositionall@ble 1-2A) or clinical (Table 1-2B) anxiety.
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Table 1-2. Summary of effects ofdispositional and clinicalanxiety on risky
decisionmaking.

Manifestation , :
Study Task Population Effect of anxiety Implied effect
A. Dispositional anxiety in normal population
(Maner and RTBS & Zrisky behaviours
Schmidt, Optimism Scale  Trait anxiety  § pessimisticrisk § r i sk
2006) (risk appraisals) estimates
(Maner et al., . . ]
2007)studes BART Traitand social = 5 i taking 9 ri sk
anxiety
land?2
(Miu et al, IGT Trait anxiety Z performance unclear
2008)
(Lorianard  RTBS (30Gitem : . Zrisky behaviours _ .
Grisham, version) & Social anxiety 5 risk-taki y ri sk
2010) BART Zrisk-taking
y risk
(Xu et al., Framing effect . : . : for gains &
2013) task Trait anxiety y framing effect risk-seeking for
losses
B. Clinical anxiety compared withhealthy controls)
(Butler and : L N L
1983) q
(Maner etal.,, RTBS (14item . . . .
2007)study 3 version) Adults Zrisky behaviours § r i sk
Z d e cleasling
(Mueller etal, IGT (modified) Adults small but unclear
2010) :
consistent losses
(Giorgetta et . s , y risk and/or
al., 2012) PGT (lotteries) Adults Zrisky choices lossaversion
5 CupsTask Zrisk forlosses ¥ T 1 SK
%i?ilgagoalzo)l (choice of safe  Adolescents i . for losses or §
’ vs risky option) = forgains loss aversion
(Emst et al Accept/Reject
2014) " 50-50 mixed Adolescents No effect = loss aversion
gambles
y means increase, Z means delTakingBelsagagrs = me a

Scale(Weber et al., 2002BART: Balloon Analogue Risk TaskiT: lowa Gambling
Task, PGT: Probabilistic Gambling Task.

48



Specifically, there is clear evidence that anxious individuals, relative to their non
anxious counterparts, (i) overestimate the risk astatigith negative even{8utler

and Mathews, 1983; Maner and Schmidt, 20@B) report a lower inclination to
engage in everyday risky behaviogkéaner and Schmidt, 2006; Maner et al., 2007;
Lorian and Grisham, 2010and (iii) avoid risky options during decistiomaking tasks
under risk(Maneret al., 2007; Lorian and Grisham, 2010; Giorgetta et al., 20h&
suggests that anxiety is associated with exacerbated risk aversion ($¢&rtdsoand
Phelps, 2012; Paulus and Yu, 2012; Robinson et al., &f¥1Bsviews), which is

consistent with a model of anxiety based on the intolerance of uncertainty.

Interestingly,Maner et al.(2007)al so col |l ected reports of
engage in risky everyday behaviour in other patient groups, including patients with
mood disorders and patients with learning disos and/or no formal axis | diagnosis.

They found that group differences ireported risky behavioursvere driven
specifically bya reduction inthe anxious patient grouf@y contrast, the level of
reported riskiaking in the other patient groupgas simiar to that of healthy controls,
suggesting that increased risk avoidance may be specific to anxiety, rather than driven

by negative affect in general.

Another piece of evidence for the role of anxiety in decision making comes from a
study that showed ineased susceptibility to the framing effect with trait anx{&ty

et al., 2013)suggesting an increased propensity to both choose the sure option when
framed as a gain (decreased risk taking in the gain domain) and aveidéhgption

when framed as a loss (increased risk taking in the loss domain). Interestingly, this
was the first study to also examine the neural basis of these individual differences.
Their results show that high trait anxious individuals exhibit incabasaygdala
activity and amygdal@amPFC connectivity during decisions consistent with the
frame, but decreased dorsal ACC activity and A@IPFC connectivity during
decisions counter to the frame. This is consistent with previous reports of enhanced
amygdaa responses and amygdalefrontal connectivity in anxietyEtkin et al.,

2004; Stein et al., 2007; Robinson et al., 20%dpgesting a role for this amygdala

prefrontal brain network.
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Interestingly, this increased susceptibility to the framing effect in anxiety may be
mediated by genetic differences in the promoter region of the serotonin transporter
gene (SHTTLPR). Carries of the short allele at this locus, which results in reduced
serotonin transporter expression and function, relative to carriers of the long allele,
exhibit enhanced dispositional anxidtyL e sch et al . , 1 9866 ; Cr i
more susceptibléo the framing effec Cr i kan et al ., 24n@ 9 ; Ro
show increased amygdala responses during decisions made in accord with the frame
but fail to engage amygdaR¥C coupling mechanisms during decisions made counter

to the framgRoiser et al., 2009)

However, these studies focusing on the framing effect did not directly examine the
neural basis of increased risk avoidance in anxiety. A recent study in adolescents with
or without an anxiety disorder did gGalvan and Peris, 2014)sing a decision
making task where participants had to choose between a shéeraky option both
matched in expected value (e.g. $2 for sure or 1/5 chance of $10). Half the trials used
gains, and half used losses. The behavioural results showed reduced risk taking in
anxious adolescents compared to controls, but only in the dossain. The
neuroimaging findings revealed that anxiety was associated with decreased ventral
striatum response during risky choice involving gains and increased amygdala
response during risky choice involving losses. Although these responses were not
directly associated with the behavioural effect, they suggest thatamdous
individuals may make decisions mainly by processing gains in the ventral striatum,
while anxious individua may more heavily rely on an amygdatediated influence

of losses.

Finaly, a possible link between anxiety and loss aversion has not been established.
There is a strong hypothesis that loss aversion should increase with anxiety, given the
associated negative biases in emotional and attentional processes, as well as the
heighened sensitivity to large negative outconiidartley and Phelps, 2012; Paulus

and Yu, 2012)However, there has been no study to date examining lessi@v in

relation to anxiety in adult participants. One study looked at this question in
adolescentgErnst et al., 2014and found no difference in loss aversion between
anxious andhealthy adolescents. two other studie§¢Giorgetta et al., 2012; Galvan

and Peris, 2014the gambling tasks used involved potential losses as well as gains,
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but did not allow differentiating between risk andd@version, such that the observed
decreased propensity to choose the risky options in those tasks could be driven by
increased risk aversion, increased loss aversion or a combination of both. Similarly,
the increased susceptibility to the framing effebiserved in high trait anxious
individuals (Xu et al., 2013xould be driven by increased loss aversion, but also by
increased risk aversion for gains and decreased risk aversion for losses. No study to
date has examined risknd loss aversion parameters in anxiety using a Prospect

Theory frameworK this is what | address @hapter 5 of this thesis.

1.5 Thesis aims and summary of chapters

The overall aim of this thesis is to contribu mechanistic account of the
computational and neural processes by which emotion influence economic decisions,
both from an integral and incidental perspective. From the evidence discussed in this
introductory chapter it seems clear that emotion plagsyarole in decisionmaking,

and that decisions can be altered by manipulating emotions. However, how exactly
these processes unfold is still largely unknown and represents the focus of this thesis

over three main questions addressed in the three sepapatémental chapters.

1.5.1 Chapter 3: how are feelings integrated into economic decisions?

Chapter 3 provides a computational account of the integral influence of emotion on
economic choices. In particular, it aims to examine how-reelbrt feelings are
integrated during the decisiemaking process and to develop a computational model

of choice that integrates both feelings and value and by doing so performs better than
traditional models. This model may also explain how the integration of feelings during

choice results in loss aversion.

1.5.2 Chapter 4: how do incidental emotional cues modulate loss aversion?

With a focus on loss aversion, the aim of the study presented in Chapter 4 was to
examine whether and how incidental emotional cues alter loss aversionheith t
hypothesis, given the (limited) literature detailedaationl.3.2 that fearful cues may
increase loss aversion while happy cues may instead reduce loss aversion. In addition,
Chapter 4 also examined theumal mechanisms involved in this incidental influence
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of emotions on loss aversion, with a particular focus on the amygdala and the ventral
striatum, as well as individual differersda these processes due to trait anxiety.

1.5.3 Chapter 5: how does anxiety dect the relative contribution of risk and

loss aversion to economic choice?

Finally, given the association between trait anxiety and ematiauced changes in

loss aversiomlescribed in Chapter, 4s well as the lack of studies to date examining
separateontributions of risk and loss aversion to choice in anxiety disorders, the study
presented in Chapter 5 aimed to address these two points. It details the results of a
behavioural study comparing a group of clinically anxious patients with matched
healthycontrols on a Prospect Theedgrived gambling task that allovegparating

risk and loss aversion within the same model of choice. In addition, it aims to expand
the results of Chapter 4 observed in high trait anxious, butlmacal, individuals, to

asample of clinically anxious patients.
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Chapter 2 Experimental methods

This chapter will describe the common methods that were used in the experimental
chapters of this thesis. Specifically the Prospect Theory framework under which
economic decisions were studigad modelled is described, followed by the detail of

two pilot studies that were run to develop a reliable emotional priming procedure

together with a sensitive gambling task.

2.1 Participant screening: Mini International Neuropsychiatric
Interview (MINI)

Forthe studies presented@hapter 4 andChapter 5, as well as pilot work presented

in section 2.5 below, participants wex screened using the Mini International
Neuropsychiatric Interview (MINI;Sheehan et al., 1998Yhe MINI is a short,
structured diagnosticnterview to clinically assess symptoms of neuropsychiatric
disorders, in accordance with the Diagnostic and Statistical Manual of Mental
DisorderlV (DSM-1V) and the International Classification of Diseases (ICDY 10
revision for psychiatric disorders. &complete version of the MINI contains 16
sections; however, for screening purposes and because some sections are rédundant,
used aversionthat wasreduced to 12 sections, assessing the following: major
depressive episode, (hypo) manic episode, paisorder (PD), agoraphobia,
obsessiveeompulsive disorder (OCD), pestumatic stress disorder (PTSD), alcohol
abuse and dependence, radoohol psychoactive substance use disorders, psychotic
disorders (and mood disorder with psychotic features), anorefasa, bulimia
nervosa, and generalized anxiety disorder (GAD). The following four sections were

not included: dysthymia, suicidality, social phobia, and antisocial personality disorder.

Healthy volunteerspflot studies, Chapter 4, and healthy continl€hapter » were
included only if they did not meet criteria for any of the aforementioned sections of
the MINI. GAD patients Chapter % had to meet criteria for GAD to be included in
the study and were excluded if they met criteria for manic or hyperegisodes (past

or current), psychotic disorders, alcohol or substance abuse (in the last 6 months) or
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dependence. Given that their comorbidity with GAD is high, the other disorders such
as depressioand other anxiety disordedid not constitute exchion criteria.

2.2 Selfreport questionnaires and verbal IQ measure

Both emotional processing and economic decisiaking are subjective and highly
likely to vary across individuals. In order to examine such individual differences in the
studies presented irthis thesis, participants completed gelport mood and

personality questionnaires at the end of each study.

The first questionnaire that was systematically administered is the State Trait Anxiety
Inventory (STAI,Spielberger et al., 1983Jhe STAI contains 40 questions, divided
into two subgroups. The first 20 questions assess state anxiety, asking people to

evaluate their current state of anxiety by rating intensity of their feeling&right

now, at t.Whe20 questiopsrate dtatements that people have to rate with
one of the following four answers: HANot
much so0. Ten of theerpsesbavtem@htfceebumnér

coded, with a score ranging from 1 (Not at all) to 4 (Very much so). The other 10
statements, such as Al am relaxedo or dl
ranging from 4 (Not at all) to 1 (Very much s@he next 20 questions assess trait

anxietyi the more stable proneness to anxielhy asking people to indicate how they
generallyf e e | using the following four answe
AOfteno, AAl most al way s 0 stiondaeadirectly casledor e s
from 1 to 4, such as #fAl worry too much al
Al | ackn fsieddnceo; while the other 9 ques!H
or fil am satisfied wit hlstaganetiaifadxietyacores r e v e
are obtained by adding scores of the 20 questions for each subscale. Both scores can
range from 20 (low anxiety) to 80 (high anxiety). With respect to trait anxiety, previous
studies have found that most people from a hgaglbpulation will score between 20

and 50 (mean score around 3&jight et al., 1983; Crawford et al., 2011yhile a

score above 50 may indicate some clinical relevance for an anxiety dig§¢vdar et

al., 2005; Julian, 2011)n this thesis individual differences in trait anxiety were
examined impilot studies (sesections2.5.1and2.5.2below), as well a€hapter 4

andChapter 5, either by including trait anxiety scores as a covariate in the analyses,
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runni ng a P aoabetveen rat angiaiyrscoes aad a dependent variable
of interest, or performing a median split on trait anxiety scores and comparing

participants with high versus low anxiety.

The second questionnaire that participants completed was the Beck Depressio
Inventory (BDI,Beck et al., 196190 assess depressive symptoms. The questionnaire
contains 21 questions correspondirg different symptoms. For each question,
participants have to pick one of four statements best corresponding to how they have
been feelingover the past few day3he fourstatements are presented in order of

il ncreasing severity, with the first stat
not feel sado), then a score of 1 (e.g.
candét snap out osfo isad ,ororumhalpep.yg.t hialt aln
overall BDI score is obtained by summing
range from 0 to 63, with a score above 15 typically considered clinically relevant
(Sprinkle et al., 2002)Because the distribution of BDI scores is often positively
skewed in the general populatifirasa et al., 2000with a majority of people scoring

very low (below 1Q Beck et al., 1988)it is difficult to use BDI scores as a covariate

in analyses, except for studi@spatient populations. Thereforegprimarily used BDI

scores for screening purposes, excluding participants who scored above 15.

Participants in all studies except Bhapter 3were also administered the Wechsler
Test of Adult Reading (WTARWechsler, 2001)In this test, the participant is
presented with a list of 50 words and asked to read them out loud to the experimenter
in the order from 1o 50. There is no time limit, and one point is scored for each word
read correctly. The final score out of 50 can then be converted@szore according

to standard score conversion tables and age, averaging 100 in the population. The
WTAR was mainlyused to match anxious patients and healthy controls in the study

presented itChapter Sand to ensure no participant exhibited a strong 1Q deficit.

2.3 Gambling tasks

All experimental chapters of this thesis used gambling tasks to assess d®eeiking
biases such as loss and risk aversion. All versions of the task used 50/50 gambles, in

which participants have 50% chance of winning a monetary amount and 50% chance
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of losing a monetary amount. These gambles are referred to as mixed gambles
throughout. Basedmexpected value (EV) calculation, one should accept the gamble
whenever the win amount is higher than the loss amount. However, in reality, most
people reject gambles when the win and loss amounts are close and only start accepting
gambles when the win arant is about twice as big as the loss. This is thought to be

driven by loss aversion.

In the pilot studiesgection2.5 below) and inChapter 4, which focused on Iss
aversion and its modulation by emotional cues, all trials of the task involved mixed
gambles as described above and participants had to decide whether to accept or reject
such gambles. I@hapter 5, however,m order to estimate both loss and risk aversion,
gain-only trials were added to the task; they involved choosing between a sure win and
a 50/50 gamble between a higher win and £0. This allowed to assess sensitivity to risk
separately from sensitivity todees. In order to have a consistent trial presentation,
the mixed gamble trials i@hapter S5nvere also presented as a choice between a sure
option (always £0) and the mixed gamble between a win and a loss (instead of a choice
to accept or reject the mixgmble). Finally, icChapter 3, given that the gambling

task was run on its own and independent from priming with emotional cues, trials did
not need to be repeated for each emotion condition and more trigdsbeoincluded

in the task, allowing the addition of lessly trials. Those were symmetrical to the
gain-only trials, in that they involved a choice between a sure loss and a 50/50 gamble
between a higher loss and £0. Adding these trials was usefuatiéb® estimate risk

attitudes separately in the gain and loss domains.

A key point to take into account when designing such gambling tasks is the range of
monetary amounts to use throughout the task. Because all the experiments were
incentivecompatible,only relatively small amounts (lower than £30) were used, so
that it was believable for participants that some of these amounts (or the average
amount over several randormglected trials) would be paid to them for real at the end

of the experiment. Inddition, amounts needed to be paired (a win and a loss in the
mixed gambles, a small win and a high win in the gaily trials, a small loss and a

high loss in the losenly trials), such that the range of pairs would cover the range of
indifference poind (the gamble expected value at which a participant would accept or

reject the gamble with a probability of 0.5) across subjects. For example, let us imagine
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a set of mixed gambles consisting of all possible pairing between wins ranging from
£5 to £10 andbsses also ranging from £5 to £10. With such a set, where the highest
value gamble is win £10/lose £5, it is likely that participants with a high degree of loss
aversion will not accept any gamble of the set. If this happens, it will be impossible to
estmate loss aversion reliably for these participantheis indifference point will be
unknown In order to reliably estimate decistomaking parameters, such as risk and
loss aversion, one needs to make sure that there are enough trials where tharmparticip
decides to gamble and enough trials where they decide not to. Two solutions are

possible to ensure this.

First, gamble EVs may encompass a | arge r
indifference point will be included in that range. ThisniBat was implemented in

Chapter 3, where the gamble set was built using combinations of amounts ranging

from £0.20 to £12. However, the drawback of this method is that it requires a lot of

trials in order to inlude all possible gain/loss combinations. This was a problem for

all the other studies presented in this thesis, which used emotional priming and

required all gamble trials to be repeated identically for each emotion condition.

Therefore, the other optipwhich allowed reducing the number of trials per emotion
condition inChapter 4 andChapter 5, was to build a gamble matrix centred on each
parti ci pandpbist. Theretbrie,fpdrtecipaats aompleted a practice session

of the gambling task, which included a staircase procedure and during which potential
wins and losses were varied parametrically as follows. The gamble EV (EV = 0.5*win
amount + 0.5*loss amountyas adjusted every 2 trials in order to reach the
participantdés indifference point (the EV
ti me on average). Each set of 2 trials c
EV gamble. The EV of accepted gantblwas decreased by 0.5 while the EV of
rejected gambles was increased by 0.5. Potential gains ranged between £6 and £24 and
potential losses between £1 and £12. For each trial, the gain/loss pair was chosen
randomly among all pairs with the same desired &¥ice the indifference point for

mixed gambles (and for gaonly gambles irChapter 5) were determined, gamble

matrices could be build centred on this indifference point with a relatively low number

of trials (49 trials for mixed gambles, 25 trials for ganly gambles), allowing

repetition of the gamble set across the different emotional conditions.
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A potential risk with using such a staircapeocedureduring practice is that
participants ycoo utllde | staainr ctaos efi;plia. e. acce,
practice to make the gamble expected value increase, then accept most gambles during
the main task to maximize their outcoméherefore, subjects whose gamble
acceptance rate was less than 10% duriagtjge and more than 90% in the main task

were excludedHowever this did not occur for any of the participant€hapters 4

and 5 Ot her exclusion criteria based on p
included very high (>95%) or very low (>5%) ghlm acceptance rate throughout the

entire task (practice and main task), suggestive of insensitivity to value; inconsistent
choices as reflected by values of the u parametergge2-6 below) close to 0 and

aberrant parameter estimates (e.g. negative dosrsion values), suggestive of bad
understanding of the task; or a high number of missed trials (>10%) throughout the

task.

2.4 Modelling of economic decisions

2.4.1 Model definition and estimation

The different models of gambling decisions used throughout hieisist were all
derived from Prospect Theoryods subjecti v

Utility or subjective value (u) of monetary gains (x>0) is defined as:

6w o+ - (Eq. 2-1)
where” represents the curvature of the ftioe (or diminishing marginal utility)
in the gain domaina” value lower than 1 indicates diminishing sensitivity to

changes irgainvalueas gain value increasasd results in risk aversian the gain

domain while a” value hgher than 1 indicates rigleekingfor gains

Utility or subjective value (u) of losses (x<0) is defined as:

6cC D vy (Eq. 2-2)

where_ represents loss aversiam._ value higher than 1 indicateserweighing of

gains rehtive to losses during decisionaking and a_ value lower than 1 the
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converseand” represents the curvature of the function (or diminishing marginal
utility) in the loss domaina” value lower than 1 indicates diminishing sémgly
to changes imossvalueas loss value increases and results ingesking in the loss

domain while a” value higher than 1 indicates riaiersion for losses

Using the above equations the utility of each gamble can then be eadcagaollows:

6"QNEOaD d QLA ICI+ - ™Y FF=- v (Eq. 2-3)

for mixed gamble trials, with G the value of the gain and L the value of the loss, and:

6 QNG Oa D QOOE & T IGI+ - "l - (Eq. 2-4)

for gainonly trials, with G the value of the high, risky gain and S the value of the sure

gain, and:
OMNNANVIDAEEEAD TWY T v f F=: vy (Eq. 2-5)

for lossonly trials, with L the value of the high, risky loss and S the value of the sure

loss.

These utility valuegre therenteredn a softmax function to estimate the probability
of acceptingor choosingeach gamble (coded asf the gamble was chosemdO if

the gamble wagejectedor the sure option chosgen

0 QOHA O @—5— (Eq. 2-6)

where'i s the | ogit sensitivity or Ainverse
consistency for repeated identical gambles, equivalent to the maximal clop

logistic regression curve: highewvalues indicate more consistent choid&sstfitting
parameters were estimateding a maximum likelihood estimation procedure in
Matlab.

According to the literature, most people exhihit@arameter greaténan 1, indicative

of loss aversion, and parameters lower than 1, indicative of risk aversion in the gain

domains and riskeeking in the loss domafikahneman and Tversky, 1979; Tversky

and Kahneman, 1992; Fox and Poldrack, 20@vhether’ and” are different

or can be estimated as a single parameter is unclear, as many studies failed to
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demonstrate a difference (for a review Be& and Poldrack, 2014 Chapter 3 of
this thesis, which is the only study where the gambling task included botlorgsin

and lossonly trials, allowing” and” to be estimated separatetlgere was no

significant difference, and the model with a singjlparameter performed better.

In summary, folcChapter 3, equation®-3, 2-4 and2-5 were used to calculate gamble
utility for mixed, gaironly, and lossonly trials, espectively, except that a single
parameter’( ” ") was estimated. F&hapter 4, as well as pilot studies

(section2.5below), given that the task contained only mixed gambles, only equation

2-3 was used to estimate with the assumption that p (because the
curvature of the utility function could not be estimated without the inclusion of at least
some gaironly trials in the task). FoChapter 5, equation®2-3 and 2-4 were used
given that the task included a combination of mixed andgalygambles, again with

a single” parameter’( ” ").

2.4.2 Model comparisorn Bayesian Information Criterion (BIC)

In order to perform model comparison, BIC scdi®shwartz, 1978)vere calculated

for each model and each participant using the follgweguation:

606 c¢cdDO QI (Eq. 2-7)

where k represents the number of parameters in the model, N the number of trials used
to estimate the parameters, and LL the loglikehood of the model calculated using the
estimated best fit parameters. Comparin@®8is similar to a loglikelihood ratio test

with the addition that the number of parameters in the model is taken into account and,

therefore, models with more parameters are pathli

BIC scores were then summed across participants before being corbpaxeen

models. Lower BICs represent better model fits.
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2.5 Development ofthe emotional priming procedure and loss

aversion task

The face stimuliused as emotional primes throughout this thesnsisted of pictures

from the NimStim Face Stimulus Set (httpwww.macbrain.org/resources.htm). A set

of 40 identities was chosen (20 male faces and 20 female faces), and each face stimulus
was presented depicting either a neutral, happy, or fearful expression, resulting in a set
of 120 face stimuli (primespurprised faces were also included in the pilot studies but
were then discarded to reduce the task duration for the fMRI s@ithpter 4). For

the object control conditiQrused irpilot study 2, Chapter 4 and Chapbel0 pictures

of light bulbs obtained from the internetjere selecteds a norface contral

2.5.1 Pilot study 1: subliminal priming

In order to study the emotional modulation of loss aversion without the participant
realising the goal of the study, thesfipilot study used subliminal emotional primes

as a procedure to manipul ate emotions ouf

2.5.1.1 Methods

The design of an example trial is presentelligure 2-1. Each trial of the tasstarted

with the presentation of a prime for 16.7ms (unknown to the participant),
corresponding to the duration of one refresh of the screen for a refresh rate of 60 Hz.
This was immediately followed by the presentation of a mask (scrambled face image)
for 283ms. Participants were then presented with a mixed gamble and had to decide
whether to accept or reject it (no time limit). There was a 1s fixation cross presented

before the start of the next trial.

The primes belonged to one of the following 5 ctiods: happy face, fearful face,
surprised face, neutral face (no emotion control), scrambled image (no face control).
For each face condition, the mask was a scrambled image of the face presented
immediately before. When there was no prime, a scrambladarof a neutral face
was presented for 300ms (combined duration of pameémask). Images were all
resized to 462 (width) x 588 (height) pixels. Scrambled images were created using
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Matlab, dividing the original image into 33 x 42 squares of 14 x 14 peath, and
then randomising the position of each square on the image.

Accept?  Reject!

Gamble
Until response Fixation cross
1 sec

Figure 2-1. Task designi pilot study 1. Participants completed 450 trials of this task,

with 90 trials for each of the following 5 emnan prime conditions: happy face, fearful

face, neutral face, surprised face, and scrambled image like the mask. On each trial,
the prime was presented subliminally for 16.7ms, immediately followed by a mask
consisting of a scrambled image of the prime 283ms. The gamble was then
presented on the screen and participants had to press the left or right arrow button to
indicate their choice to accept or reject the gamble.

Psychtoolbox (version 3ittp://psychtoolboxrg/, Brainard, 1997; kiner et al.,

2007)was used for visual presentation of stimuli. The reliability of timings was tested
using a photodiode, which detected the presence of a white square shown at the top
left corner of the screen at the same time as the prime (the whieeswas only
present during preliminary tests and was removed when participants performed the
task). The current produced by the photodiode could then be recorded and analysed
with precise temporal resolution, confirming that the stimuli were indedueastteen

for the duration of one refresh (16.7 ms).

Participants completed 90 trials per condition, randomly interspersed, leading to a total

of 450 trials, presented in 3 blocks of 150 trials each with short breaks in between.

Each set of 90 trials wasrstructed as follows: 81 gambles from all possible gain/loss

pairs with gains ranging from £8 to £24 in £2 increments and losses rangingéom

to-A1l4 in Al increments, as well as 9 catc
of zero. Those catdhials were added to ensure participants paid attention to the task,

as the obvious choice on these trials should be to accept the gamble.
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Participants were not instructed about the presence of faces in the task. They were
simply told that the aim of théask was to study their gambling behaviour. The
presence of the scrambled image was explained as fofioks: s cr amb |l ed 1 mag
of squares filled with different colours (see below, left picture), will appear quickly at

the beginning of each trial. This to indicate you that the trial is about to start and

that you should get ready to evaluate the upcoming gamble and decide to accept or

reject It as quickly as possible. o

After the task participants completed a short debriefing questionnaire designed to
assess whether they noticed the presence of the primes and asking them to guess the
purpose of the study. After that they completed a follpatask. They were explained

that on some trials of the first task, a face was flashed very quickly before the
presentation of the scrambled image and had to complete a recognition task.
Specifically, two faces were presented on each trial, one that was used as a prime in
the first task and one that was novel, and they had to indicate which one they thought
they saw dring the first task. In addition, valence and arousal ratings were collected

for all the faces. At the end of the study, participants completed mood questionnaires
(BDI, STAIT seesection2.2abovg.

2.5.1.2 Participants and payment

Thirty-five participants were recruited from the University College London subject
pool to participate in the study. Two subjects had to be excluded because they made
random choices and only accepted the gamble at chance level on cédchihies
additional subjects were excluded because they accepted the gamble on less than 3%
of the trials, making their loss aversion impossible to estimate by the model. The final
sample had 30 participants (13 males, 17 females, mean age = 26 yetlisage.

range: 19 to 52). The study was approved by the UCL departmental ethics committee
and all subjects were paid for their participation in an incentive compatible manner.
Specifically, they started the task with £20 and the average outcome of 1thhando

selected trials was added or removed to this initial endowment.
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2.5.1.3 Results

Loss aversion_() was estimatedsing the Prospecthieory model describdad section
2.4.1above Specifically,equation2-3 was used to estimate with the assumption

that ” ” p. When estimated auss all trials independent of emotion
condition, average loss aversion was 2.099 + SD 0.60, significantly greater than 1
(t(29)=10.03, P<0.001). When estimated separately for each of the 5 emotion
conditions and analysed anrepeategneasures ANOVA, therwas no main effect of
emotion condition on loss aversion (F(4,116)=1.172, P=0.327, for detailsabée

2-1 below). However, when trait anxiety scores were added in the ANOVA as a
covariate, a significant emondtrait anxiety interaction emerged (F(4,112)=3.188,
P=0.016). To investigate which effects were driving the interaction, all pairwise
differences in loss aversion between two emotion conditions were calculated and
correlated with trait anxiety. This reved that the interaction was primarily driven by

a negative correlation between trait anxiety and the change in loss aversion from
neutral to surprised faces (r(360-544, P=0.002) and a trend for a negative correlation
between trait anxiety and the chanm loss aversion from neutral to fearful faces
(r(30)=0.310, P=0.095), but no association between trait anxiety and the change in
loss aversion from neutral to happy faces (r(30)391, P=0.634).

2.5.1.4 Limitations and changes for subsequent studies

Examinirg the recognition task data revealed that participants were not able to perform
above chance in recognizing the faces that were used in the main task (mean
performance = 50.09% + SD 7.01), suggesting that primes were not consciously
remembered. However, $&d on the debriefing questionnaires, six participants (20%)
were able to correctly guess the purpose of the experiment; 14 participants (46.67%)
spontaneously noticed the presence of faces flashed before the prime without being
prompted for it, and an adinal seven participants (21 participants tataf0%)
reported the presence of a face when prompted about the content of something
appearing before the scrambled image. Although the results were promising and
participants were not able to identify th@esific emotions associated with the faces,
these answers from the debriefing gim®aires indicated that thgiming procedure

was not completelgubliminal. For this reasor,decided to next pilot a version of the
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task where the primes wepeesented supraliminally, but with a cover story to avoid

participants deducing the true goal of the experinj@@tmand characteristicOrne,

2009)

Table 2-1. Emotional modulation of task variables and interaction with trait
anxiety T pilot study 1.

One-way .
repeated Int_eract|_on
Happy Fearful Surpr. Neutral Scrbl. with trait
measures anxiet
ANOVA y
P 0.361 0.350 0.356 0.357 0.350 F(4,116)=0.86 F(4,112)=2.50
accept (0.189) (0.180) (0.180) (0.176) (0.189) P=0.49 P=0.047*
Loss 2077 2121  2.087 2.091 2125 F(4,116)=1.17 F(4,112=3.19
aversion (0644 (0596 (0.566) (0.593) (0.641) P=033 P=0.016
RTgamble 1.422 1.387 1.398 1370 1.370 F(4,116)=0.79 F(4,112)=0.58
(0.613 (0543 (0.553) (0.560) (0.532) P=053 P=0.68

For each condition, meaasd standard deviatioasross participants are reported, for
the following variables: probability to accept the gambleccth), loss aversion

par amet er

seconds (Rgmbid. The main effect of condition and its interaction with trait anxiety

(&),

denidk whether totadcepinor rejéotrgambte an

were assessed and the corresponding statistics are reported in the last two columns.
None of these variables were modulated by emotiaoalition The emotional

modul at i

on

of

gambl e

a c,det pdt af meacton tnmes,
varied according to trait anxiet@urpr. stands for Surprise and Scrbl. for Scrambled.

2.5.2 Pilot study 2: supraliminal priming with cover story

In the next pilot study, the gambling task was embedded in a working memory task

and p@rticipants were told that the aim of the study was to investigate how memory

was affected by emotions.

2.5.2.1 Methods

All stimuli used in this pilot study, as well as @hapter 4 and Chapter 5, were

resized to a resolution of 200 (width) x 300 (height) pixels and were displayed on a

black background using Cogent 2000 (www.vislab.ucl.ac.uk/cogent.php) running

under Matlab.
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Participants started the study with a practice memory task (20 trials) where an array of
2, 4, or 6 faces or objects were presented on the screen for 3 seconds. All sstimuli fr

a given array always pertained to the same condition: happy faces, fearful faces,
surprised faces, neutral faces, or objects. The objects were pictures of light bulbs added
as a norface control instead of the scrambled images in pilot study 1. Afiessa
fixation cross, one of the stimuli was shown in the centre of the screen surrounded by
empty boxes at the 2, 4, or 6 locations from the original array, and participants had to
click on the box where that stimuli was previously located in the arraiciBants

were then told that in order to make the memory task more challenging, they would
have to perform a distracting gambling task while holding the stimuli in memory. They
were then given a practice gambling task to complete. This practice gartdsing
contained 20 trials and corresponded to the start of a double staircase procedure.
Specifically, the first 10 trials included 5 gambles with an EV of 10 (which are usually
always accepted), and 5 gambles with an EX2d¢Which are usually always reged).

Gain and loss values were chosen at random within combinations of values that gave
the desired expected value, with gains not exceefiB0 and losses not exceeding
£15. If at least 3 gambles of a given EV (e.g. 10) were accepted, the EV for the
following 5 trials was decreased by 1; while if at least 3 gambles out of 5 were rejected

(e.g. in the case of an expected value2dthen the EV was increased by 1.

During the main task, participants completed 180 trials with a similar double staircase
procedure. The 180 trials were divided into 18 nblocks of 10 trials each; 5 trials
with a #Al owd (subjective) expected valu
expected value, both determined by increasing or decreasing expected value depending
on thechoices from the previous mibiock. This time, the adjustments in EV were

+0.5 (instead of +1 during the practice), which allowed more sensitivity in determining
the indifference point. In addition, each of the 5 trials belonged to one of the 5 emotion
conditions, and the adjustment in EV from one rbloick to the next was done
separately for each emotion condition (rather than based on the average choice of the
5 trials as in the practice). In summary, participants completed 36 trials of each

condition

Each trial of the main taskigure 2-2) started with the presentation of an array of 2,

4, or 6 stimuli for 3s (the size of the array was randomly determined at the beginning
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of each trial) that participants haol memorise. They were then presented with the
mixed gamble and had to decide (with no time limit) whether to accept or reject it by
clicking on the AAccept?0 or fAReject?0
shown on the centre of the screen padicipants had to click on the box where the

stimuli was originally located.

After the end of the task participants completed a rating task to rate all the face stimuli
on valence and arousal, mood questionnaires (BDI, STAI) and a debriefing that
assesgktheir perception of the goal of the study, their strategy on both the memory

and the gambling parts of the task, and a final question asking whether they thought

the emotional content of the faces may have impacted their gambling decisions.

&

==l

Gamble

Array to memorise
3 secs

Memory probe

Figure 2-2. Task desigri pilot study 2. Participants completetBOtrials of this task,

with 36trials for each of the following 5 emotion prime conditions: happy face, fearful
face, neutral face, surprised face, agect (light bulb) On each trialan array of 2,

4, or 6 primes, all pertaining to the same condjtwas presented for 3s and subjects
were instructed to memorise the location of each stimulus on the stheegamble

was then presenteahd participats had to decide whether to accept or reject it. After
making their choice, one of the stimuli presented in the initial array was shown at the
centre of the screen and participants had to remember where it was located in the initial
array. For both gamblghand memory responses, participants used the mouse to click
on the corresponding box (accept or reject for the gamble, location on the screen for
the memory probe), and had no time limit to make those responses.
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2.5.2.2 Participants and payment

Thirty-seven partipants were recruited from the University College London subject
pool to participate in the study. One subject was excluded because of past alcohol
dependence and psychotic symptomse tecause of high BDI score of 3hd
borderline past depressive emse . One subjectds data was
error. Two additional subjects had to be excluded because of very inconsistent choices
in the gambling task, making their loss aversion parameter impossible to reliably
estimate (and reflected inlow vals f or t he consistency pa
0.00012). The final sample consisted of 32 participants (14 males, 18 females, mean
age = 25.41 years £9.19, age range: 18 to H79.study was approved by the UCL
departmental ethics committee and all sulsj@atre paid for their participation in an
incentive compatible manner. Specifically, they started the task with £15 and the
average outcome of 10 randomly selected trials was added or removed to this initial

endowment.

2.5.2.3 Results

Analyses were conducted sianily topilot study 1(seesection2.5.1above. Average

loss aversionestimated across all trialsas 2.@4 + SD 1.11, significantly greater

than 1 (t(3)=5.218 P<0.001)and very close to the mean loss ai@r estimate from

pilot study 1 There was also no difference in loss aversion between the five emotion
conditions (onevay repeateaneasures ANOVA: F(4,124)=0.796, P=0.530; for
details sedable 2-2 below). Howeer, when trait anxiety scores were added in the
ANOVA as a covariate, a significant emotion*trait anxiety interaction emerged
(F(4,120)=2.945, P=0.023), consistent with pilot study 1. Examining correlations
between trait anxiety scores and pairwise difiees in loss aversion, the interaction
was primarily driven by a negative correlation between trait anxiety and the change in
loss aversion from neutral to fearful faces (r(3R)381, P=0.031), which did not
achieve significance in pilot study 1. The &ation between trait anxiety and the
change in loss aversion from neutral to surprised faces was also negative, but not
significant (r(32)=0.277, P=0.12). Similar to pilot study 1, trait anxiety was not
associated with differences in loss aversion batweritral and happy faces (r(32)=
0.100, P=0.587).
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Table 2-2. Emotional modulation of task variables and interaction with trait
anxiety 1 pilot study 2.

One-way .
_ _ repeated- Int_eractl_on
Happy Fearful Surprise Neutral Object with trait
measures anxiet
ANOVA y
P 0.547 0.556 0.545 0.545 0.556 F(4,124)=0.24 F(4,120)=2.88
accept (0.179 (0.159 (0.169) (0.171) (0.159) P=0.91 P=0.026*
a(loss 1.992 2.020 2.063 2.048 1.994 F(4,129=0.80 F(4120=2.95
aversion) (1.099 (1.109 (1.119 (2.229 (1.079 P=053 P=0.3*
RTgamble 1.987 1.983 1.998 1.954 1.958 F(4,124)=0.18 F(4,120=0.07
(s) (0.739 (0.820 (0.706)  (0.685) (0.630) P=095 P=099
WM 0.642 0.624 0.610 0.642 0.608 F(4,124)=1.39 F(4,120)=0.14
accuracy (0.130 (0.126 (0.139) (0.133) (0.136) P=024 P=0.97

For each condition, meaasd standard deviatioasross participants are reported, for

the following variables: probabilityot accept the gamble {&ep), loss aversion

p ar a me reaeton time-tiwecide whether to accept or rejtiet gamble in seconds
(RTgambid, and working memory (WM) accuracy collapsed across the 3 difficulty
levels The main effect of condition and its interaction with trait atyxieere assessed

and the corresponding statistics are reported in the last two coltdons.of these
variables were modulated by emotior@indition The emotional modulation of
gambl e accept an c ebutaot of redcios tsnessovwonkisgenomny (&)
accuracyyaried according to trait anxiety.

2.5.2.4 Conclusions, limitations, and changes for subsequent studies

No participant guessed the actual goal of the study when asked in the debriefing,
suggesting that this new design was better adapted to @cdoundemand
characteristics than the subliminal priming procedure. In addition, the memory task
has the advantage to ensure that participants are paying attention and actually encoding

the prime stimuli.

However, this second design still suffered fromew fimitations that needed to be
addressed. First, the fact that the staircase procedure was implemented throughout the
entire task meant that ©participants coul
make the gamble EV increase over time, thus mesxng their outcome and moving
away from their real indifference point. Moreover, because the adjustment in EV from
one miniblock to the nextvas allowedo vary separately for each emotion condition,
the final set of gambles on which analyses were ray lnave been different for each
emotion condition, making them harder to compare. To address thislisiaded
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for studies presented i@hapters 4 and & have a longer practice gambling task
running througtihe entire staircase, allowingestimatée he par ti ci pant 6s
point right after the practice sessibmasthen able to build a gamble set for the main

task centred on this indifference point and repeated identically for each emotion

condition.

Second, people did not perform very welthe 6stimulus memory task. Even though
most participants performed above chance (average memory accuracy for 6 stimuli:
0.381 +0.123; 4 stimuli: 0.605 +0.155, 2 stimuli: 0.919 +0.0897), they reported in the
debriefing finding it difficult to encode Gimuli in such a short time, especially with

the interference of the gambling task. In addition, when adapting this task for the fMRI
(Chapter 4), the inclusion of jitters between the different onsets increasediliration

of the period between encoding and retrieval from 1.5s to 10s, thus making the memory
task more challenging because of this extra delay. Thereforestima@us condition

was droppedior subsequent versions of this task.

Finally, because fotiming considerations in the scanner, and because fearful and
surprised face seemed to have a very similar effect in both pilot studies, the surprise
conditionwas also droppefdr sutsequent versions of the task in ordefottus on the
comparison betwen the effed of a positive emotion (happy faces),negative
emotion fearful faces), no emotion control (neutral faces) and no emaitioface

control (objects).

In conclusion, these pilot studies allowdn® development adin emotional priming

procedue that was (i) not subject to the technical limitations of subliminal priming,

and (ii) embedded in a cover story to effectively conceal the real goal of the experiment

and prevent demand characteristics. In addition, they helped to optimise the
determinabn of gain/loss matrices for the gambling task: using a staircase to target
each participantsod indifference point the
point. Such a design improved sensitivity whilst minimizing the total number of trials

ard duration of the task to use in the scan@érapter 4) and with a patient population

(Chapter 5).
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Chapter 3 How feelings predict economic choice: models

of affective decisiomamaking

3.1 Abstract

Intuitively, how we feel about potential outcomes will determine our decisions.
Indeed, one of the most influential theories in psychology, Prospect Theory, implicitly
assumes that feelings govern choice. Surprisingly, however, veryslikitewnabout

the rules by which feelings are transformed into decisions. Here, we characterize a
computational model that uséeelings to predict choice, anelveal that this model
predicts choice better than existing vahssed models, showing a un@jcontribution

of feelings to decisions, over and above value. Similar to Prospect Theory value
function, feelings showed diminished sensitivity to outcomes as value increased.
However, loss aversion in choice was explained by an asymmetry in how feelings
about losses and gains were wégghwhen making a decision, not by an asymmetry

in the feelings themselveShe results provide new insights into how feelings are
utilized to reach a decision.

3.2 Introduction

How would you feel if you won an award for owtstling professional achievement?
How would you feel if your marriage broke apart? Intuitively, answers to these
guestions are important, as they should predict your actions. If the prospect of losing
your spouse does not fill you with negative feelings gy not attempt to keep the

unit intact. But how exactly do feelings associated with possible outcomes relate to
actual choices? What are the computational rules by which feelings are transformed
into decisions? While an expanding body of literature lees ldedicated to answering

the reverse question, namely how decision outcomes affect feéltadiers et al.,

1997; Kermer et al., 2006; McGraw et al., 2010; Kassam et al., 2QirerGnd
McBride, 2013; Rutledge et al., 2014; Yechiam et al., 20it#¢ is known of how

feelings drive decisions about potential outcomes.
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Here, we examine whethesdlings predict choice and buiddcomputational model

that characterizes this rélanship. We turn to Prospect Theofilahneman and

Tversky, 1979; Tversky and Kahneman, 1982 starting point in this research. The
assumptions of Prospect Theory (see sedi@mtin general introduction for detajls

suggest hat 1 f we mtdisgsasmciated witk different dutsomes, we
should be able to generate that per sonos
choices. While Prospect Theory is one of the most influential theories in economics

and psychology, this implicit assumgi has never been empirically tested. Thus, if

and how feelings guide choicestill unknown

To address this question, in three separate studies, participants reported how they felt,

or expected to feel, after winning or losing different amounts of mofeyse sel

reported feelingsvereused o f orm a Afeeling functiono;
feelings (expected and/or experienced) to objective value. Next, this fumei®n

usedt o predict parti ci pant-rsakingtak dhefnedigs i n a

were replicated in all three studies.

An intriguing question is what such a f
possibility is that it resembles Prospec
subjective value estimated from chod#ta to objective value. First, for most people,

the value function is steeper for losses in comparison to gains, resulting in loss aversion
(Kahneman and Tversky, 1979; Kahneman et al., 1991; Tversky and Kahneman,
1991) Yet whether the impact of a loss onlilegs is greater than the impact of an
equivalent gains still unknown Alternatively, it is possible that the impact of gains

and losses on feelings is similar, but that the weight given to those feelings differs

when making a choice. Second, we examwdd et h e r similar to P
value functionthefif eel i ng functiond was al so con«
losses, implying that feelings associated with gains and losses would become less
sensitive to outcome value as gains and losses ircréhaat is, the impact of winning

(or losing) ten dollars on feelings is less than twice the impact of winning (or losing)

five dollars.

Once feelings wer e mod e lthe eegtaim was to gxamitei s fif
whether they can predict choicEhere were two main complementary hypotheses
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about the shape of the fAfeeling functi onc¢
hypothesis was that feelings would be related to value with the same properties as
Prospect Theor y dgerimpadailessek than gains am feelings, aind o

di mini shing i mpact of value on feelings
functiono would predict choice at | east
not better. The second hypothesisswiaatif feelings do not relate to value with the
properties described above, by being symmetrical for gains and losses and/or by
varying linearly with value, then choice behaviour may be best explained by how these
feelings are weigied and combined dung the choice process, rather than by how
potential outcome value influences feelings in the first place.

3.3 Materials and methods

3.3.1 Participants

Fifty-nine healthy volunteers (24 males, mean age 23.94y, age raig8jg/)l@ere
recruited to take part in the exprent via the UCL Subject Pool. Sample size was
determined using a power analysis (G*power version 3.1Fau;et al., 2007)based

on previous studies that have invgated the link between decision outcomes and self
report feelingsusingwithis ubj ect s designs. Effect size
ranged from .245 to .798, with a mean at .{Ré&rmer et al., 2006; Harinck et al.,
2007; Yechiam et al., 2014) sample size of 59 subjects wdwdchieve 85% power

of detecting an effect size of .401 with an alpha of 0.05. Three subjects were excluded:
one who showed no variation at all in their feelings ratings, one whose data from the
gambling task were lost, and one who missed more than 50#edfials in the
gambling task. Final analyses were run on 56 subjects (22 males, mean age 23.91y,
age range 135y). All participants gave written informed consent and were paid for
their participation. The study was approved by the departmental etimosittee at

UCL.

3.3.2 Behavioural tasks

Participants completed two tasks, the order of which was counterbalanced.
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1. Feelings Taskn the feelings task, subjects completed 4 blocks of 40 to 48 trials

each, in which they reported either expectéigre 3-1A) or experiencedHigure

3-1B) feelings associated with a range of wins and losses (between £0.2 and £12), or
no change in monetary amount (£0). At the beginning of eaclpaititipants were

told how much was at stake and whether it was a win trial (e.g., if you choose the
igoodod picture, you will win A10) or a |
you will lose £10). Their task was then to make a simple arpittzoice between two
geometrical shapes, associated with a 50% chance of winning versus not winning (on
win trials) or of losing versus not losing (on loss trials). On each trial participants were
told that one novel stimulus was randomly associatedagéin or loss (between £0.2

and £12) and the other novel stimulus with no gain and no loss (£0). Each stimulus
was presented once so learning was not possible. There was no way for the participants
to know which abstract stimulus was associated withtar@itcome. The probability

of sampling each amount was controlled to ensure that each gain and each loss from
the range was sampled twice in each block: on one instance the outcome was the

amount at stake (win/loss) and on the other one the outcomedvwae #in/no loss).

Participants reported their feelings by
now?o (experienced feelings, after a c|
win/lose/donét win/dondét | ose?0 jecivepect e

rating scale ranging from AEXxt tweohthd y unh
four blocks (counterbalanced order) they reported their expected feehkiggeg

3-1A), and in the othetwo blocks, they eported their experienced feelindgagure

3-1B). Expected and experienced feelings were collected in different blocks to avoid
subjects simply remembering and repeating the same rating. The choice between the
two geometrical shapes was simply instrumental and implemented in order to have
subjects actively involved with the outcomes. This instrumental choice also allowed
manipulatingagency: ortwo of the blocks ¢gnewith expected feelings arzhewith
experienceddelings) the participant made the choice between the two stimuli, and in
the othertwo blocksthe computer made the choice for the participant who had to
indicate the computer choice with a button press after it was made. There were no
differences in theata between own choice and computer choice blocks, therefore data
was collapsed. Even when making their own choices subjects had no control over the

outcome, thus it may not be surprising that feelings did not differ between own choice
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and computer choicé\ote, that the above relates only to the takéiting feelings

associated with outcomes and not, obviously, to the gambling task.

A. Feelings task — Expected feelings block — 1 example trial

counterbalanced acrosstrials

C. Gambling task — 6 example trials

BC9E 06 o a0 Do

Figure 3-1. Experimental design. Participants completed two tasks in a
counterbalanced ordeA(B): a feelings task where they reported (in different blocks)
expectedA) or experienced) feelings associated with winning, losing, not winning

or not losing a range of monetary amounts; aoyl & gambling task where they
selectd between a sure option and a gamble involving the same amounts as those used
in the feelings task. Feelings were modeled as a function of value and this resulting
feelings function F was used to predict choice in the gambling task. For each trial,
feelings associated with the sure option, the risky gain, and the risky loss were
extracted and entered in a crdgals within-subject logistic regression model.

2. Gambling TaskParticipants completed a probabilistic choice t&$gg(re 3-1C) in

which they made 28822 choices between a risky 50/50 gamble and a sure option.
Importantly, all the amounts used in the gambling task were the same as those used in
the feelings task (between £0.2 and £12), such that feedisgsciated with these
outcomes could be combined to predict gamble choice. There were 3 gamble types:
mixed (subjects had to choose between a gamble with 50% chance of a gain and 50%
of a loss, or sure option of £0), gainly (subjects had to choose betmnea gamble

with 50% chance of a high gain and 50% chance of £0, or a sure, smaller, gain) and
lossonly (subjects had to choose between a gamble with 50% chance of a high loss

and 50% chance of £0, or a sure, smaller, loss). In Prospect Theory, thpes 8fty
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choices are essential to estimate loss aversion, risk preference for gains, and risk

preference for losses, respectively.

3.3.3 Study groups

Participants were recruited in two different groups that were then collapsed in the
analyses. A group of 29 patpants (20 females, mean age=23.2@stested on a

first version of the task, where each of the four blocks had 48 trialsl@different

amounts (£0.2, £0.4, £0.6, £0.8, £1, £1.2, £2, £4, £6, £8, £10, £12) that could be won,
lost, notwonornotlosEor expected feelings particip:
feel i f you win/lose?o0; and for experier
rating scale ranged from 1 (extremely unhappy) to 10 (extremely happy) and
participants had to press a key (1 tim®ratings 1 to 9 and 0 for rating 10) to indicate

their feelings. A second group of 30 participants (15 females, mean age=24.5y)
completed a slightly shorter version of the feelings task that had 40 trials per block (10
amounts instead of 12: £0.2, £0£0.7, £1, £1.2, £2, £5, £7, £10, £12) and indicated

their ratings by moving a cursor on a symmetrical rating scale, in which 0 was used as

a reference point. Specifically, for exp:
feel now, how will you feel f you win/ |l ose?0; and for e
how you felt just before the choi e, how

(extremely less happy) to +5 (extremely more happy). The first group of participants
completed the feelings taskdir while the second group completed the gambling task
first. Theresults(parameters and model fits from the feelings function models, and
from the regression models to predict choice) did not differ between the two study
groups, indicating that those faees of the design that varied between the two groups
were not a significant factor. Data were therefore collapsed for all the analyses reported
in the main text, and study group was controlled for by adding a dummy variable as a

betweenrsubject factor irall the analyses.

3.3.4 Feelings function models
3.3.4.1 Description of models

The impact of outcome on feelings was calculated relative to three different baselines:

difference from the migboint of the rating scale, difference from rating reported on
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the previous tal (for experienced feelings only), difference from corresponding zero
outcome. These were calculated for each win and loss amount, for expected and
experienced feelings separately. For each subject, for each of the above methods,
feelings function modelsvere then fit (ten for expected feelings and ten for

experienced feelings) to explain how feelings best relate to value outcomes:

Feeling Model 1: NOw "Aw

Feeling Model 2: "Ow "

Feeling Model 3: "Ow -

AI8°h o ™
J =B’ @ T
Feeling Model 4: Ow 1 +§wé p
Taay 3R @ T
. ) o~ A Axs1+h o =
Feeling Model 5: Ow pgs R T
e A+h o m
Feeling Model 6: Ow 1 +m P
e BN T
, _ -~ A0 kh o T
Feeling Model 7: Ow P -
L Eh o 1
Feeling Model 8: "Ow I +w -
e @y Eh @ T
AW h o T
Feeling Model 9: Ow . 4 +ih'
Jn k. Ry m
. . JJ (0 Fl. W T
Feelng Model 10: "Ow 1 + q T .
T @y Eas Ry T

In all these modelsgprepresents the value (frorh2 to-0.2 for losses and from 0.2 to

12 for gains) andOthe associated feeling. The slopaween feelings and values is
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represented by the parameteestimated as a single parameter in all-addhbered
models, or separately for losses and gains in all -auembered models. If loss
aversion is reflected in feelings,y . whould be sigficantly greater tham 4 -and
evennumbered models should perform better overall. Similar to the curvature
parameter of Prospect Theory value functigrreflects the curvature of the feeling
function, i.e. the fact that feelings become moréess sensitive to changes in value

as absolute value increases (Feeling Models 3 to 6). In Feeling Models 5 and 6, the
curvature is estimated separately in the gain and loss domaingiféeheg functiom

iIs Sshaped (function concave for gains andvax for losses)s values should be
significantly smaller than 1. To ensure that a function with curvature fit the feelings
data better than a simple linear function with an intercept, Feeling Models 7 to 10 were
defined (as respective comparisons for Feeling Models} wwhereUrepresents the
intercept, or the offset (positive for gains, negative for losses) where feelings start for

values close to £0.

3.3.4.2 Model estimation

All these models were estimated in Matlab (www.mathworks.com) using a maximum
likelihood estimatiorprocedurgMyung, 2003) Given a Feeling ModéRah— with
—the set of parameterathe range of outcome values, akthe feelings data to be

modeled, the residuals from the model can be written as:

~

. @ Q- (Eq. 3-1)

Assuming an appropriate normal distribution for the residtiaddikelihood of a given

residual is:

fl. s  —— (Eq. 3-2)

where, represents the standard deviation of the residuals (an additional parameter to
be estimated). Then tif@inconfunction was usetb find the optimal set of parameters

(=, ) that minimizes the negative log likelihood (thereby maximizing the likelihood):
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1 TAIC 1 TG s, B — mi I, (Eqg. 3-3)

BIC scores were then calculated fockaubject using the following equation that

penalizes additional parameters in the model:
606 ¢l IflIc QA T (Eq. 3-4)

wherel TflGepresents the maximum of loglikelihofidestimated using equatid@
3above),(xhe numberofparmet er s in the model (includi
and¢ the number of data points (trials) that were fitted. BIC scores were calculated

for each subject and model, and then summed across subjects. Lower sum of BICs for

a given model compared toaher indicates better model fit.

3.3.5 Prediction of gambling choice
3.3.5.1 Estimation of logistic regression models

Feeling values from Feeling Model 3 (found to be the most parsimonious model
overall) were then used to predict choices in the gambling task. $pégjffor each
participant, the feeling associated with each amount was calculated using Feeling
Model 3 with that part.gandspEhostfa eachdraltoi mat e ¢
the gambling task, a feelings value was obtained for the sure option, the gain and the
loss presented on that trial. A feelings value of O was used when the amount in the
gamble trial was £0. The probability of choosthg gamble on each trial, coded as 1

if the gamble was chosen and 0 if the sure option was chosen, was then entered as the
dependent variable of a logistic regression (Choice Model), with feelings associated
with the sure option{ coded negatively in der to obtain a positive weight), the gain

("Q multiplied by its probability 0.5), and the loss tnultiplied by its probability 0.5)

entered as the 3 predictor variables:

T v 5oy e p
0 QWa wa &—
p Q (D.” (D." (O]

Logistic regressions were run on Matlab using tienfit function, using either

expected feelings (Choice Model 1) or experienced feelings (Choice Model 2). To

79



determine whether those modelled feelings predicted choice better tharbaakk
models, 5 other compaons models were used to predict choice from values (Choice

Models 3 to 7; sesection3.3.5.3below for details).

I n order to be compared across <conditio
standardized using the following equati{®fenard, 2004; Schielzeth, 201

where] is the standardized weight valye, the original weight for predictor
variablewobtained from the regressian, the standard deviation of variaklg and

i the standard deviatioof the dependent variabta here the binary choice values.
Standardized weight values were extracted from each regression and compared using

repeateemeasures ANOVA and paireddsts.

3.3.5.2 Loss and risk aversion modelling

Loss and risk aversion were estiettfor each subject using choice data from the
gambling task and based on Prospect Theory equatitatsneman and Tversky,
1979; Tversky and Kahneman, 1992; Selelssner et al., 2009; Fox and Poldrack,
2014) The model was estimated as explaimedChapter 2 (section2.4.1) using
equation®-3 to 2-6, resulting in a loss aversion parametdor each subject, as well

as estimates of risk preferericand I@it sensitivity* .

In particular,the model was used to estimate risk and loss aversion on half the choice
data, and to predict choice from subjective utility on the other half of choice data (see

section3.3.5.3below).

To predict individual differences in loss aversion from feelingsvalues were
extracted for each subject on the entire set of gambling choices. They were then log
transformed [In(+1)] to ensure positive values and normal distributions, and
correlated across subjects with the difference in how feelings about losses and feelings
about gains are weighted during choiEg(re 3-8).
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3.3.5.3 Comparison models

Choices were predicted from feelings using the esly built feelings function
(Choice Models 1 and 2). In order to examine whether this feelings function does a
better job at predicting choice than objective value, or chidrered subjective
utility, five other models were tested (Choice Models 3)to 7

First a simple AVal ue o tonpeedic ¢thoice Simplyibg e Mo
entering the amounts available multiplied by probability, regardless of associated
feelings parameterls and/ or subjective utility parameters such as loss and risk
averson. For example, if the choice is a mixed gamble between winning £10 and
losing £6, the three predictors will be £0*1 (sure option), £10*0.5 (gain)£&10.5

(loss).

The second comparison model included log(Value) as predictors (Choice Model 4).
Most gandard economic models account for the curvature of the utility function by
taking the logarithm of linear values. In this model and with the example above, the
three predictors would be computed as: 0 (sure option), log(10)*0.5 (gain}, and
log(6)*0.5 (loss).

The three additional models predicted choice from Prospect Tdeomed subjective

utility. To do so, risk and loss aversion parameters were estimated on half the choice
data using the model described above (se@iériand equation2-3to 2-6) for each
subject. One model included value weighted with the loss aversion pargniéter
p,Zpnmd, f Z ¢ ™; Choice Model 5); one included value parameterized
with the risk attitude parameterz (Zm p, Zp fi ™, Z ¢ T®,; Choice

Model 6); and tkb last model included both parametiercompute subjective values
Zmp Zpm® ™, f Z¢ T1@; Choice Model 7).

All seven logistic regression choice models were run on the other half of the choice
data, in order to be comparable and to avoid circularity for the thifised models.

The gambling task was designed stitdht each gamble was repeated twice; therefore,
one occurrence of each gamble was present in each half of the data. In addition, in
order to ensure the reliability of this sghialf analysis, 100 iterations were run with a
different data splitting on ewg iteration The loglikelihood of each model was
extracted from the logistic regression and BIC scores were calculated for each subject
(see Model comparison sectidnrt.2. The sum of BIC scores across sulgeeas then
calculated for each model and each iterationorder to report thenumber of
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simulations where the two feelings model performed better than the five comparison
models.

3.3.6 Replication and extension studies

Two separate studies were conducted pticate the findings and extend them to cases
where the impact of a loss and a gain on feelings is evaluated (i) within the same trial
(see Replication and extension studyséction3.4.7) and (ii) on the samanipolar

rating scale (see Replication and extension studg&ion3.4.8.

3.4 Results
Theanal ysis foll owed two main steps. First
with different monetary outcomegereused o bui | d a fAfeeling fun

we found the best fitting computational model to characterize how feelings associated
with different amounts of gains and losses relate to the objective value of these
amounts. Second, we tested whetherth mo d e | of feelings pre

choices on a separate task.

341 Characterizing a Afeeling functiono

The first aim wago characterize a model that best fit feelings to outcome value. To
that end, for each subject ten models sextion3.3.4abovefor equations and details)
were run to fit data of expected feelings to outcome value and ten equivalent models
to fit experienced feelings to outcome value. The models diffecad éach other in

two ways: with respects to their slope paramétgrafd to their curvature parameter

(). If models with oné parameter fit better than models with two (one for gains

( )and one for lossek ( )) that would indcate that gains and losses do not affect
feelings to different extents. If tWo fit better that would indicate a difference in the
magnitude of influence. If models with a curvaturé fit better than linear models

with an intercept -() that would sggest that the sensitivity of feelings varies as
outcomes increase, such that the feeling of winning/losing £10 is more or less intense
than twice the feeling of winning/losing £5. BIC values, which penalise for additional

parameters, showed that the bising model (i.e. the lowest BIC value) for both
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expectedfigure 3-2A) and experiencedr{gure 3-2B) feelings was Feeling Model 3

(seeTable3-1forBICandRv al ues), which has one 92 and
s 78 ho T
Ow o8 ’ho 1

wherewis the gain/loss amount (positive for gains and negative for losseXptaed

corresponding feeling.

This suge@sts that:

(i) feelingsé sensitivity to outcdomes ¢
Similar to Prospect Theorybés value func
(expect edO0.512+SD0.26,%(55)=14H5P<0. 00 1, Cohendés d=1
Cl=[0.4180. 558] ; exper iled5cteSD0.28, §55)F18.63Px0.001) =

Cohends d=205%30.639)p itdicalingthat théfeeling functiom was

concave in the gain domain and convex in the loss domain. Graphkigilye 3-3

showsthat the magnitude of feelings associated with £10 for example was less than
twice the magnitude of feelings associated with £5.

(ii) neither sensitivity (b) nor curvatu
sersitivity suggests that when feelings associated with losses and gains are evaluated
separately their impact is symmetrical, such that losses are not experienced more

i ntensely than gains. On the surface, t
averson o as pr opos e dKdiyemaam Jversky, t19Malnentan y

etal., 1991; Tversky and Kahneman, 1991, 199@ever, what wilbeshowedlater

is that while here losses do not necessarily impact feelings more than gains they are
weighted to a greater extent when making a choice gseton 3.4.6 below). With
regards to curvatur e, a single 92 was mo
gains and losses, suggesting that the extent of concavity for gains was equivalent to
the extat of convexity for losses.

Further support for point (i) came from the fact that all models with a curvature
par amet er o (-6 wezel betterdits, ointlieated by Bower BIC values,

than corresponding linear models with an intercept (Feelindels 710). This was

true both when comparing BICs for models fitting expected feelings (BIC difference
<-112) and experienced feelings (BIC difference&%®) (Table 3-1). Further support

for point (ii) came fronthe fact that Feeling Model 3 had lower BICs than other curved

functions with additional parameters that fit gains and losses with separate parameters
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(Feeling Models 4, seeTable 3-2) for both expected and expenced feelings. In
addition, the absolute impact of losses and gains on ratings of feelings relative to a
zero outcome revealed no difference (F(1,55)=0R&10 . 9220,00048).

A. Expected Feeling Models

Model  parameters in model Better fit (lower BIC)
number —

B
ﬁgain’ Bloss
B.p *

Bgain: Bloss= P

B- pgain! Pioss
Bgainl Blosss pgainl Pioss

B, e
Bgain- B|OSS' £
B: sgaim €ioss

Bgainl B|DSS’ Egainl Eloss

OO ~NoOG bk WN =

-
o

5000 5500 6000 6500 7000
BIC (sum across subjects)

B. Experienced Feeling Models

Model  parameters in model Better fit (lower BIC)
number D

B
Bgainv Bloss
B.p *
Bgainl BIoss- P
Bs Pgain- Ploss
Bgain’ B|OSS’ pgain’ Pioss
B, e
Bgain! Blosss €
B- 8_qain- €loss

OO~ WN -~

-
o

Bgain’ B|OSS’ sgain’ €ioss
5000 5500 6000 6500 7000
BIC (sum across subjects)

Figure 3-2. Feeling Models BIC values, summed across all subjects, are plotted for
the ten models fitting feelings to outcome value (ssetion 3.3.4.1 above for
equations), separately foh)Y Expected feelings ratings anfl)(Experienced feelings
ratings. Feeling Model 3 was the most parsimonious model, as indicated by lower BIC
values for both expected and expaced feelings.
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Table 3-1. Feeling Models

Expected feelings Experienced feeling:

Model Number of Name of
# parameters parameters Séjlrgsof Mean B Séjlrgsof Mean
1 1 b 6625.7 0.720 6561.1  0.637
2 2 Bgain, losD 6731.5 0.731 66950 0.648
3 2 b, o 5716.1 0.804 5594.0 0.744
4 3 Dgain, 0s§ O 57922 0.814 56284  0.758
5 3 b, gain, JlosD 5793.4 0.814 5685.6 0.753
6 4 Dgain, los) gaid osd 5938.8 0.819  5758.4  0.764
7 2 b, U 58333 0.800 56747 0.742
8 3 Bgain, 1o U 5905.1 0.811  5757.2  0.752
9 3 B ,gainlosdd 59477 0.808 57239  0.755
10 4 Bgain, losd gail) osL 6069.4 0.814  5851.3  0.761

Ten different models were fit to the feelings data in ordebdst explain its
relationship to amount lost and gained (seetion3.3.4.1abovefor exact equations).

All models were run separately on expected and experienced feelings. BA€ weoe
summed across subjects antivRlues averaged across subjects. Smaller BIC values
and higher Rvalues are indicative of better model fit. Note that BIC values cannot be
directly compared between expected and experienced feelings models beeause th
numerical values of the dependent variables are differértloRe cannot be used to
determine the best fitting model as it does not account for the number of parameters.

Table 3-2. Comparison between Feetig Model 3 and Feelings Models 4 to 6

Expected feelings Experienced feelings
Number of BIC Number of BIC
subjects (/56) difference  subjects (/56) difference
Model 3 > Model 4 46 -76.1 42 -34.4
Model 3 > Model 5 46 -77.3 44 -92.2
Model 3 > Model 6 50 -222.6 47 -163.1

Feeling Model 3 performed better than Feeling Models 4, 5, and 6 with additional
parameters. The table shows the number of subjects for which Model 3 performed
better than the compared model, as well as the statistics for the BIC différetmveen

the two models (Bl&odeisT BICcomparison modgt Negative values indicate that Feeling
Model 3 was more parsimonious (had a lower BIC).
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Figure3-3. A Fe el i nBlottédane expectedrarixiberienced feelings ratings

averaged across participants for each outcome value, as well as best fitting Feeling

Mo del 3. Average slope (b) across partioc
feelings and 0.819 = SD 0.37 for experienced feelings (paitedt trevealed no
significant difference bet wed®8vV,95%@&=: t ( 5°¢F
0.0790.155]). Average curvature)was 0.512 + SD 0.26 for expected feelings and

0.425 = SD 0.23 for experienced feelings. Bothalues were significalt smaller

than 1 (t(55)>14, P<0.001, -skiaped winctosandl >1 . 8
indicating diminishing sensitivity of feelings to increasing outcome vatuess also
significantly smaller for experienced relative to expected feelinggegbaitest:
t(55)=3.31, P =0142096% C1=0.03%M 138]) 0ssiggedting that the

Aii mpact biasodo grows with increasing outc

3.4.2 Controlling for different methods of calculating feelings

Feelings associated with lossaslagains were elicited using one of two different
scales and the impact of losses and gains on feelings were computed using three
different methods: as the change from the-pwotht of the rating scale, as the change
from the previous rating, and as theange from the rating associated with zero
outcome (i.e., the rating associated with not winning or not losing the equivalent
amount). For all the Feeling Models the latterdiae resulted in the best fiTable

3-3). Thus only results using this baselere reporteghowever, the resulisere the

same when using the other two methods of calculating feekuggestinghat the

findings do not depend on the method of calculating feelings.

86




















































































































































































































































































