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Abstract

Optical networks form the backbone of modern communications and the Internet and with

the ever increasing popularity of video streaming and other high bandwidth applications to

ever more connected and mobile devices the amount of traffic is increasing rapidly. It is the

overall aim of this work to investigate ways to maximise the efficient use of the backbone

optical network infrastructure by considering a holistic approach optimising the whole

optical network while considering the transmission impairments that degrade the optical

signal.

The work begins by considering the dominant linear and nonlinear impairments to optical

transmission and develops a simple model of transmission quality based on amplified

spontaneous emission noise and nonlinear interference through the Gaussian noise model.

The assumptions and accuracy of the model are discussed along with possible future

extensions and improvements.

The quality of transmission model is used to optimise the signal to noise ratio of signals

transmitted in a link and a simple three node network. It is shown that the individual signal

launch powers can be adjusted to evenly distribute the signal to noise ratio margin, slightly

improving the margin of the worst signal over a uniform launch power. The optimisation

is extended to a mesh network where the full optimisation of modulation format, routing,

wavelength and launch power are shown to increase the network throughput by upto 100 %

over a fixed modulation format, fixed power, go anywhere optical signal. Finally the use of

the quality of transmission model in sequential demand loaded networks is also considered.

This work will inform future planned work to include transmission impairments in the

abstraction of the optical transport layer to allow for a more robust design of co-existing

virtual networks.
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and numerous illuminating discussions as a fellow physicist.

To my colleagues at Peak Rail and friends in the Matlock area that provided a break

from the research, a chance to get away from the rush of London and relax with a good

pint. Finally to my mother and father, brother his wife and son who have not questioned

my late return to education.

4



Contents

Contents 7

List of Figures 9

List of Tables 10

List of Acronyms 11

List of Publications 14

1 Introduction 16

1.1 Optical Transport for the Internet . . . . . . . . . . . . . . . . . . . . . . 17

1.2 The Capacity Crunch . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3 The Problem to be Solved . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.4 Outline of Existing Solutions . . . . . . . . . . . . . . . . . . . . . . . . 21

1.5 The Approach of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . 24

1.6 Outline of the Remainder of this Thesis . . . . . . . . . . . . . . . . . . 26

2 Review of the Published Literature 28

2.1 Impairment Aware Networking . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Mixed Line Rate Networking . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Flexible Optical Networks . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Four Wave Mixing Mitigation . . . . . . . . . . . . . . . . . . . . . . . 33

2.5 Launch Power Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.6 Code Rate Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.7 Theoretical Advantage of Adaptation . . . . . . . . . . . . . . . . . . . . 36

5



3 Background 38

3.1 Wavelength Routed Optical Networks . . . . . . . . . . . . . . . . . . . 38

3.2 Nonlinear Optical Propagation . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 A Brief Review of Transmission Impairments . . . . . . . . . . . . . . . 43

3.4 Quality of Transmission Models . . . . . . . . . . . . . . . . . . . . . . 45

3.5 Erbium Doped Fibre Amplifier Noise . . . . . . . . . . . . . . . . . . . 46

3.6 Nonlinearity Mitigation by Digital Back Propagation . . . . . . . . . . . 47

3.7 ROADM Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.8 Realistic Example Mesh Network Topologies . . . . . . . . . . . . . . . 51

3.9 Traffic Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 Quality of Transmission Model 55

4.1 Symbol SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 Dependence of BER on SNR . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Required SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4 The Quality of Transmission Model . . . . . . . . . . . . . . . . . . . . 60

4.5 The Gaussian Noise Model . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.6 The Nonlinear Interference Efficiency Factor . . . . . . . . . . . . . . . 63

4.7 Check of the Model Assumptions . . . . . . . . . . . . . . . . . . . . . . 68

4.8 The Model in a Network Context . . . . . . . . . . . . . . . . . . . . . . 76

4.9 Extensions and Corrections to the Model . . . . . . . . . . . . . . . . . . 78

5 Link and Simple Network Optimisations 82

5.1 Link Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2 Optimisation of a Three Node Network . . . . . . . . . . . . . . . . . . 87

5.3 Comparison with Split Step Fourier Simulation . . . . . . . . . . . . . . 92

5.4 Conclusions for Simple Networks . . . . . . . . . . . . . . . . . . . . . 94

6 Offline Static Network Optimisation 96

6.1 Outline of Optimisation Process . . . . . . . . . . . . . . . . . . . . . . 96

6.2 Pre-solve Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.3 A Wavelength Continuity Relaxed Upper Bound . . . . . . . . . . . . . . 100

6.4 Routing, Modulation and Channel Assignment . . . . . . . . . . . . . . . 102

6.5 Launch Power and Spectral Assignment . . . . . . . . . . . . . . . . . . 105

6



6.6 Example Network Optimisations . . . . . . . . . . . . . . . . . . . . . . 108

6.7 Adapting the FEC Overhead . . . . . . . . . . . . . . . . . . . . . . . . 114

7 Online Sequentially Loaded Networks 119

7.1 BT Core Topology Parameters . . . . . . . . . . . . . . . . . . . . . . . 120

7.2 Simulation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.3 Investigation of Optimal Launch Power . . . . . . . . . . . . . . . . . . 124

7.4 Investigation of the Utilisation of 25 GbE Lanes . . . . . . . . . . . . . . 127

8 Summary and Further Work 136

8.1 Summary of This Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

8.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Bibliography 142

7



List of Figures

1.1 A possible view of the Internet, showing the hierarchy of networks. . . . . 18

1.2 The growth of internet traffic in North America. . . . . . . . . . . . . . . 19

1.3 The uptake of fixed wired broadband connections in the UK. . . . . . . . 19

1.4 The growth of programme request to the BBC iPlayer. . . . . . . . . . . 20

3.1 A possible ROADM design. . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 The build up of signal power and noise through multiple amplifiers. . . . 50

3.3 Topology of the 14 node, 23 link DTAG/T-systems mesh network. . . . . 52

3.4 Topology of the 14 node, 21 link NSF mesh network. . . . . . . . . . . . 53

3.5 Topology of the 12 node, 19 link Google B4 mesh network. . . . . . . . . 53

4.1 Illustration of the elements of a digital transmission link. . . . . . . . . . 56

4.2 BER vs symbol SNR for approximate and exact curves. . . . . . . . . . . 58

4.3 The nonlinear interference efficiency factor for SPM and XPM. . . . . . . 66

4.4 Ratio between closed form and numerical SPM and XPM efficiency. . . . 67

4.5 The ε coherence factor as a function of the channel separation. . . . . . . 69

4.6 The nonlinear interference efficiency factor versus number of spans . . . 69

4.7 Difference between total NLI and sum of SPM and XPM . . . . . . . . . 70

4.8 Normalised NLI spectrum of SPM. . . . . . . . . . . . . . . . . . . . . . 72

4.9 Normalised NLI spectrum of XPM for 50 GHz separation. . . . . . . . . 72

4.10 Normalised NLI spectrum of XPM for 500 GHz separation. . . . . . . . . 73

4.11 QPSK signal constellations after transmission. . . . . . . . . . . . . . . . 75

4.12 Ellipticity of the NLI on the IQ constellation. . . . . . . . . . . . . . . . 75

4.13 SNR penalty vs noise ellipticity in the IQ constellation. . . . . . . . . . . 77

8



4.14 The integration region for NLI. . . . . . . . . . . . . . . . . . . . . . . . 79

4.15 Nonlinear interference factor comparison of GN and EGN models. . . . . 81

5.1 SNR optimised link launch power and symbol SNR . . . . . . . . . . . . 85

5.2 Throughput optimised link launch power and symbol SNR. . . . . . . . . 86

5.3 A simple three node network showing the logical connections . . . . . . . 88

5.4 SNR optimised network launch power and symbol SNR . . . . . . . . . . 89

5.5 Throughput optimised network launch power and symbol SNR . . . . . . 91

5.6 Comparison of GN and SSF for the 3 node network . . . . . . . . . . . . 94

6.1 Flow diagram to illustrate the overall network optimisation process. . . . 98

6.2 Maximum network throughput vs launch power. . . . . . . . . . . . . . . 102

6.3 Maximum network throughput vs number of k-shortest paths considered. 103

6.4 Illustration of DWDM spectrum swapping process. . . . . . . . . . . . . 107

6.5 Total launch power allocation across each DWDM channel. . . . . . . . . 108

6.6 Network throughput gains for the three test topologies. . . . . . . . . . . 114

6.7 Client data rate versus symbol SNR with adaptive code rates. . . . . . . . 117

7.1 The BT 20+2 node UK core topology. . . . . . . . . . . . . . . . . . . . 120

7.2 Worst case nonlinear interference factor versus span length. . . . . . . . . 123

7.3 Flow chart of the routing and demand acceptance process. . . . . . . . . 125

7.4 1% blocking load versus launch power for the BT 20+2 node core. . . . . 127

7.5 Illustration of the transceiver connection options considered. . . . . . . . 128

7.6 Client data rate versus symbol SNR with code and format adaptation. . . 129

7.7 The flow process of routing and accepting sequential demands. . . . . . . 132

7.8 Blocking probability versus network load for the BT topology. . . . . . . 134

7.9 Number of active transceivers versus network load for the BT topology. . 134

9



List of Tables

3.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Loss assumptions of the optical components. . . . . . . . . . . . . . . . . 49

3.3 Details of the network topologies tested. . . . . . . . . . . . . . . . . . . 51

4.1 Parameters for the approximate BER expression in equation (4.11). . . . . 59

4.2 Symbol SNR requirements for various formats and BER. . . . . . . . . . 60

4.3 Noise improvement through ideal matched filter. . . . . . . . . . . . . . . 74

5.1 Summary of four different link optimization strategies . . . . . . . . . . . 87

5.2 Summary of four different 3 node network optimization strategies. . . . . 91

6.1 Summary of results for the DTAG/T-Systems core network. . . . . . . . . 110

6.2 Summary of results for the NSF network. . . . . . . . . . . . . . . . . . 111

6.3 Summary of results for the Google B4 network. . . . . . . . . . . . . . . 113

6.4 Transceiver options used with the 32 GBaud variable code rate. . . . . . . 116

6.5 NSF network throughput with variable code rates. . . . . . . . . . . . . . 117

6.6 DTAG/T-Systems network throughput with variable code rates. . . . . . . 118

7.1 Simulation parameters for the BT Network . . . . . . . . . . . . . . . . . 121

7.2 Transceiver options used with the 56 GBaud variable code rate. . . . . . . 124

7.3 Transceiver options used with the 32 GBaud variable code rate. . . . . . . 130

7.4 Network load for a number of blocking probabilities for the BT topology. 133

10



List of Acronyms

3R Re-time, Re-transmit and Re-shape

APSK Amplitude and Phase Shift Keying

ASE Amplified Spontaneous Emission

AWGN Additive White Gaussian Noise

BCH Bose Chaudhuri Hocquenghem

BER Bit Error Ratio

BPSK Binary Phase Shift Keying

CD Chromatic Dispersion

CO-OFDM Coherent Optical Orthogonal Frequency Division Multiplexing

DBP Digital Back Propagation

DSP Digital Signal Processing

DWDM Dense Wavelength Division Multiplexing

EDFA Erbium Doped Fibre Amplifier

FEC Forward Error Correction

FWM Four Wave Mixing

GbE Gigabit Ethernet

GN Gaussian

HD-BER Hard Decision Bit Error Ratio

HD-FEC Hard Decision Forward Error Correction

11



ILP Integer Linear Programming

KSP-BLSA kth Shortest Path with Balanced Load Spectral Assignment

LOGO Local Optimum Global Optimum

LOGON Local Optimum Global Optimum for Nyquist channels

LP Linear Programming

LSoHF-PSU-FFSA Largest slots-over-hops first policy with path-set updates and first-fit

spectral assignment

MILP Mixed Integer Linear Programming

MUX Multiplexer

NFV Network Function Virtualisation

NLI Nonlinear Interference

OH Overhead

ONG Optical Networks Group, University College London

OOK On-Off Keying

OSNR Optical Signal to Noise Ratio

PDL Polarisation Dependent Loss

PMD Polarisation Mode Dispersion

PM-BPSK Polarisation Multiplexed Binary Phase Shift Keying

PM-mQAM Polarisation Multiplexed m-ary Quadrature Amplitude Modulation

PM-QPSK Polarisation Multiplexed Quadrature Phase Shift Keying

PON Passive Optical Network

PSD Power Spectral Density

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

ROADM Reconfigurable Optical Add Drop Multiplexer

RRC Root Raised Cosine

SDN Software Defined Network

12



SNR Signal to Noise Ratio

SP-FFSA Shortest Path with First Fit Spectral Assignment

SPM Self Phase Modulation

WDM Wavelength Division Multiplexing

WRON Wavelength Routed Optical Network

WSS Wavelength Selective Switch

XPM Cross Phase Modulation

13



List of Publications

The following presentations and publications have been produced as a part of this work.

D. J. IVES & S. J. SAVORY, “Transmitter Optimized Optical Networks,” in Optical

Fiber Communications Conference, Anaheim, CA. (USA), Mar. 2013, JW2A.64.

D. J. IVES & S. J. SAVORY, “Fixed versus Flex Grid with Route Optimised Modulation

Formats and Channel Data Rates of 400 Gbits and Above,” in European Conference on

Optical Communications, London (UK), Sep. 2013, P.5.11.

D. J. IVES, A. LORD, P. WRIGHT, & S. J. SAVORY, “Quantifying the Impact of

Non-linear Impairments on Blocking Load in Elastic Optical Networks,” in Optical Fiber

Communications Conference, San Francisco, CA. (USA), Mar. 2014, W2A.55.

D. J. IVES, P. BAYVEL, & S. J. SAVORY, “Physical Layer Transmitter and Routing

Optimization to Maximize the Traffic Throughput of a Nonlinear Optical Mesh Network,”

in Optical Network Design and Modeling, Stockholm (SE), May 2014.

D. J. IVES, P. BAYVEL, & S. J. SAVORY, “Adapting Transmitter Power and Modulation

Format to Improve Optical Network Performance Utilizing the Gaussian Noise Model of

Nonlinear Impairments,” Journal of Lightwave Technology, Vol. 32, No. 21, Nov. 2014,

pp. 3485–3494.

D. J. IVES, P. BAYVEL, & S. J. SAVORY, “Assessment of Options for Utilizing

14



SNR Margin to Increase Network Data Throughput,” in Optical Fiber Communications

Conference, Los Angeles, CA. (USA), Mar. 2015, M2I.3.

A. ALVARADO, D. J. IVES, S. J. SAVORY, & P. BAYVEL, “On Optimal Modulation

and FEC Overhead for Future Optical Networks,” in Optical Fiber Communications

Conference, Los Angeles, CA. (USA), Mar. 2015, Th3E.1.

D. J. IVES, P. BAYVEL, & S. J. SAVORY, “Routing , Modulation , Spectrum and

Launch Power Assignment to Maximize the Traffic Throughput of a Nonlinear Optical

Mesh Network,” Photonic Network Communications, Vol. 29 , No. 3, Mar. 2015, pp.

244–256.

A. MITRA, D. IVES, A. LORD, P. WRIGHT, & S. KAR, “Non-Linear Impairment

Modeling for Flexgrid Network and its Application in Offline Network Equipment Upgrade

Strategy,” in Optical Network Design and Modeling, Pisa (IT), May 2015.

15



1
Introduction

OPTICAL networks, consisting of routers and switches interconnected by optical fibres,

form the backbone of modern communication networks and the Internet. It was

the development of low loss optical fibre combined with their high bandwidth that made

optical fibre communications ideal for high speed, high capacity, long distance point-

to-point communications. The development of transparent and re-configurable optical

add-drop multiplexers (ROADM) allows these point-to-point links to be joined into a

transparent optical network allowing the transparent wavelength routing and switching

of optical signals from source to destination. This gives rise to potentially long optical

paths which coupled with the high optical intensities leads to nonlinear interference and

cross talk between the communication signals. The nonlinearity limits the power that can

be transmitted and thus the quality of signal transmission and associated maximum data

capacity. Given a network with limited resources in terms of number of fibres, connectivity,

bandwidth and signal quality this work will consider how best to utilise the available

resources to maximise the transport of data while placing a strong emphasis on including
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Chapter 1. Introduction

the transmission impairments and their effects in a network context.

1.1 Optical Transport for the Internet

The Internet can be viewed as a layered hierarchy of interconnected networks [1–3] as

illustrated in figure 1.1. At the regional operator level an optically transparent mesh network

forms the core data transport layer interconnecting a small number of core nodes. These

core nodes are connected via electrical edge routers to metropolitan ring networks and the

metropolitan nodes are in turn connected to a local access network. The local access to

the user can be provided by a passive optical network, PON, electrical ADSL or wireless

network. As the transmission technology improves, it is anticipated that the range of the

local access PON may be extended sufficiently to remove the need for the metropolitan

ring network with the access networks connected directly to the edge routers of the regional

core [4].

This work will focus on the core optical transport network where high capacity

aggregated signals are transported over regional and worldwide distances.

1.2 The Capacity Crunch

Since its inception the growth of data traffic across the Internet has been relentless. Studies

of data traffic [5] and future predictions of data traffic [6] in North America are shown

in figure 1.2 and show a growth of approximately 50 % per annun. While historical data

shows the rate of growth to be decreasing, a growth of approximately 33 % per annum was

expected in 2015 [7]. In the UK the uptake of fixed line broadband connections [8, 9] is

shown in figure 1.3 and has grown tremendously since 2000 but since 2008 growth slowed

to approximately 6 % per annum with now almost one connection for every three people.

Also over the period from 2008 to 2014 the average actual fixed line broadband speed has

increased from 3.6 Mb·s−1 to 22.8 Mb·s−1 an increase of approximately 33 % per annum

[10].

This growth is matched in the same period since 2009 where the BBC have reported [11]

an approximately 33 % per annum growth in requests for programmes as shown in

figure 1.4. Also over the period 2007 to 2015 YouTube® increased the maximum vertical
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Inter-regional and
world wide network

Edge
Router

Edge
Router Edge

Router

Regional Core
Transparent Optical Network

Metro
Optical Ring
Network

Metro
Optical Ring
Network

Local access PON

Wireless
access

Figure 1.1: A possible view of the Internet, showing the hierarchy of networks.

resolution of its video from 240 to 4320 lines with a consequence increase in compressed

data rate per video stream 1 from approximately 0.25 Mb·s−1 to 20 Mb·s−1. This shows

the growth of data traffic across the internet has been fuelled in three ways: through an

increase in the number of users, an increase in the usage by individual users and through

an increase in the quality and, thus, data requirements of the services provided.

It is anticpated that with the move to higher resolution video content for 4K and 8K

screens that this growth in data usage will continue.

1Private download by author of 128 s of test video, 3.6 MB for 240 line version and 316 MB for 4320

line version https://youtu.be/sLprVF6d7Ug.
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1.3 The Problem to be Solved

This work considers a transparent wavelength routed optical network operating under

the modern paradigm using high dispersion, uncompensated fibre links and polarisation

multiplexed coherent optical transceivers. The overall questions are, in such a future optical

network how should the transceiver operating parameters and ROADM routing be assigned

to maximise the utilisation of the network resources? That is how should the installed fibre

resource be used to maximise the transport of useful data?

In this work I consider both static optimised network design and sequential demand

driven networks. In the first case the network would be designed and fully illuminated

on day one with no further changes during its lifetime while in the second the network

traffic is built up gradually by carefully adding lightpaths. It is anticipated that in the future,

dynamic lightpaths will be added and removed, adapting the network to the prevailing

traffic patterns. There is still considerable network research required to demonstrate to

network operators that such dynamic operations are both useful and without risk to existing

customers.

It is important to consider the physical transmission impairments that cause signal

degradation and data loss to ensure that the network design solution is practical. A simple

but effective model of nonlinear signal transmission quality is required to predict the quality
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of signals that have traversed a variety of routes within the network and interacted with

numerous other signals giving rise to nonlinear interference. This nonlinear impairment

aware quality of transmission model is required to predict signal quality and end-to-end

BER for the range of network routes and transceiver parameters that may exist in the

network.

In such an impairment constrained nonlinear network what are the limited resources that

we wish to utilise more effectively? Within each link the resources are bandwidth and in

some way signal power. The bandwidth is clearly a resource that is utilised to transport

data and has a total sum constraint, but signal power? This is in some way a resource as

signals with high signal power necessarily restrict the SNR and thus data capacity of other

signals through nonlinear interference, thus if some signals do not use power then other

signals may be able to use more power to increase their SNR and increase their capacity.

So signal power is a limited resource but the constraint is not a simple sum.

In an impairment constrained nonlinear optical network how should the transceiver

and ROADM parameters be set? That is the transceiver signal parameters of modulation

format, symbol rate, carrier frequency, FEC overhead, launch power and the ROADM

parameters setting wavelength dependent switching and thus signal routing. This work

begins by looking at the specific problem of maximising the useful data throughput of a

given network topology with a fixed fibre resource and traffic pattern. With the associated

secondary optimisation to minimise the number of transmitters, and maximise the available

SNR margin to minimise the BER of each transmission.

It is hoped these initial optimisations will provide insight into generic rules that restrict

the overall parameter space of the transceiver and ROADM where the optimum solutions

are found. This will be used to inform future control plane algorithms, cognitive or virtual

control planes, about how the scarce network resources should be best utilised.

1.4 Outline of Existing Solutions

In order to support this growth in traffic demand, optical communications have evolved

with the continuing goal to transmit more data for the same or lower cost [12–14]. The

throughput of point-to-point optical transmission links has been continuously increased,

starting with simple OOK the throughput was limited by transmission losses and the
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bandwidth of the terminal equipment. The transmission losses were overcome through the

development of the EDFA [15] leaving the throughput limited by chromatic dispersion

and PMD. Further gains in link throughput were achieved by adding multiple channels

onto a single fibre through wavelength division multiplexing [12]. The development of

coherent optical receivers with digital signal processing allowed the mitigation of the linear

transmission impairments [16] and the development of high order polarisation multiplexed

modulation formats where each modulated symbol can represent multiple information

bits [17]. Modulation formats as high as PM-2048QAM with 22 bits·symbol−1 have been

demonstrated [18]. In terms of overall data transport a total throughput of 102.3 Tb·s−1

over a single fibre 240 km link [19] and 61.9 Tb·s−1 over a 5920 km single fibre link [20]

have been demonstrated.

The mitigation of linear impairments leaves the transmission limited by noise from ASE

and noise like nonlinear interference. In dispersion managed networks utilising low symbol

rate OOK signals the dominant source of nonlinear interference is from FWM between

the equally spaced DWDM channels. For OOK the residual optical carrier has a high PSD

leading to a strong nonlinear interaction between the channel carriers. Also the dispersion

management reduces walk-off allowing a longer interaction length for FWM to build up.

The reduced dispersion also increases the SPM and XPM but these lead to a nonlinear

phase noise . This does not directly affect the signal amplitude but causes timing jitter. The

FWM between DWDM channels can be reduced by offsetting the carrier frequencies from

the channel centre in such a way as to ensure the FWM products do not impact on other

channels [21]. This is only suitable where the DWDM channel spacing is much greater than

the signal bandwidth. For coherent systems operating with high dispersion and with high

bandwidths, digital signal processing in the form of digital back propagation [22] attempts

to mitigate the nonlinear interference by backward simulation of the transmission link.

This is limited by available receiver bandwidth and incomplete knowledge of stochastic

processes within the link, ASE noise and the exact build up of PMD [23].

The most recent development in high throughput point-to-point links have looked at

using multiple cores or multiple modes to increase throughput through spatial division

multiplexing with upto 36 cores or 15 modes being demonstrated [24, 25].

The development of wavelength selective ROADMs [26] has allowed the interconnection

of point-to-point fibre links such that optical signals can be transparently routed from one
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fibre link to another, dropped to receivers or added from transmitters to allow local data to

enter and leave the network. ROADMs allow the fibre links to be interconnected as a mesh

network and allow the transparent end-to-end routing of signals based on their wavelength.

This changes the situation from point-to-point communications, we still wish to support

growth in traffic but must transport traffic between different sources and destinations as

required. This leads to a varying load across the network with some links more congested

than others and also a variety of transmission impairments on signals depending on their

route through the network.

Wavelength routed optical networks traditionally used a fixed grid of frequencies spaced

at 100 GHz and more recently 50 GHz for the signal carrier frequencies [27]. This gives

all signals the same bandwidth leading to wasted bandwidth where low data rate channels

are used and intermediate guard bands where two or more channels are co-routed. Flexible

or elastic grid networking allows the establishment and routing of an adjustable bandwidth

signal path. Finer granularity, typically 12.5 GHz, wavelength slots can be selected to

provide a stepwise and more importantly allows multiple slots to be co-routed providing

a continuous variable bandwidth signal path [28]. This allows a more efficient use of the

available transmission bandwidth and has been shown to increase link throughput and

gives a greater impact on overall network throughput [29].

The variety of route lengths and paths through a wavelength routed optical mesh network

leads to a variety of transmission impairments giving signals with different quality of

transmission. Traditionally the approach was to use transmitters capable of error free

transmission over all routes within the network [30]. However the overall network efficiency

can be increased by matching the modulation format to the route. Network design utilising

mixed line rates, using OOK at 10 Gb·s−1, DQPSK at 40 Gb·s−1 and PM-QPSK at

100 Gb·s−1 has been used to increase throughput and reduce capital expenditure on

transmitters [31].

Given knowledge of the transmission impairments it is possible to use models to predict

the transmission quality and use this information to inform the routing process [32, 33].

Much of this work has been carried out for direct detection OOK transmission but recently

a number of models suitable for dispersion unmanaged transmission with polarisation

multiplexed coherent signals have been developed [34–36].

The development of software defined transceivers [37–39] allows the automatic and
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remote reconfiguration of transceiver parameters including modulation format to allow

better and real time optimisation of the network throughput. For a given quality of

transmission the modulation format can be adapted, but this leads to large steps in the

required SNR. To fully utilise the available SNR between these steps the FEC overhead

can be adapted to maximise the error free information rate [40].

For nonlinear transmission the transmitter launch power is an important factor controlling

the quality of transmission. Too little power results in a poor signal to noise given the

fixed amplifier ASE noise. While too great a launch power results in increased nonlinear

interference and also increases the interference on neighbouring channels. The launch

power can be optimised globally based on a worst case with fully loaded links to either

maximise the signal SNR [41] or maximise the linear OSNR margin [42]. Some launch

power adjustment around a global optimum [43] has been shown to slightly improve

network throughput while Birand et al. [44] examined dynamic power control to maintain

transmission performance while minimising interference. Recently the GN model has been

used to optimise individual channel launch powers [45, 46]

1.5 The Approach of this Thesis

In this work it is assumed that maximising the data transported is the driving force and

that the network resources will be heavily utilised. As such the investigation will consider

how to operate the network in a resource scarce regime to maximise the throughput with

little regard to complexity or cost. It will be assumed the network is using the most modern

technology and will be operated in the high dispersion unmanaged regime with only

polarisation-multiplexed coherent transmission formats.

It is intended to take a holistic approach and optimise the whole network to achieve

these aims. Ideally the whole network would be optimised through a multi-parameter

optimisation where routing, wavelength assignment and transmitter parameters such as

symbol rate, modulation format , FEC OH and launch power are all considered together. In

this work the optimisation space has been reduced by considering only fixed grid DWDM

systems which avoids the complexity of routing with wavelength contiguity constraints.

The optimisation was also separated into a multi-stage optimisation allowing the routing,

wavelength, modulation and FEC OH to be assigned separately to the optimisation of
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the launch power. This leaves the possibility of further improvements in the optimum if

a technique that optimises all the transmission parameters together can be found with

suitably low complexity.

An important optimisation metric of this work is the network throughput. Network

throughput is here defined through equation (3.15). It is the total client data transported

by the network that satisfies the traffic profile. It is the sum of all ingress client data,

which is equal to the sum of the egress client data, that satisfies the traffic profile. In this

work the traffic profile is uniform with equal traffic between all node pairs. Thus all the

client data flows between all node pairs must be equal to satisfy the traffic profile and

so the network throughput is equal to the minimum client data flow between any source

destination pair taken over all possible source destination pairs multiplied by the number

of source destination pairs.

Another important metric is the signal quality of transmission described by the symbol

SNR. In this work I consider the symbol SNR as the SNR measured at the input to the

decision circuit within the receiver. Since in this work I only consider hard decisions this

is the point where the processed sampled analogue signal is mapped to received bits. The

symbol SNR includes many sources of noise but in this work I include just the dominant

components of optical amplifier noise and nonlinear interference. It is assumed that other

noise sources in the transmitter and receiver both electrical and digital can be neglected.

Within a network context the signal traverses links and nodes it will be assumed that

the nodes do not degrade the quality of transmission. The affect of amplifier noise in the

nodes can be mitigated by pre-compensating for the ROADM loss giving a higher signal

power within them. The effects of filtering and isolation within the ROADM nodes, non-

ideal wavelength flatness of amplifiers and PDL are neglected as a source of transmission

impairment. Such effects are dependent on specific technologies and are not a fundamental

limitation. It is assumed that in the future such impairments can be significantly reduced

and are thus not included in this work.

The key differences between the approach of this work and previous works are;

1) to consider a network with only polarisation-multiplexed coherent transmission

formats operating in the the high dispersion unmanaged paradigm and use the GN

model of nonlinear impairments
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2) to place a strong emphasis on the launch power and how this affects the nonlinear

impairments and how its adjustment can improve network performance

3) to maximise network throughput, rather than for example minimise cost, by adjusting

all the transmitter parameters in particular the launch power.

The throughput of a mesh network is increased by improving the throughput of each

point-to-point link but the overall benefits to the network depend on the traffic profile and

the ability to route individual transmitters without wavelength collisions. It is intended

that this investigation will lead to an understanding of the scarce limited resources in a

network and how best they should be utilised to maximise the transport of data.

1.6 Outline of the Remainder of this Thesis

The remainder of this thesis is organised as follows. In chapter 2 a more detailed review

of the literature and previous work is provided. This is followed by a description of the

essential background ideas required to understand the main work in chapter 3.

Chapter 4 describes in detail the quality of transmission model used, based on ASE

noise and nonlnear interference from the GN model . The originality of this work relates to

the adaptation of the GN model to a network context. The GN model was also simplified

to a matrix multiplication that calculates the nonlinear interference on all the signals

depending on the power in all the other signals. The chapter also discusses the assumptions

used in the simplification and also assesses the errors caused by their use.

The quality of transmission model is used in chapter 5 to optimise a point-to-point

link and a simple three node, two link, inline network. The launch power of individual

channels is adapted to achieve a number of network wide optimisation goals; maximising

the even SNR, maximising the throughput... The operating bandwidth used in this chapter

is small allowing the wavelength assignment to be investigated through brute force trial

of all possible allocations. The work results in a number of heuristic rules that give near

optimal performance.

26



Chapter 1. Introduction

The ideas of launch power adaptation are extended to realistic mesh networks in chapter 6.

ILP is used to solve the routing, wavelength and modulation format assignment problem

to maximise the data throughput given a fixed uniform traffic profile. The individual

launch powers are optimised to maximise the SNR margin evenly on each signal and this

margin is subsequently used in the ILP to increase the data throughput further. The chapter

also explores the use of different FEC OH to bridge the SNR gap between the discrete

modulation formats.

Chapter 7 considers a sequential demand driven network . This work was carried out in

parallel with the work of chapters 5 and 6. For large networks the use of ILP to solve the

routing and wavelength assignment is not tractable due to its complexity. In all likelihood

in real installed networks the traffic will increase and transceivers will be added lighting

more paths until the network can accept no further traffic. In particular the work of this

chapter included nonlinearity into a demand driven network simulator and explored how

this affects the blocking probability of demands in the network.

Finally the work is summarised in chapter 8 and some directions for further work are

considered.
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2
Review of the Published Literature

THIS chapter contains a review of the literature relating to network optimisation.

Much of the previous work considers direct detection OOK transmission with

associated assumptions and approximations. The work of this thesis will differ in many

cases by assuming that the transmission systems of the future will operate with polarisation

multiplexed coherent formats and that the transmission medium will have high unmanaged

dispersion and operate in a nonlinear region.

2.1 Impairment Aware Networking

In transparent DWDM optical networks the transmission of data is affected by physical

layer impairments. Thus to guarantee error free transportation of data the signal path must

deliver a suitable quality of transmission. Impairment aware networking aims to consider

the impairments in the design and routing of optical transport signals. Numerous papers

have been published and summarised in a number of reviews [32, 33, 47]. Within these

the most popular transmission rate is 10 Gb·s−1 OOK utilising direct detection, on a fixed
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100 GHz DWDM grid [33].

The inclusion of transmission impairments has been carried out in a number of ways;

through a post routing and wavelength assignment verification that there is a suitable

quality of transmission, through a quality of transmission constraint applied within the

routing and wavelength assignment and through a joint quality of transmission aware,

routing and wavelength assignment that tries to maximise the quality of transmission. In

some instances a simplified model of the quality of transmission is used to avoid complexity

issues. In such cases the quality of transmission of the final solution may be verified or the

quality of transmission constraint is given a sufficiently large margin to guarantee the final

quality of transmission.

There are many choices for a quality of transmission metric, the most popular in the

published literature [33] are; BER, OSNR, Q-factor, cross talk, power and equivalent length.

While BER is popular as it reflects the ultimate requirement when uncoded or hard decision

FEC is used, for example in traditional OOK transmission, the accumulation of this metric

over multiple links is complex. The second and third most popular choices OSNR and

Q-factor can, in traditional OOK transmission, be accumulated from the addition of a

sequence of penalties for the various impairment. In this work the related symbol SNR

is used as the quality of transmission metric as it is both easy to accumulate while also

modulation format and symbol rate agnostic. The symbol SNR is outlined in section 1.5

defined in section 4.1 and includes both linear and nonlinear noise sources.

2.2 Mixed Line Rate Networking

One way to improve network utilisation is to use transmitters with different data rates

for different connections. This may be useful where different demands exist for different

connections and the cost of provisioning equipment can be reduced by using cheaper slower

transmitters where demand does not require higher cost, high speed transmitters. It is also

useful in a network context since in general shorter routes have fewer impairments allowing

high speed transmitters to transport more data while longer routes are more affected by

impairments such that error free transmission is only possible for slower transmitters. Thus

mixed line rate networking allows the adaptation of the transmitter rate based on either the

traffic demand and/or the physical layer impairments to optimise global network goals.
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The term mixed line rate refers to the use of transmitters with different client data rates

and also includes mixed technology types. For example Nag et al. [31, 48, 49] consider

mixed line rate networking with transmitters capable of 10, 40 and 100 Gb·s−1 utilising

OOK, DQPSK and PM-QPSK formats. An impairment model based on linear impairments

and noise is used to assess the suitability of each modulation format on a given light

path. The routing and line rate assignment is carried out with both a flow based ILP and a

heuristic with the objective to minimise the network cost. Quantifiable benefits are difficult

to extract; in [31] it is concluded that “... one can save quite a bit of capital expenditure...”

through the utilisation of a multi-line rate approach. In their earlier paper [49] looking

at the modified 14 node, 22 link NSF network with a total traffic of 10 Tb·s−1 they

demonstrate a cost saving of 48 % by moving from 10 Gb.·s−1 fixed line rates to mixed

line rates and a reduction in the number of transceivers from 1050 to 277. This advantage

comes from the improved spectral efficiency. They also point out that the network can not

support 20 Tb·s−1 utilising 10 Gb·s−1 line rates alone while it can using a mixed line rate

approach. The work is extended in [50] to introduce nonlinear impairments and shows that

the network cost is influenced by the transmitter launch power. Finally the emphasis is

changed to minimise the energy cost in [51, 52], where it is shown that transparent optical

networks reduce energy usage over translucent or opaque optical networks. Nag et al. [52]

also introduce an ILP formulation robust against traffic variation.

The use of mixed optical line rates to design a network to transport ethernet over ethernet

paths and tunnels is shown by Batayneh et al. [53, 54]. While Aparicio-Pardo et al. [55]

describe an ILP to design a mixed line rate network with due regard for the quality of

transmission that also simultaneously designs the virtual topology to minimise the network

cost for a given traffic demand. Christodoulopoulos et al. [56, 57] use a reach based

transmission constraint to optimise a mixed line rate network. The effective length of each

link depends on the network state and allows the inclusion of the adverse nonlinear effects

between different line rates.

The above work is related to static network design, similar techniques have been applied

to dynamic demand driven networks [58, 59] again with 10, 40 and 100 Gb·s−1 rates

provided by OOK, DQPSK and PM-QPSK each within a fixed 100 GHz channel. The

routing algorithm was based on a expansion of the network graph one for each wavelength

channel where the edges and nodes are weighted by the physical impairments. Heuristic
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weights for chromatic dispersion, PMD, SPM, XPM and ROADM filtering were included.

The algorithm finds the minimum weighted route on each wavelength graph before carrying

out a BER estimation. The route and wavelength with the minimum BER is chosen. Before

the request is set up the effect on all existing light paths is checked. There is a small

improvement of around 3 % in the accepted network load at the relatively high blocking

probability of 10 % in comparison with the basic shortest path first fit wavelength allocation.

In general the ideas of mixed line rate networking are used in this thesis through the

adaptation of the modulation format, utilising higher order modulation formats where

the quality of transmission allows. The use of different technologies, direct detection or

coherent detection, is not considered in this work.

2.3 Flexible Optical Networks

Elastic optical networking was introduced and demonstrated in [60, 61] where the

bandwidth of the optical path can be elastically expanded to match the bandwidth required

for a given transmission data rate. This avoids wasted bandwidth by only utilising the

bandwidth required. The concept and benefits of elastic optical networks were further

outlined in [28, 62, 63] showing that the advantage of the technique is a saving of wasted

bandwidth for low data rate channels and a reduction of guard bands by combining channels

to form continuous high bandwidth channels for high data rate applications. The releasing

of locked bandwidth has been shown to give a greater multiplicative increase in a network

context. Wright et al. [29] show that using 400 Gb·s−1 PM-16QAM in an 87.5 GHz

bandwidth is 128 % more efficient than using 4 off 100 Gb·s−1 PM-QPSK on a 50 GHz

grid for a point-to-point link but when the same is used in a dynamic demand driven

network simulation the network throughput was increased by 166 % for the same blocking

probability.

Much of the advantage of flexible grid networks is due to the improved overall spectral

efficiency by reducing wasted bandwidth. These gains apply equally to point-to-point and

network contexts. These flexible grid ideas become more interesting when combined with

bit rate adaptation allowing the reduction of spectral usage when the signal transmission

quality allows for a higher modulation format. The idea of bit rate adaptation in elastic

optical networks was described by Kozicki et al. [64]. They show that by adapting the
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bit rate to the transmission distance the overall spectral efficiency can be increased. An

experimental demonstration utilising DQPSK and 16APSK both at 42.7 Gb·s−1 gave an

improvement in spectral efficiency of 45 % when 10 out of 16 channels traversed a short

distance and were suitable for the 16APSK modulation.

These ideas were developed in [30, 65–67] based around three modulation formats

PM-16QAM at 14 Gbaud using 37.5 GHz of optical bandwidth, PM-QPSK at 28 Gbaud

using 50 GHz of optical bandwidth and PM-QPSK at 28 Gbaud using 62.5 GHz of optical

bandwidth. Each format provides a data rate of 100 Gb·s−1 and had a reach of 5, 10 and

>10 hops were each hop was just 50 km and the maximum hop count was determined

from a full system simulation but neglecting nonlinear impairments. With static network

routing using this approach [30] shows a 45 % improvement in spectral efficiency for a 12

node ring topology with uniform traffic while [65] show an 18 % improvement in spectral

efficiency for a 6x6 square grid mesh network. For dynamic, demand driven loading [66]

shows a 42 % increase in load for a 7x7 square mesh network and a 63 % increase in load

for the COST266 European topology, both for a blocking probability of 1 %.

Zhang et al. [68] select the highest order modulation format and then use CO-OFDM

bandwidth adaptation to match the required data rate. They develop a number of routing

algorithms and compare these with SP-FFSA and KSP-BLSA. Considering the 14 node,

22 link NSF topology they show their LSoHF-PSU-FFSA algorithm gives improvements

of several orders in blocking probability at low loads over SP-FFSA, but this is a simplistic

algorithm, and a 10 % increase in accepted load at 1 % blocking over the KSP-BLSA

routing algorithm.

The optimisation of the bandwidth and modulation format is tackled in [69, 70] where

ILP formulations suitable to solve the routing, modulation level and spectral assignment

problem are presented along with a number of heuristics. The techniques are tested on the

14 node, 23 link German telecommunication network. It is shown that the advantage of

elastic bandwidths is largest for light traffic loads where the bandwidth used is reduced

by more than 60 % over the fixed grid. The use of adaptive modulation level reduces the

bandwidth used by approximately 25 % for all network loads.

In this thesis a simpler fixed grid is used leaving the advantages and complexities of a

flexible grid to be investigated in further work.
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2.4 Four Wave Mixing Mitigation

One of the areas considered in this thesis is the mitigation of nonlinear interference through

routing, wavelength and launch power assignment. In traditional dispersion managed OOK

systems, FWM between DWDM signals is a significant nonlinear impairment. It has

been shown that for a sparsely populated spectrum by careful allocation of the channel

centre frequency away from a regular grid the FWM components can be generated away

from the transmission signals eliminating the interference at the expense of an increase

in bandwidth usage [21, 71]. Thing et al. [72] showed that by fractionally adjusting the

optical carrier frequency within the 100 GHz grid the average BER of eight 10G OOK

channels could be decreased by a factor of 20. Adhya et al. [73, 74] considered FWM

in the design of a logical network on the physical layer and equalised the SNR across

channels by routing longer paths to the outer parts of the spectrum to reduce the number of

interfering FWM components. They used a simple count of FWM components to assess

the FWM impact. In this work given the use of the new high dispersion paradigm such that

FWM is considerably reduced and the use of coherent transmission formats, the nonlinear

interference is dominated by SPM and XPM. Also in this work adjustment to the optical

carrier frequencies, to mitigate FWM, was not possible since most of the optical bandwidth

was fully occupied.

2.5 Launch Power Control

The optimisation of launch power has been examined both from a global and individual

channel point of view. Serena and Bononi [75] showed for a link that in the asymptotic

limit of a large operating bandwidth the signal power spectral density, PSD, that minimises

the nonlinear interference for a given total power is a uniform PSD across the operating

bandwidth. Palkopoulou et al. [76] investigated optimised static network design using

simulated annealing with variable symbol rate transponders. They showed that maintaining

a constant launch PSD used less spectrum and fewer transponders than maintaining a

constant launch power per transponder. The former launches more power for higher Baud

transmission.

Poggiolini et al. [77] show that the optimum launch power for a complete path is

obtained when the SNR degradation in each link is locally minimised. This is the LOGO
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concept where the launch power into each span can be locally optimised to obtain the

path global optimum. To simplify this further the assumption of high network loads and

thus fully loaded fibres with Nyquist spaced channels leads to the LOGON model [35, 77]

for network design where the SNR degradation of each link is calculated assuming fully

loaded fibres at the optimum launch power.

Pastorelli et al. [42, 78, 79] compared network optimisation for two situations; global

maximisation of the linear part of the OSNR margin to give the system maximum headroom

for OSNR degradation and global maximisation of the BER margin giving the minimum

BER. It is shown that a more robust network design is possible following the maximisation

of BER margin.

Beyranvand and Salehi [80] use a closed form approximation of the GN model to

optimise the global launch power to maximise the transmission reach. They use this

physical layer model in a dynamic demand driven network to find the most dominant route

and show the most dominant route selection leads to lower blocking, and higher OSNR in

the 14 node, 22 link NSF mesh network and the 24 node, 43 link USA backbone.

Birand et al. [44, 81] examined dynamic power control based on a measured step wise

differentiation of the SNR with launch power. The technique uses optical performance

monitors to adapt the launch power to maintain a network performance guarantee. Recently

Nakashima et al. [82] have developed a margin balancing algorithm that reduces the power

of high margin signals and increases the power of low margin channels while also applying

nonlinear compensation. The approach balances the margin and increases the number of

channels providing sufficient quality of transmission.

A small amount of work has been carried out on launch power adaptation in networks.

Power adaptation in OFDM signals is common in RF communications and has been

shown by Yang et al. in CO-OFDM [83]. They demonstrate an optimal power distribution

between sub-carriers such that a 4QAM modulated 10.7 Gb·s−1 signal can be uprated to

13.3 Gb·s−1 by moving half the sub-carriers to 8QAM modulation. The demonstration was

carried out in the linear transmission regime.

In [43] an impairment aware routing is upgraded to include some basic power adaptation.

A quality of transmission model based on linear cross talk and XPM weights is used and a

single step wise power adjustment ±1 dB is made to achieve a target weight. The small

power adjustment is made around a previously optimised reference point [59] and resulted
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in a small improvement in blocking in a dynamic, demand driven simulation of the 14

node, 21 link NSF mesh network. The technique is developed in [84] where the weight

calculated from the auxiliary graph is directly linked to the launch power through a look

up table.

Gao et al. [85] include power control in the routing and wavelength assignment of a

dynamic demand driven network with mixed line rates. The route with the minimum power

requirement is selected. On the 24 node 43 link USA backbone network blocking is less

than or equal to the optimum fixed launch power. A 0.2 dB margin was found to be optimal

at light path set up in order to provide some buffer against future blocking. The blocking

advantage over a fixed optimal launch power appears to only occur at high blocking levels.

More recently Yan et al. [46] presented a formulation to jointly optimise any combination

of bandwidth, power, and SNR margin, through optimal joint selection of modulation

formats, carrier frequencies, and PSDs in flexible-grid optical networks. They demonstrate

the formulation for a three node network showing a reduce spectral usage in comparison to

a fixed grid baseline [34].

2.6 Code Rate Adaptation

The code rate of the transmission can be adapted to give error free data transmission where

the SNR is insufficient for a preferred fixed FEC OH. Gao et al. [86] described a family of

HD-FEC codes that can be used to provide adapted rate transmission. Savory [87] assumed

an ideal HD-FEC based on a binary symmetric channel to show that adaptation of the FEC

OH can be used in statically loaded networks. Arabaci et al. [88] described a family of soft

decision codes while Mello et al. [40] considered a theoretical variable soft decision FEC

based on a performance gap between a single realised soft decision FEC code and the ideal

format constrained capacity.

Thanh et al. [89] used a variable code rate in conjunction with a flexible grid and showed

that the number of channels on each link is significantly reduced for a given load and

that around three times more traffic could be supported in comparison to using mixed

line rates alone. Li et al. [90] considered three generations of FEC and choose a FEC

depending on the channel OSNR. They found that in a network context adapting the FEC

OH allowed an overall reduction in the FEC OH. Alvarado et al. [91] showed that a variable
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HD-FEC overhead can significantly improve the throughput of a network compared to a

fixed HD-FEC OH. He went on to show that most of the throughput gains can be obtained

using a limited number, of just two optimised HD-FEC OH.

2.7 Theoretical Advantage of Adaptation

In 2010 Korotky et al. [92] published a paper estimating the potential increase in traffic that

a network can support by moving to bit rate adaptive modulation. The paper reports headline

figures of up to a 4 fold increase in network traffic by changing from a fixed network wide

modulation to a light path specific bit rate adapted modulation. The calculation is based on

the statistical distribution of light path lengths within the network and the distribution of

traffic across the network. A couple of points regarding this headline 4 fold improvement

in network throughput. The calculation is based on taking an existing routing assignment

for a fixed network wide modulation, fixing the number of light paths and looking at the

increase in traffic supported if the modulation is adapted for each light path. This will

change the distribution of traffic across the network and is not equivalent to giving each

existing user a 4 fold increase in capacity. Also the larger increases in network throughput

are based on an inaccurate physical layer model where the bit rate distance product is

assumed constant. The latter part of the paper uses a SNR based approach where the

SNR is inversely proportional to the transmission distance and the bit rate depends on the

logarithm to the base 2 of the SNR. This approach is consistent, under certain assumptions,

with the quality of transmission model described in chapter 4. So while the lower figure of

a 1.7 fold increase in network throughput, for the mesh network with lumped amplifiers

covering 3⁄4 of the contiguous USA, is less attractive it is more realistic. Although given

the first point regarding the change of traffic distribution this is still likely to be optimistic.

More recently Makovejs et al. [93] looked at the potential increase in average transponder

capacity where low loss fibre or shorter span lengths are used. It is shown that by using

the most modern low loss Vascade EX2000® fibre in the German telecommunication

network that PM-16QAM at 200 Gb·s−1 can be transmitted error free without regeneration

across the whole network. By comparison when using standard single mode fibre only

32 % of connections can support PM-16QAM at 200 Gb·s−1. They show that the average

transponder capacity can be increased from 169 Gb·s−1 to 250 Gb·s−1 when changing from
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standard SMF to Vascade EX2000 fibre and suggest this would lead to a corresponding

increase in network capacity. However similar to Korotky et al. [92] an increase in average

transponder capacity does not necessarily translate into network capacity as we must ensure

the traffic profile is not changed and this requires a new routing and wavelength assignment

solution for the uprated transponders.

37



3
Background

THIS chapter includes descriptions of a minimal set of ideas, concepts and technologies

that are required to understand the work of this thesis.

3.1 Wavelength Routed Optical Networks

WRONs are formed of nodes containing optical transmitter, receivers and ROADMs,

connected by optical links [3, 94–97]. The optical signals are routed from the transmitter

to the receiver by virtue of their wavelength. The ROADMs contain wavelength selective

switches that can route individual wavelengths from input port to output port. They can also

route a wavelength from an input port to a receiver, a drop or from a transmitter to an output

port, an add. The links contain optical fibre pairs each that operate unidirectionally and

consist of fibre spans interspersed by optical amplifiers to compensate for the transmission

loss. The optical network provides a transparent link between the transmitter and receiver

without any intermediate signal processing beyond basic amplification. This means network

elements are signal agnostic allowing the upgrade of transmitter and receiver without
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affecting the intermediate elements.

WRONs have been extended with the use of non transparent intermediate elements

such as wavelength conversion, format conversion and 3R regenerators. In this work the

WRON will be taken as the basic transparent version with ROADM nodes connected by

optical fibre links, if the additional functionality of wavelength, format conversion or 3R

regeneration is required it is assumed this will be implemented by optical-electrical-optical

conversion at ROADM nodes and utilising the installed network transceivers.

The WRON architecture routes signals based on their wavelength. Traditionally, this

has meant routing signals on the ITU-T grid but more recently elastic optical networking

has allowed routing of finer wavelength slots that can be grouped to build up the required

transparent bandwidth [62, 63]. Traditional DWDM switches will operate on a 100 or

50 GHz grid switching either 100 or 50 GHz of optical bandwidth. The switches are such

that if two adjacent 50 GHz grid wavelengths are switched together there can still be a

small blocked band between the two switched channels. In elastic optical networking

groups of smaller bandwidth slots can be switched forming a continuous optical channel

that potentially has larger continuous bandwidth than with fixed grid technology. In this

work a traditional 50 GHz fixed grid wavelength routed optical network was considered.

The aim of this work is to explore nonlinear networks near their capacity limit as it is the

growth of internet traffic that drives the research in optical networking. Thus only the latest

spectrally efficient modulation formats based on coherent transmission technologies are

considered. The phase and amplitude polarisation multiplexed, 4 dimensional, modulation

formats of PM-BPSK, PM-QPSK, PM-16QAM, ... PM-mQAM will be used. With the

development of software-defined transceivers [37–39] the transmitter can be re-configured

allowing the transmission parameters and modulation format to be adapted to the current

network conditions. This allows the physical network resources of bandwidth and power

to be used more efficiently.

Throughout this thesis the fibre, signal and networking parameters shown in table 3.1

will be assumed unless otherwise explicitly stated.
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Table 3.1: Simulation parameters used throughout this thesis, except where

explicitly shown.

Parameter Symbol Value

Fibre Parameters

Span Length L 80 km

Attenuation Coefficient α 0.0507 km−1

(0.22 dB·km−1)

Chromatic Dispersion Coefficient β2 -21.3 ps2·km−1

(16.7 ps·nm−1·km−1)

Non-linear Coefficient γ 1.3 W−1·km−1

Amplifier Parameters

Noise Figure NF 5 dB

Signal Parameters

Carrier Frequency ν 193.5 THz

Symbol Rate R 32 Gbaud

Spectral Roll off 0.0

DWDM fixed grid 50 GHz

DWDM Channels 80

3.2 Nonlinear Optical Propagation

The propagation of electromagnetic waves in silica glass is weakly nonlinear and this leads

to transmission impairments that cause interactions between co-propagating signals.

Within a dielectric medium the electric field, E, causes the bound charges to move

creating an electric polarisation field, P. The electric displacement field, D is defined as

the sum of these two fields [98]

D = ε0E +P = ε0εrE (3.1)

where ε0 is the permittivity of free space and εr is the relative permittivity of the medium.

The solution of Maxwell’s equations within a medium is similar to the solution in free

space and gives a plane wave with velocity of propagation (εrε0µrµ0)
−1/2 where µ0 is the

permeability of free space and µr is the relative magnetic permeability and is typically
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equal to the 1 for the material of interest here. The polarisation of the medium leads to a

speed of propagation slower than in free space and a refractive index n =
√

εrµr.

The polarisation field P depends on the electric field E through the electric susceptibility

and is given by [99]

Pi = ε0

3

∑
j=1

χ
(1)
i j E j + ε0

3

∑
j=1

3

∑
k=1

χ
(2)
i jk E jEk + ε0

3

∑
j=1

3

∑
k=1

3

∑
l=1

χ
(3)
i jklE jEkEl + . . . (3.2)

where i = 1,2,3 denote the three spatial dimensions and χ(1), χ(2), and χ(3) represent the

first, second and third order susceptibility tensors. The first order susceptibility χ(1) gives

rise to the usual linear refractive index. For amorphous material such a glasses χ
(1)
i j = χ

(1)
11

for i = j, 0 otherwise and εr = 1+χ
(1)
11 . The higher order susceptibility tensors χ(2), χ(3)

... give rise to nonlinear effects as the polarisation field is no longer a linear function of

the electric field. For materials with inversion symmetry χ(2) is zero such that χ(3) is the

most significant cause of nonlinearity. The χ(3) tensor has 81 elements but for amorphous

materials only 21 of these are non zero and they can all be related to χ
(3)
1111 by symmetry.

Solving Maxwell’s equations for the propagation of electromagnetic waves in an

amorphous material leads to a nonlinear index of refraction, the Kerr effect where the

refractive index depends on the optical intensity,

n = n0 +n2I (3.3)

where n0 is the linear refractive index, n2 is the nonlinear refractive index and I the optical

intensity. The optical fibre silica glass medium is very weakly nonlinear with a nonlinear

refractive index n2 ≈ 3×10−20 m2·W−1 [100] such that at every day optical intensities

of 1000 W·m−2 the refractive index of a camera lens would change but merely 3×10−17,

insignificant in comparison to the bulk refractive index around 1.45. Even at the relatively

high optical intensities within the fibre core, 100 mW in a 10 µm diameter giving of order

1 GW·m−2 the refractive index is hardly changed, just by of order 3× 10−11. It is the

guiding structure of the optical fibre that maintains the high optical intensity for extended

transmission lengths, 10s km allowing this nonlinearity to build and become significant.

The effect of the nonlinear refractive index on the transmission signal is to create an

intensity dependent optical phase shift since the change in refractive index alters the

propagation velocity. This leads to the effect of self phase modulation. This nonlinear

phase shift is more simply described by

φNL = γ pL (3.4)
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where p is the optical power, L the propagation distance and γ is the nonlinear coefficient.

The nonlinear coefficient is a combination of the third order susceptibility and other

optical and dimensional properties of the optical fibre and allows the optical intensity to be

replaced by the more easily measured optical power.

In the linear propagation regime where χ(3) can be neglected the polarisation field is

a linear function of the electric field caused by the signal. This linearity means that the

polarisation field due to the sum of the electric field of two signals is the same as the

sum of the polarisation fields caused by the two electric fields separately. This linear

property means the electric fields of two signals act independently and separably and

thus do not interact. In the nonlinear regime the polarisation field depends on the optical

intensity within the optical fibre and since the intensity depends on the square of the

total field within the fibre there will be cross terms between the signal fields causing

interference between copropagating signals. This gives rise to cross phase modulation

where the intensity variations in one channel causes optical phase variations on another. It

also gives rise to the phenomena of four wave mixing.

The most important nonlinear phenomena in this work is four wave mixing where three

waves mix to create a fourth. Physically this can be seen as the effect of two waves beating

to create a time vary intensity that subsequently phase modulates the third wave generating

the fourth. In reality if three waves were injected into an optical fibre with sufficient

power nine new waves would be generated from the various combinations. The nonlinear

phenomena of SPM and XPM will be viewed as the result of FWM between the spectral

components of the signal channel alone and between the spectral components of the signal

and interfering channel respectively.

Traditionally four wave mixing was considered between the carrier tones of each channel

but with the modern coherent signal formats the carrier is suppressed giving a broadband

signal channel. Under this new paradigm the four wave mixing being considered is between

all signal spectral components and as such all four waves may exist within a single DWDM

channel or between many DWDM channels. The four wave mixing generates nonlinear

interference that is viewed as a source of noise degrading the transmitted signal quality.
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3.3 A Brief Review of Transmission Impairments

The optical signal is degraded by the non-ideal transmission path such that the

received signal is a distorted version of the transmitted signal leading to errors in the

received data. The signal is degraded through the accumulation of stochastic noise and

through transmission impairments causing signal distortions [99, 101]. The transmission

impairments can be either linear or nonlinear in nature, where linear impairments scale

linearly with the optical signal field while nonlinear impairments tend to increase more

rapidly than linear with increasing optical signal and also causes interference between

co-propagating signals.

There are numerous sources of stochastic noise in the transmission path in the electrical,

optical and digital domains. In the transmitter there is the potential for digital noise from

the non-ideal nature of any digital to analogue conversion, electrical and thermal noise in

the drive electronics, and laser relative intensity noise and phase noise from the optical

source. As the optical signal will be assumed to be transmitted over some distance the

signal loss of the optical fibre will be regained by amplification. The optical amplification

process will introduce noise in the form of amplified spontaneous emission, ASE. Finally

at the receiver there will be shot noise in the detector due to the quantum nature of the

light, further electrical and thermal noise in the electronics before digitizing noise in the

analogue to digital converters and digital noise in the receiver DSP. Careful transmitter

and receiver design can minimise many of these noise sources such that for long distance

(multiple span) transmission the only significant stochastic noise source is the ASE noise

from the intermediate optical amplifiers.

Linear impairments cause signal distortion that are proportional to the signal field

strength such that the distorted shape of the signal is independent of signal strength. Such

impairments include chromatic dispersion where the signal velocity is dependent on its

frequency and polarisation mode dispersion where the signal velocity depends on its

polarisation state. Both effects lead to a broadening of features within the signal waveform

causing transmitted symbols to overlap with previous and future symbols. Spectral filtering

caused by narrow band optical filters or by the limited electrical bandwidth also distort

the signal. Finally there can be linear cross talk between signals where two signals on

the same DWDM carrier frequency are poorly isolated in a ROADM node. In coherent

receivers where the receiver detects the signal field the linear transmission impairments
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of chromatic dispersion and polarisation mode dispersion can be equalised and removed

within the receiver DSP [102, 103]. The effects of spectral filtering and limited electrical

bandwidths can be reduced by design while cross talk within ROADMs can be reduced by

using higher isolation components.

Nonlinear impairments give signal distortions that are not proportional to the optical

signal field strength but tend to increase more rapidly with increasing optical signal

strength. These include nonlinear impairments caused by the Kerr effect, through the third

order electric susceptibility and also nonlinear interactions between the optical field and

the media, through molecular vibrations within the material, the Brillouin and Raman

effects [99]. The Kerr effect causes the refractive index of the transmission media to be

dependent on the instantaneous optical intensity and gives rise to the phenomena of self

phase modulation(SPM), cross phase modulation(XPM) and four wave mixing(FWM).

The SPM interference can be mitigated using digital back propagation(DBP) [22] and with

full knowledge of all the transmitted channels could be extended to mitigate XPM and

FWM [23, 104]. In a real network signals may co-propagate for just a short distance being

combined and separated at intermediate ROADMs. Thus signals may interact without the

direct knowledge of the transmitter or receiver such that only SPM can be fully mitigated.

Thus nonlinear interference caused by XPM and FWM are significant signal degradations

that can not be fully mitigated and SPM will also need to be included if the complexity of

DBP is considered excessive.

There are also nonlinear interactions between the optical field and the media through

molecular vibrations within the material. These interactions manifest themselves as

Brillouin scattering and Raman scattering where the optical field interacts with acoustic

and optical phonons respectively. Brillouin scattering is a significant scattering mechanism

for narrow linewidth signals however for the high capacity high Baud signals in modern

communications, Brillouin scattering is reduced by virtue of the broad signal spectrum.

Raman scattering is used as an amplification mechanism where a pump is deliberately

scattered into the signal. The Raman shift (the difference between the pump wavelength

and scattered wavelength) is of the order 100 nm thus if all the signals are within the

c-band any signal generated Raman scattering will give rise to noise outside of the c-band

as the c-band is <40 nm wide.
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3.4 Quality of Transmission Models

To ensure that error free data transmission is possible across a network it is important to

consider the physical layer transmission impairments and the quality of transmission of

signals across the network. To maximise the use of physical resources it is necessary to

consider the impairments along with the routing and spectral assignment giving impairment

aware network optimisation. The impairment models used in this optimisation must be

simple yet sufficiently accurate to capture and predict the impairments.

Physical layer impairment aware routing has seen a lot of interest and is well reviewed

[32, 33]. Much of the prior work has been aimed at direct detection OOK systems with

dispersion managed links, in this context a popular quality of transmission metric is the

Q-factor defined for OOK by

Q ,
µ1−µ0

σ1 +σ0
(3.5)

where µ1,µ0 are the mean level for a 1 or 0 bit, and σ1,σ0 are the standard deviation of

the level for a 1 or 0 bit, all taken at the decision point. The Q-factor can be converted to

BER using

BER = 1
2erfc

[
Q√

2

]
(3.6)

where

erfc[x],
2√
π

∫
∞

x
e−t2

dt. (3.7)

For BPSK and Gray coded QPSK modulation formats the Q-factor is still relevant such

that Q2 is equal to the symbol SNR and the BER formula (3.6) still applies.

For transmission in a network the Q-factor is estimated based on the accumulated noise

and including penalties for other impairments [58, 105, 106]. The noise is estimated from

ASE [105] but can also include XPM and FWM as noise sources. XPM noise is given

for direct detection OOK as a function of the signal power, the interfering power and

a frequency dependent transfer function [107–111]. This form has similarities with the

Gaussian noise model that includes XPM as a source of optical noise but differs since direct

detection leads to a signal noise beating and the dispersion management leads to a different

frequency dependent transfer function between phase and amplitude noises. FWM has also

been included in [110, 111]. The linear impairments of chromatic dispersion and PMD are

included as penalties estimated by extensive simulation and interpolation [112–114]. Other

authors also treat the impairments separately setting constraints on OSNR, CD, PMD and
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nonlinear phase noise that must all be met for error free transmission.

One simpler approach is to calculate the reach (the maximum transmission distance) of

the transmitter to be used in the network [48, 115]. The reach is calculated by simulation

under some assumed network conditions; fibre type, channel spacing, channel load. These

are usually a worst case to allow robust transmission. When routing through the network

an equivalent length [116] is calculated based on the fibre length and some equivalent

length for other component impairments and the reach must be greater than this equivalent

length for guaranteed error free transmission. Jinno and Takagi [30, 65, 66] use a reach

based approach in their optimisation of elastic optical networks but simplify this further to

a maximum number of ROADM hops in their network.

For polarisation multiplexed coherent transmission in high dispersion unmanaged

paradigm the Gaussian noise, GN, model [41,117–120] has proved a useful tool to estimate

the signal quality through the SNR using an additive Gaussian white noise approach. The

use of the GN model as a quality of transmission modelling method will be fully described

in chapter 4.

3.5 Erbium Doped Fibre Amplifier Noise

EDFAs are used to amplify the optical signal in a lumped fashion, that is over a distance

much shorter than the span length. Such amplifiers add noise to the onward propagating

signal in the form of ASE. For a single mode fibre amplifier supporting 2 polarisation

modes the single sided noise PSD generated at the laser output is given by N0 (W·s−1) [121]

N0 = 2ηsphν (G−1) (3.8)

where h is Planck’s constant (6.626×10−34 J·s), ν is the channel carrier optical frequency

(Hz), G is the amplifier gain and ηsp is the inversion factor given by

ηsp =
n2

n2−n1
g2
g1

(3.9)

where ηsp > 1 and n1 and n2 are the density of erbium atoms in the ground and excited

states respectively and g1 and g2 are the ground state degeneracy and excited state emission

degeneracy respectively, these are often replaced by σ1,2 ∝
1

g1,2
the transition cross sections

[122]. For commercially available amplifiers the noise performance is specified using a

noise figure, denoted F in linear units or NF in (dB). The noise figure gives the ratio of
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the SNR at the output to the SNR at the input and represents an SNR degradation. Note

the definition of noise figure is very specific [123] and does apply to a general input SNR.

The SNR at the input is taken as the electrical SNR measured on an ideal photodiode for a

single polarisation optical signal that is purely shot noise limited. The SNR at the output is

taken as the electrical SNR measured on an ideal photodiode where the optical signal is

shot and ASE noise limited. The noise figure is given by, F , as

F = 2ηsp
G−1

G
. (3.10)

So substituting into (3.8) gives,

N0 = FhνG. (3.11)

For real amplifiers the noise figure is measured for a small input signal where the amplifier

provides the full small signal gain. The noise figure, F , is limited by the inversion and also

by component losses that give an overall gain less than that due to the amplifying medium

alone.

In this work there is the requirement for a variable gain optical amplifier such that any

span loss or component loss can be ideally compensated. If we consider adjusting the

amplifier gain by adjusting the pump power then this will reduce the density of excited

states and increase the overall noise figure. Thus it will be assumed that the amplifier is

always run at its optimum gain and any excess gain is reduced by a following attenuator.

Both the gain and the noise will be reduced by the attenuator such that equation (3.11) still

applies where G now refers to the overall gain of the amplifier and attenuator combination.

3.6 Nonlinearity Mitigation by Digital Back Propagation

Coherent receivers provide linear detection of the electric field of the optical signal and

this allows complex DSP algorithms to mitigate transmission impairments. Algorithms to

mitigate the linear impairments of chromatic dispersion and polarisation mode dispersion

are a well established part of coherent receiver technology. The mitigation of nonlinear

impairments is possible using DBP [22], where the received electric field is reverse

propagated by simulation to estimate the transmitted electric field. The technique requires

considerable mathematically effort and cannot ideal compensate all the transmission

impairments. The main sources of error are received noise which is back propagated as
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if it was signal, nonlinear interference between signal and ASE [86] which cannot be

estimated as the ASE is an unknown stochastic process, incomplete knowledge of the

transmission medium in particular PMD, as shown in [23, 86], and incomplete knowledge

of co-propagating signals outside the receiver bandwidth. As such DBP is considered

useful to remove SPM from the nonlinear interference noise. Even for SPM the accuracy

of DBP is significantly dominated by PMD where the detail of the polarisation evolution of

the signal through the transmission medium is unknown and changes with time such that

DBP should only be considered for transmission distances with low PMD accumulation.

The paper by Liga et al. [23] shows that it is possible to reduce SPM noise to 10 % of

its uncompensated impact, that is the overall symbol SNR improves by approximately

3 dB, for a total PMD of 2 ps (3200 km at 0.035 ps·km−1/2) and a total signal bandwidth of

160 GHz. This suggests a PMD bandwidth product of PMD×BW ≤ 0.3 is required for

good SPM compensation. Thus for good SPM compensation of a single 32 GBaud channel

a total PMD of less than 10 ps is required which will be achieved for 0.1 ps·km−1/2 over

8000 km or 0.05 ps·km−1/2 over 32000 km. These PMD values are achievable with good

quality modern single mode fibre.

3.7 ROADM Design

For this work the ROADM nodes within the network had a design as shown in figure 3.1.

This basic design [26, 124] is contention-less and allows the non blocking routing

of wavelengths between the links, but importantly, allows without blocking the same

wavelength to be injected into or dropped from two or more different links. Thus, if none

of the signals were passed through the node the full 80 DWDM channels could be added to

each link without contention. This ROADM design is conceptually suitable for this work

but in practice, since it is not colourless or direction-less, reconfiguration is difficult as it

may involve physical relocation and reconnection of transceivers to the correct DWDM

multiplexer or demultiplexer port. A more sophisticated ROADM design would also be

colourless, allowing any transceiver port to be used with any wavelength and direction-less

allowing any transceiver port to be routed to any link. Such a design would allow a bank of

transceivers to be used as a reconfigurable resource without manual intervention.

In establishing the ROADM loss the component losses in table 3.2 were assumed. The
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Figure 3.1: A possible ROADM design showing the components and

interconnections. The dots correspond to mated connector pairs.

Table 3.2: Loss assumptions of the optical components used in the ROADM and

the network spans.

Symbol Loss (dB) Component Name Example Model

WSS 6.5 Wavelength selective switch Finisar DWPf

1:4 6.0 1 to 4 balanced splitter

MUX 6.0 DWDM multiplexer MRV RD-DMDXA80M

· 0.3 Mated connector pair FC/PC

loss preceding the EDFA, of ≈14 dB, is practically the same for link input to receiver,

transmitter to link output and from link input to link output.

While the path loss within the ROADM is practically around 14 dB the signal degradation

due to ASE noise need not be as bad as for a fibre span with a similar loss. In a fibre span

the launch power is restricted by the nonlinear interference such that the fibre loss must

precede the amplifier. In the case of the ROADM there is limited nonlinearity as the loss is

49



Chapter 3. Background

p

n
A

p/A

n/A
G

G.p/A = p

G.n/A + F.hv.R.G = n + G.F.hv.R

p

n
A

G.p

G.n + G.F.hv.R
G

p

n + F.hv.R

p

n
A'

G'.p

G'.n + G'.F.hv.R
G'

p

n + F.hv.R
A'

G'.p

G'.n + 2.G'.F.hv.R
G'

p

n + 2.F.hv.R

Figure 3.2: The build up of signal power and noise through multiple amplifiers.

mainly due to mismatch within optical components and between fibre and component. Thus

the amplifier can precede the ROADM leading to a reduced noise impact since the signal is

greater. Figure 3.2 illustrates the different amplifier placement options and the signal power

and noise generated. Where the attenuating element is placed before the compensating

amplifier the ASE noise is increased by GF hν R however if the compensating amplifier is

placed before the attenuating element the overall ASE noise is only increased by F hν R. It

can be seen that where the compensating amplifier precedes the attenuating element the

output power requirements of the amplifier are larger. That is for signal powers around

1 mW per DWDM channel an amplifier with around 2 W of output power is required to

compensate the ROADM. The final option is to split the compensation of the attenuating

elements into two reducing the gain of each amplifier and reducing the required output

power to≈ 400 mW at the expense of an increase in ASE noise to 2F hν R. For comparison

the noise generated by an EDFA compensating for a 80 km span is 58F hν R. Thus by

careful design the ROADM can have negligible impact on the overall quality of signal

transmission.

ROADM designs have been advanced such that they are colourless, direction-less and

contention-less, CDC. Colourless allows any transceiver module to operate at any desired

wavelength and be connected through regardless of its physical connection, direction

less allows any transceiver to be connected through to any ROADM port regardless

of its physical connection and contention less allows any transceivers operating at the

same wavelength to be connected to their respective (different) ports. CDC-ROADMS

designs [26, 125] are more complex than the basic design and have a resource pool of

transceivers that can be used to add or drop from any port on any wavelength without

contention making reconfiguration fully software driven.
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Table 3.3: Details of the network topologies tested.

Name Nodes Links Diameter Avg. Node

(N) (L) (km) Degree

DTAG/T-Systems [128] 14 23 1000 3.3

NSF Net [129] 14 21 6000 3.0

Google B4 [130] 12 19 32000 3.2

The basic ROADM design illustrated in figure 3.1 is a broadcast and select ROADM

where each input port is broadcast to all of the output ports and the drop port. A wavelength

selective switch selects the correct input port for forwarding to the output. In this design

the isolation of the wavelength selective switch is critical to block signals from other

ports on the same wavelength [126]. An alternative design is to use wavelength selective

switches at both the input and output port increasing the isolation but the concatenation

of numerous wavelength selective elements leads to a narrowing of the pass band [127]

reducing signal quality. In this work the reductions of signal quality due to pass band

narrowing and isolation are assumed negligible by careful design of the ROADM and

choice of components.

3.8 Realistic Example Mesh Network Topologies

In order to understand the possible capacity gains, through optimisation of the transmitter

parameters, alongside the routing and spectral allocation algorithms, a number of realistic

example mesh networks were used. The use of optimal routing solvers based on linear

programming restricts the size of such networks as the complexity increases rapidly with

the number of nodes and the linear programming problem is know to be NP hard. As such

the networks topologies chosen were the 14 node, 23 link Germany backbone DTAG/T-

systems network [128]; the 14 node, 21 link NSF net [129]; and the 12 node, 19 link

Google B4 network [130]. The topologies are shown in figures 3.3, 3.4 and 3.5 and there

statistics summarised in table 3.3. It is not know if these networks have ever been operated

as transparent wavelength routed optical networks but the topologies are representative of

networks with three different scales; country, continental and global.
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Figure 3.3: Topology of the 14 node, 23 link DTAG/T-systems mesh network

showing the fibre link lengths used in km.

The node locations were taken from the references shown and converted to latitude and

longitude using online tools. The link lengths, Z (km), were calculated from the great circle

distance between the nodes, ZGC (km), using [131]

Z =


1.50ZGC, ZGC ≤ 1000 km

1500, 1000 km≤ ZGC ≤ 1200 km

1.25ZGC, ZGC ≥ 1200 km

(3.12)

where the great circle distance between the nodes was calculated from the latitude and

longitude of the nodes using the Haversine formula [132, 133].

ZGC = 2Re arcsin

(√
sin2

(
φ1−φ2

2

)
+ cos(φ1)cos(φ2)sin2

(
λ1−λ2

2

))
(3.13)

where Re is the radius of the earth taken as 6367 km and φ and λ are the latitude and

longitude of the nodes. The link lengths were rounded to the nearest 80 km so that all the

spans are identical for simplicity. Each link within the network was assumed to consists of

a fibre pair with the simulation parameters given in table 3.1.

3.9 Traffic Matrices

In order to understand and optimise the network data throughput a traffic demand matrix is

required specifying the demand between each node pair. There is no point provisioning
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capacity between nodes if there is no traffic demand between them. The actual traffic matrix

is difficult to obtain, even network operators have only basic information like the total

ingress and egress at each node or the traffic volume in each link. Thus to obtain the full

traffic matrix a model is often used. “Gravity” models have been used in many situations

for estimating traffic flow from telephony [134, 135], trade [136] and transport [137]. Such

models are based on the product of some source and destination weight and divided by

some weight depending on the distance between the source and destinations. Maximum

entropy models have been used to estimate traffic matrices where the total link loads were

known [138] and where the total ingress and egress from each node was known [92, 139].

The model produces an exponential distance dependence when transport pricing is linearly

dependent on the transmission distance. When there is detailed network knowledge of the

locations of servers and peering points a service based estimate of traffic can be made [140].

In this work without any prior knowledge the traffic matrix is assumed to be uniform

with equal traffic demand between all node pairs. A normalised traffic profile, T, is given

by

Ts,d =

 1
N(N−1) s 6= d

0 s = d
(3.14)

where N is the total number of nodes in the network. A traffic demand matrix, D, is then

given by

D = c T, (3.15)

where c is a multiplier defining the total network throughput.

One of the metrics of the advantages of the ideas described in this work is the network

throughput. Network throughput is here defined through equation (3.15). It is the total

client data transported by the network that satisfies the traffic profile. It is the sum of all

ingress client data, which is equal to the sum of the egress client data, that satisfies the

traffic profile. In the case of uniform traffic as described by equation (3.14) then all the

client data flows must be equal to satisfy the traffic profile so the network throughput is

equal to the minimum client data flow between any source destination pair taken over all

possible source destination pairs multiplied by the number of source destination pairs,

N (N−1).
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IN this chapter a quality of transmission model suitable for coherent optical networks

operating in the dispersion unmanaged weakly nonlinear propagation regime is

described that allows the rapid assessment of signal quality in a transmission link. In

this work the metric used to describe signal quality is the received symbol SNR. This

model should allow the rapid testing and optimisation of the transmitter power and DWDM

channel allocation to obtain a symbol SNR suitable for the chosen modulation formats.

This chapter is a mixture of background and new work. The adaptation of the GN model to

a network context and its simplification to a matrix form along with the detailed assessment

of the model errors are the originality of this work.

4.1 Symbol SNR

Consider a digital transmission system, as illustrated in figure 4.1, where a stream of data

bits at discrete times are first converted to symbols from a discrete alphabet. These symbols

are encoded onto the optical signal through modulation giving a continuous time analogue
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Figure 4.1: Illustration of the elements of a digital transmission link.

waveform that is transmitted across the channel. At the receiver the distorted version of the

continuous waveform is demodulated and equalised through DSP. A matched filtered is

applied before sampling to get recovered symbols (with noise) at discrete times. The data

bits at are then recovered from the symbols.

So the receiver output is a sequence of discrete time measurements, ri, given by

ri = si + ei (4.1)

where si is the ith transmitted symbol and ei is the noise on the ith received symbol. The

time average signal power is given by

S = lim
N→∞

1
N

N

∑
i=1

si · s∗i (4.2)

where s∗i represents the complex conjugate of si. The time average noise power is given by

n = lim
N→∞

1
N

N

∑
i=1

ei · e∗i (4.3)

and thus the symbol SNR is define as

SNR ,
S
n
. (4.4)

In a well designed balanced coherent optical receiver the optical field is directly

transformed by a linear scaling into the digital domain. For white optical noise the receiver

matched filter limits the effective noise bandwidth to the symbol rate, R (s−1), such that

the symbol noise is given by

n ∝ N0R (4.5)
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and the symbol signal power is given by

S ∝ p (4.6)

leading to a symbol SNR given by

SNR =
p

N0R
=

εs

N0
(4.7)

where p is the average optical signal power (W), N0 is the optical noise PSD (W·Hz−1)

and εs is the optical energy per symbol (J). Both p, εs and N0 are here defined as the totals

for both polarisation modes and N0 is defined as a single sided PSD, such that the power

transmitted by a physical optical bandpass filter of width, ∆ν , is given by N0∆ν (W).1

For a coherent receiver where the noise is limited by ASE noise alone the symbol SNR

at the decision circuit depends linearly on the OSNR and the relationship between the

symbol SNR and the OSNR is given by

SNR = OSNR
Bre f

R
(4.8)

where here both SNR and OSNR are in linear units and Bre f is the OSNR reference

bandwidth usually specified as 0.1 nm such that near 1550 nm Bre f ≈ 12.5 GHz.

4.2 Dependence of BER on SNR

In this work symbol wise hard decision detection is considered such that an approximation

for the BER based only on nearest neighbour errors is given by [142, eq. (2)] derived

from [143, eq. (7)]

BER' Gp
N

log2[M]

1
2

erfc
[

d√
2σ

]
(4.9)

where N is the average number of nearest neighbours, Gp is the Gray penalty (the average

number of bit errors per symbol error), M is the size of the symbol alphabet, 2d is the

Euclidean distance between nearest neighbours and σ2 is the noise variance on the I or Q

signal component.

1It should be noted that in many communications texts, for example [141], the noise power spectral

density is defined as a double sided spectrum with noise power at both positive and negative frequencies.

The noise power spectral density is then defined as N0
2 so that the single sided noise power spectral density is

equal to N0 as defined here.
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Figure 4.2: BER vs symbol SNR for various formats showing the approximate

and exact curves.

The ratio of the nearest neighbouring decision boundary distance, d, to the noise, σ , is

related to the symbol SNR ,SNR, by

d2

2σ2 = SNR
d2

S
(4.10)

where S is the mean square symbol, averaged over all symbols and is proportional to

the signal power while 2σ2 is proportional to the noise power with the same constant of

proportionality.

The approximation of equation (4.9) can be summarised for all modulation formats as

BER' A erfc
[√

B SNR
]
, (4.11)

with the values of A and B for the various PM-mQAM modulation formats given in

table 4.1. Figure 4.2 shows the exact [144, eq. (14) & (16)] and approximate values for

BER as a function of symbol SNR for square mQAM formats. The approximation is

sufficiently accurate for BER less than 0.1.

4.3 Required SNR

Two strengths of FEC will be considered both based on hard decisions. The use of

hard decision FEC decouples the FEC from the decision process allowing the use of
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Table 4.1: Parameters for the approximate BER expression in equation (4.11).

Format Bit Loading A B

bit·symbol−1

PM-BPSK 2 1
2 = 0.500 1

PM-QPSK 4 1
2 = 0.500 1

2

PM-8QAM 6 5
8 = 0.625 1

3+
√
3

PM-16QAM 8 3
8 = 0.376 1

10

PM-32QAM 10 1417
3840 = 0.369 1

20

PM-64QAM 12 7
24 = 0.292 1

42

PM-128QAM 14 11861
43008 = 0.276 1

82

PM-256QAM 16 15
64 = 0.234 1

170

PM-512QAM 18 96685
442368 = 0.219 1

330

PM-1024QAM 20 31
160 = 0.194 1

682

equation (4.11) to estimate the pre-FEC BER and the valid assumption that provided the

pre-FEC BER is below some threshold the FEC can deliver error free performance.

The performance of FEC is often specified by a net coding gain. The net coding gain,

NCG, is given by [145]

NCG = QdB10−15−QdBpreFEC +10log10 [rc] (4.12)

where QdB10−15 = 18 dB is the signal Q for a BER of 10−15, QdBpreFEC is the required

FEC decoder input Q in dB to achieve an output BER of 10−15 and rc is the coding rate.

The signal Q in dB is given by

QdB = 20log10

[√
2 inverfc(2BER)

]
(4.13)

where inverfc(·) is the inverse complimentary error function defined by the inverse of

equation (3.7).

Two implemented continuously interleaved BCH codes with capability to correct four

errors were considered [146–148]. These give net coding gains of 9.35 dB and 10.5 dB for

6.7 % and 20 % FEC overhead. When a 5 % overhead is added for OTU framing these are

suitable for 28 GBaud and 32 GBaud transmission giving an error free client symbol rate

of 25 GBaud.
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Table 4.2: Symbol SNR requirements for various formats and preFEC BER, (dB)

Format Bit Loading Required SNR (dB) for a pre-FEC BER

bit·symbol−1 0.004 0.015

PM-BPSK 2 5.46 3.72

PM-QPSK 4 8.47 6.73

PM-8QAM 6 12.45 10.81

PM-16QAM 8 15.13 13.24

PM-32QAM 10 18.12 16.22

PM-64QAM 12 21.06 19.01

PM-128QAM 14 23.89 21.81

PM-256QAM 16 26.84 24.65

PM-512QAM 18 29.63 27.38

PM-1024QAM 20 32.62 30.27

The net coding gains allow a pre-FEC BER of 0.004 and 0.015 respectively for the 6.7 %

and 20 % FEC OH. Table 4.2 give the required symbol SNR in dB for each modulation

format for the two required pre-FEC BERs.

4.4 The Quality of Transmission Model

In this work we consider optical transmission in the modern high dispersion paradigm

utilising the latest coherent technology. That is the transmission fibres have high chromatic

dispersion that is uncompensated in the line except at the receiver and/or the transmitter.

The transmitted signals are assumed to be polarisation multiplexed such that the transmitted

signal appears to be, on average, depolarised with equal average power in the two

orthogonal polarisation modes.

It is assumed that the transmitter and receiver are well designed such that the only

significant source of stochastic noise is ASE noise from the optical amplifiers in the

links. It is further assume that all the linear transmission impairments are compensated

in the receiver DSP, that the receiver bandwidth does not impact signal distortion, and

the ROADM are designed with components with sufficient isolation and bandwidth to

avoid signal degradation and crosstalk. The nonlinear transmission impairments caused by
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photon-phonon interactions within the transmission medium are neglected as the signals

are broadband reducing Brillouin scattering and contained within the c-band avoiding

stimulated Raman gain. Thus it is assumed that the symbol SNR is limited by ASE noise

and nonlinear interference through the third order electric susceptibility, the Kerr effect.

ASE noise is a source of additive Gaussian noise and will also be assumed to be white

in nature. For an uncompensated link the nonlinear interference between DWDM channels

caused by the Kerr effect has been shown to manifests itself as a source of additive

Gaussian noise [149–154]. The Gaussianity of the nonlinear interference is a foundation

of the Gaussian noise model and occurs as a result of the accumulated dispersion in

uncompensated transmission systems. The dispersion acts in two important ways. First it

causes the original transmitted signals to disperse, causing inter-symbol interference that

gives the time domain waveform of the signal a pseudo Gaussian distribution, making the

transmitted signals appear like Gaussian distributed noise. Secondly the nonlinearity causes

an instantaneous nonlinear phase noise which is converted to a circular symmetric Gaussian

noise by the dispersion in the onward transmission. At the receiver, the transmission path

dispersion is compensated returning the signal to its undistorted constellation, but the

nonlinear phase noise is generated along the link such that besides noise generated near the

transmitter this noise will be overcompensated at the receiver leaving residual dispersion

that distributes the noise as a circular Gaussian field on the IQ plane. Thus, it is anticipated

that for short links with limited chromatic dispersion the Gaussian model will fail with

both incorrect noise power and also a non circular symmetric Gaussian distributed noise.

Under the Gaussian noise model it is assumed the nonlinear interference is Gaussian

noise and combines incoherently with the additive white Gaussian noise due to ASE. The

symbol SNR, SNRi, of the ith DWDM channel is given by

SNRi =
pi

nASE,i +nNLI,i
(4.14)

where pi is the received signal power, nASE,i is the ASE noise power and nNLI,i is the

nonlinear interference noise power, all within the receiver matched filter bandwidth, of

the ith DWDM channel. It is assumed that the ASE noise is a source of AWGN and that

the symbol rate is constant such that nASE,i = nASE is independent of the channel number.

The transmission loss is fully compensated by EDFAs so that the received signal power is
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equal to the transmitter launch power and the ASE noise power is given by

nASE = 10
NF
10 hνR∑

k

(
10

Ak
10

)
(4.15)

where the summation, k, is taken over all EDFAs in the optical path, NF is the amplifier

noise figure (dB), h is Planck’s constant (6.626×10−34 J·s), ν is the channel optical carrier

frequency (193.5 THz), R is the symbol rate (Baud) and Ak are the individual transmission

losses (dB) between the (k−1)th and kth EDFA. The transmission losses Ak can include

the fibre span losses and ROADM losses.

The nonlinear interference noise can be identified as SPM for nonlinear interference

caused solely within the ith channel, XPM for interference on the ith channel caused by

signals in the jth channel and FWM for interference caused by signals in multiple channels.

It is assumed the nonlinear interference noise due to FWM can be ignored as insignificant

[118] and that the signal channels are well spaced to avoid the nonlinear interference noise

generated on one channel spreading into the matched filter of neighbouring channels. The

nonlinear interference noise due to SPM and XPM can be written as [34, 45]

nNLI,i = pi ∑
j

Xi, j p2
j (4.16)

where p are the channel launch powers and the summation j is over all co-propagating

channels, Xi, j is a nonlinear efficiency factor accumulated over the light path. Xi, j 6=i is a

XPM factor and Xi,i is a SPM factor. Similar nonlinear interference noise models have

been subsequently published in the literature [35, 36].

4.5 The Gaussian Noise Model

The GN, model is often attributed to the group at Politecnico di Torino [41] but has

origins that are older, see e.g. [117–120] and has been independently suggested by other

authors, e.g. [155]. The GN model is a perturbation model and assumes that the nonlinear

Kerr effect produces a Gaussian distributed noise like interference. This interference is a

summation of all the four wave mixing products generated from combinations of spectral

components from across the transmitted spectrum. The key result is a noise spectral density

that depends on a double integral across the signal spectrum and has been derived in

several ways by a number of authors, see e.g. [119, 152, 155–159]. In this work with ideal

compensation of the span loss after each span using lumped amplifiers, ignoring higher
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order dispersion and assuming identical spans, the GN model reference equation [41, eq.

(1)] can be written as

GNLI( f ) =
16
27

γ
2
∫

∞

−∞

∫
∞

−∞

G( f1)G( f2)G( f1 + f2− f )ρ( f1, f2, f )χ( f1, f2, f )d f1 d f2.

(4.17)

where GNLI( f ) is the nonlinear interference noise power spectral density (W.Hz−1)

generated at frequency, f (Hz), G( f ) is the signal power spectral density (W·Hz−1) at

frequency, f (Hz), γ is the nonlinear coefficient (W−1·km−1), ρ and χ are the “four wave

mixing factor” and “phased-array factor” respectively. ρ is given by

ρ( f1, f2, f ) =
1+ e−2Lsα −2e−Lsαcos

[
4π2β2 ( f1− f )( f2− f )Ls

]
α2 +[4π2β2 ( f1− f )( f2− f )]2

(4.18)

where Ls is the span length (km), α is the fibre attenuation coefficient (km−1)2 and β2 is

the chromatic dispersion coefficient (s2·km−1). The “phased-array factor” accounts for the

summation of NLI generated by multiple spans and is given by χ as

χ( f1, f2, f ) =
sin2 [2π2 ( f1− f )( f2− f )β2Ls Ns

]
sin2 [2π2 ( f1− f )( f2− f )β2Ls]

(4.19)

where Ns is the number of concatenated spans.

One of the key advantages of the GN model is that the nonlinear interference noise

spectrum is independent of the modulation format. This allows a decoupling of the

quality of transmission from the choice of modulation format which greatly simplifies any

modulation format optimisation process. There is some debate about the validity of the

GN model in particular it has been shown that the nonlinear interference can depend on

the modulation format [160,161] although for engineering purposes the difference is small.

A further discussion of this is included in section 4.9.

4.6 The Nonlinear Interference Efficiency Factor

The nonlinear interference efficiency factor, Xi, j, describes the strength of the interference

on the ith channel caused by the jth channel and depends on the frequency spacing between

channels i and j, the spectral shape of the channels, their symbol rates and the linear

and nonlinear transmission properties of the optical fibre. For similar channels on a fixed

2It should be noted that the attenuation here refers to the more usual power attenuation and is thus twice

that used in [41]
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regularly spaced frequency grid Xi, j is a function of |i− j|. It is independent of the exact

modulation format subject to the general assumption of it being a polarization multiplexed

coherent transmission. The efficiency factor Xi, j was calculated by numerical integration

of the GN model reference equation (4.17).
Consider just two DWDM channels with the same spectral shapes, such that the signal

spectrum can be written as G( f ) = p0g( f )+ p1g( f −∆ f ) where p0 is the launch power
in the data channel, p1 is the launch power in the interfering channel, g( f ) is the spectral
shape of the channel normalised such that

∫
∞

−∞
g( f )d f = 1 and ∆ f is the channel separation.

g( f ) is centred around f = 0 and assumed to fall entirely within a single DWDM channel.
For the two DWDM channel case the multiplication of the three PSD terms in the double
integral of equation (4.17) gives eight cross terms. Expanding equation (4.17) gives,

GNLI( f ) = p3
0

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1)g( f2)g( f1 + f2− f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p0 p2
1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1−∆ f )g( f2)g( f1 + f2− f −∆ f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p0 p2
1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1)g( f2−∆ f )g( f1 + f2− f −∆ f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p0 p2
1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1−∆ f )g( f2−∆ f )g( f1 + f2− f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p2
0 p1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1−∆ f )g( f2)g( f1 + f2− f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p2
0 p1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1)g( f2−∆ f )g( f1 + f2− f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p2
0 p1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1)g( f2)g( f1 + f2− f −∆ f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

+p3
1

16
27

γ
2
∫

∞

−∞

∫
∞

−∞

g( f1−∆ f )g( f2−∆ f )g( f1 + f2− f −∆ f )ρ( f1, f2, f )χ( f1, f2, f )d f1d f2

(4.20)

Given that g( f ) is only significant around f = 0 then the eight noise terms are generated

around different frequencies. The first term generates interference around f = 0 and is

SPM on the data channel. The second and third terms generate interference around f = 0

and are XPM caused by the interfering channel on the data channel. The fourth term

generate interference around f = 2∆ f and is a traditional FWM term. The fifth and sixth

terms generate interference around f = ∆ f and are XPM caused by the data channel on

the interfering channel. The seventh term gernerates interference around f =−∆ f and is

another FWM term. The final eighth term generates interference around f = ∆ f and is

SPM on the interfering channel. Therefore only three of these terms produce interference

noise within the data channel bandwidth, a single SPM term and two degenerate XPM

64



Chapter 4. Quality of Transmission Model

terms. Thus the NLI PSD due to XPM, GXPM, is given by

GXPM( f ) = 2
16
27

γ
2 p0 p2

1

∫
∞

−∞

∫
∞

−∞

g( f1−∆ f )g( f2)g( f1−∆ f + f2− f )

ρ( f1, f2, f )χ( f1, f2, f )d f1 d f2 (4.21)

and that due to SPM is half this with p1 = p0 and ∆ f set to zero.

This noise spectral power density will be filtered in the coherent receiver by a matching

filter to maximise the SNR. Provided the overall noise is dominated by AWGN, caused by

ASE, the matching filter is given by H( f ) = Rg( f ). Combining equations (4.18) , (4.21)

and apply the match filter, for a single span the nonlinear interference noise due to XPM,

nXPM,ss can be written as

nXPM,ss = p0 p2
1 X0,1,ss = p0 p2

1
32
27

γ
2 R·∫

∞

−∞

∫
∞

−∞

∫
∞

−∞

1+ e−2Lsα −2e−Lsαcos
[
4π2β2( f1 +∆ f − f )( f2− f )Ls

]
α2 +[4π2β2( f1 +∆ f − f )( f2− f )]2

·g( f1)g( f2)g( f1 + f2− f )g( f )d f1 d f2 d f . (4.22)

Similarly for SPM, nSPM,ss is given by

nSPM,ss = p3
0 X0,0,ss = p3

0
16
27

γ
2 R·∫

∞

−∞

∫
∞

−∞

∫
∞

−∞

1+ e−2Lsα −2e−Lsαcos[4π2β2( f1− f )( f2− f )Ls]

α2 +[4π2β2( f1− f )( f2− f )]2

·g( f1)g( f2)g( f1 + f2− f )g( f )d f1 d f2 d f . (4.23)

The values of the nonlinear interference efficiency factor, X(∆ f ), were calculated by

numerical integration of equations (4.22) or (4.23). Note in the earlier paper [162] a change

of variables was applied to integrate over a frequency space where the four wave mixing

factor ρ was fixed as this proved more reliable for the numerical integration routine in

Mathematica®. More recently the numerical integral has been calculated using a Monte

Carlo integration routine in Matlab® and having the power spectral density function, g( f ),

fixed in frequency space, as shown here, has proved more useful. The Monte Carlo method

randomly samples the integrand such that the mean of the samples gives the integral and

the variance of the samples allows an estimation of the uncertainty of the integral. The

number of samples was increased until the uncertainty of the integral was less than 10−4

of the integral, an error of less than 0.001 dB. Both the Mathematica® and the MATLAB®

Monte Carlo approaches gave numerically equal results.
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Figure 4.3: The NLI efficiency factor for SPM and XPM as a function of channel

spacing ∆ f . Note ∆ f = 0 refers to SPM. Single span of length 80 km with fibre

parameters as in table 3.1

The red curve in figure 4.3 shows the numerically integrated values of the NLI

efficiency factor as a function of the channel separation. It clearly shows how the nonlinear

interference reduces as the channel separation increases and is approximately ∝ 1/∆ f for

large ∆ f . The transmission fibre properties used are given in table 3.1.

Also shown for comparison in figure 4.3 are values of the nonlinear interference

efficiency factor calculated using closed form solutions published in the literature

[35, 36, 163]. Figure 4.4 shows the difference between the closed form solutions and

the numerical integrated values used in this thesis. The differences occur for a number of

reasons. The closed form solutions of Poggiolini and Johannisson both assume the NLI

noise is uniform across the signal and equal to that at the signal centre, this is a worst case

assumption for SPM. The span length dependence of
(
1− e−αLs

)2 is incorrect for large

channel separations, as it tends towards
(
1− e−2αLs

)
, leading to an underestimate of the

NLI efficiency factor by approximately 0.16 dB.

For completeness, the closed form solutions of Poggiolini et al. [35], Johannisson et

al. [36] and Savory [163] are given below where these have been transposed to keep

notational consistency with this thesis. Poggiolini et al. have an XPM efficiency described
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Figure 4.4: The ratio between different closed form solutions for the NLI

efficiency factor for SPM and XPM and the numerical integrated value. Note

∆ f = 0 refers to SPM. Span length 80 km with fibre parameters as in table 3.1

by [35, eq. (41) & (42)]

Xss(∆ f ) =
32
27

γ2 (1− e−αLs
)2

4παβ2R2

(
asinh

[
π2β2

α
(∆ f + R

2 )R
]
− asinh

[
π2β2

α
(∆ f − R

2 )R
])

(4.24)

and SPM efficiency described by [35, eq. (41) & (43)]

Xss(0) =
32
27

γ2 (1− e−αLs
)2

4παβ2R2 asinh
[

π2β2

2α
R2
]
. (4.25)

Johannisson uses an XPM efficiency described by [36, eq. (16)]

Xss(∆ f ) =
32
27

γ2

4παβ2R2 loge

(
∆ f + R

2

∆ f − R
2

)
(4.26)

and SPM efficiency described by [36, eq. (16)]

Xss(0) =
32
27

γ2

4παβ2R2 loge

∣∣∣∣π2β2

α
R2
∣∣∣∣ . (4.27)

Finally, Savory defines a SPM efficiency by [163, eq. (12)] as

Xss(0) =
32
27

γ2 (1− e−αLs
)2

4παβ2R2
2
π

Ti2

(
2π2|β2|

3α
R2
)

(4.28)

where Ti2(x) is the inverse tangent integral defined by

Ti2(x) =
∫ x

0

atan(u)
u

du (4.29)
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and can be approximated by the following piecewise function as [163, eq. (17)]

Z =

 x−
( x

2.1962

)3
+
( x

2.4313

)5
, x≤ 1.533

π

2 loge(x)+
1
x −

1
9x3 , x > 1.533

. (4.30)

The incoherent GN model assumes that the noise from multiple spans add incoherently,

such that the NLI from NS spans would be nNLI = nNLI,ss NS. From a network perspective

this would be a useful assumption as it is only required to know the number of spans over

which signals interfere and not if they are consecutive. It is possible two signals could

co-propagate, diverge and then latter re-converge and co-propagate again. The coherent

extension to the GN model [164] provides a better approximation of the NLI, nNLI , from

Ns spans as,

nNLI = nNLI,ss N1+ε
s (4.31)

where ε is a small number. The NLI noise was calculated by numerical integration of

equation (4.17) for a single span and for 100 spans and the ε factor calculated using,

ε =
log(nNLI,100)− log(nNLI,1)

log(100)
−1. (4.32)

Figure 4.5 shows the ε factor as a function of channel separation for the SPM and XPM

interference. It can be seen that the ε factor drops rapidly with channel separation and

can be considered 0 except for the case of SPM. Thus it is considered suitable to use the

following approximation for multiple spans,

Xi, j =

 Xi,i,ss N1+ε
s , i = j

Xi, j,ss Ns, i 6= j
. (4.33)

Figure 4.6 shows the nonlinear interference noise as a function of the number of spans

calculated by numerical integration and also the noise based on the incoherent assumption.

It shows that for the XPM interference the incoherent model leads to small errors of less

than 0.13 dB for the closest channel separation at the largest distance but there are large

errors for the SPM interference. Also show on figure 4.6 is the SPM interference noise for

the coherent GN model with ε=0.2186 which reduces the error to less than 0.6 dB in the

range 1 to 500 spans (80 to 40000 km).

4.7 Check of the Model Assumptions

During the derivation of the quality of transmission model described in section 4.4 a

number of assumptions were made that should be confirmed.
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It was assumed that the channels were well spaced and that FWM was insignificant.

This assumptions is needed to reduce the NLI noise calculation to a single summation

across the DWDM channels. Poggiolini et al. [35] states that the channels must be spaced

by more than 1.5 times the channel bandwidth. This is only true for the calculation of

noise generated at the channel centre and this needs to be expanded to 2 times the channel

bandwidth to avoid all noise generated within the match filter bandwidth. In reality the

“four wave mixing factor”, ρ( f1, f2, f ), of equation (4.18) reduces the bandwidth over

which significant noise is generated such that much smaller guard bands may be acceptable.

To assess the error caused by these two assumptions, well spaced channels and negligible

FWM, the nonlinear interference noise on a central channel of an 80 channel DWDM

system was calculated by both numerical integration of the full c-band spectrum and

through equation (4.16). Figure 4.7 shows the error in (dB) between the full nonlinear

interference and that caused by SPM and XPM alone as a function of the channel spacing

where all the channels have equal power and the worst case where the interfering channels

have 10 times more power than the central signal channel. It shows that errors of just over

2 dB exist if the channels are spaced by their bandwidth and the interferes have 10 times

more power but the error drops to ≈0.1 dB when the channels are spaced by 50 GHz or

more.
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There is also the assumption in section 4.6 that the noise is white and that the matched

filter is thus shaped like the signal spectrum. Following the tutorial of Turin [165] the ideal

matched filter in the presence of white noise H( f ) = kS( f )∗ where k is a complex constant

and S( f ) is the signal field spectrum. The filtered signal power is given by∣∣∣∣∫ ∞

−∞

S( f )H( f )d f
∣∣∣∣2 (4.34)

and the filtered noise power by ∫
∞

−∞

N( f ) |H( f )|2 d f (4.35)

where N( f ) is the noise power spectral density and the square can be brought inside

the integral since the spectral components of the noise are independent and uncorrelated.

Choosing k such that
∫

∞

−∞
|H( f )|2 d f = R where R is the symbol rate normalises the filter

such that the average filtered signal power is equal to the average signal power. In the case

of signals using Nyquist sinc shaped pulses H( f ) = 1 for | f |< R
2 ,0 elsewhere.

In the case where the noise is coloured the matched filter can be found by first whitening

the noise by applying a whitening filter Hw( f ) such that |Hw( f )|2 = 1
N( f ) and then matching

the whitened signal such that matching filter is given by H( f ) = k Hw( f )∗ S( f )∗. For the

case of signals using Nyquist sinc shaped pulses all the signal frequency components are

independent and uncorrelated so the filtered signal power can be written∫
∞

−∞

G( f ) |Hw( f )|2 |H( f )|2 d f = pk
∫

∞

−∞

g( f )
g( f )

N( f )2 d f (4.36)

where the substitution G( f ) = p · g( f ) has been used from section 4.6. For the case of

signals with spectra wider than the symbol rate the correlation between S( f ) and S( f +R)

will need to be taken into account. Choosing k such that the average filtered signal power

is equal to the average signal power gives a normalising factor k of

1
k
=
∫

∞

−∞

g( f )2

N( f )2 d f (4.37)

and thus the filtered noise power is given by

n = k
∫

∞

−∞

N( f )
g( f )

N( f )2 d f =

∫
∞

−∞

g( f )
N( f )d f∫

∞

−∞

g( f )2

N( f )2 d f
. (4.38)

Remembering in the case of signals using Nyquist sinc shaped pulses g( f ) = 1
R for

| f |< R
2 ,0 elsewhere and substituting into equation (4.38) gives the ideal matched filtered
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Figure 4.8: Nonlinear interference spectrum for SPM, normalised to f=0 for

transmission through 1,2,5 and 10 spans.
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Figure 4.9: Nonlinear interference spectrum for XPM from an interfering channel

separated by 50 GHz, normalised to f=0 for transmission through 1 and 2 spans.

noise power, n, as

n = R

∫ R
2
−R

2

1
N( f )d f

∫ R
2
−R

2

1
N( f )2 d f

. (4.39)

In order to assess the error due to the incorrect matched filter the actual nonlinear

72



Chapter 4. Quality of Transmission Model

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

-20 -10  0  10  20

N
o
rm

a
lis

e
d
 X

P
M

 P
S

D
 (

a
.u

.)

Frequency from Carrier (GHz)

XPM after 1 span
XPM after 2 spans

Signal spectrum

Figure 4.10: Nonlinear interference spectrum for XPM from an interfering

channel separated by 500 GHz, normalised to f=0 for transmission through 1 and

2 spans.

interference noise shape was calculated by numerical integration of equation (4.17) and the

noise calculated for the incorrectly assumed and actual match filter response. Figure 4.8,

4.9 and 4.10 show the NLI noise spectrum for SPM, XPM for a channel separation of 50

GHz and XPM for a channel separation of 500GHz respectively. It can be seen that the

NLI noise spectrum becomes flatter across the signal spectrum as the number of spans

increases and as the separation between the signal and interfering channel increases. The

reduction in NLI noise when using the ideal matched filter as compared to a filter following

the transmitted signal spectrum was calculated and is shown in Table 4.3. The results show

that an improvement in NLI noise of less than 0.4 dB can be obtained, however when

white ASE noise equal to twice the peak NLI is included this improvement is reduced to

<0.03 dB strongly suggesting that in the operating network the error from the incorrect

matched filter assumption is small.

The NLI noise generated by the Kerr effect appears as a phase noise at the point of

generation and it is the effect of uncompensated dispersion that circularises this noise

on the IQ plane. How many spans need to be traversed before the NLI noise can be

approximated by a circular symmetric Gaussian noise field? A split step time domain

simulation of 7 DWDM channels of 32 Gbaud PM-QPSK on a 50 GHz grid transmitted

through 1 to 20 spans was carried out, after each span the signal was restored to its
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Table 4.3: Noise improvement through ideal matched filter compared to filter

following the transmitted signal spectrum.

Nonlinear Channel No. of Spans Noise Improvement using

Interference Separation Interfering ideal Matched Filter

(GHz) NLI only NLI + ASE

SPM 0 1 0.33 0.02

SPM 0 2 0.34 0.02

SPM 0 5 0.32 0.02

SPM 0 10 0.28 0.02

XPM 50 1 0.35 0.03

XPM 50 2 0.31 0.03

XPM 500 1 0.01 0.00

XPM 500 2 0.01 0.00

original power by ideal noiseless amplifiers. The output signal of the central channel was

corrected for chromatic dispersion and the average nonlinear phase shift to obtain the

IQ constellation. Figure 4.11 shows the output recovered constellations overlaid for the

different transmission distances, the smallest elliptic constellation occurs after a single

span while the largest more circular constellation occur after 20 spans. Using knowledge of

the transmitted data the constellation was collapsed and rotated to 1,0 on the IQ plane. The

noise in the I and Q dimensions was calculated and corresponds to the noise in the radial

and angular directions. Figure 4.12 shows the ellipticity, e, of the NLI noise defined as

e ,
var(Q)−var(I)

var(Q)
(4.40)

where var(.) is the variance function. It can be seen that after 5 spans the noise power

shows ellipticity less than 20 % such that the noise field will show ellipticity less than

10 %. Also calculated for comparison was the NLI noise ellipticity for a signal that had

been subject to considerable, 10000 km, of pre-dispersion. This gave NLI noise power

ellipticity less than 5 %.

In order to assess the degrading effect of this ellipticity in the noise, the SNR penalty
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Figure 4.11: Overlaid output QPSK constellations after transmission through 1

(black), 2 (red), 5 (yellow), 10 (green) and 20 (blue) spans.
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Figure 4.12: Ellipticity of the constellation noise as a function of the number of

fibre spans transmitted.
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was estimated from the probability density of the noise. The probability density of the

noise was assumed to be the convolution of a Gaussian circular symmetric component and

a Gaussian angular component. The probability of receiving a complex signal z given a

transmitted complex symbol zc is given by P(z|zc) as,

P(z|zc) =
∫

∞

−∞

P(θ) P(z|(zc,θ)) dθ

=
∫

∞

−∞

1√
2πσθ

e
− θ2

2σ2
θ

1
2πσ

e−
|z−zceiθ |2

σ2 dθ (4.41)

where σ2
θ

is the variance of the angular component and σ2 is the variance of the circular

symmetric component. For PM-QPSK with ideal Gray coding the HD-BER is given by,

BER =
∫ 0

−∞

P(z|( 1√
2
+ i 1√

2
))dz. (4.42)

The BER was calculated by numerical integration of equation (4.42) and the . σθ and σ

were chosen to give the required ellipticity while maintaining an overall SNR. Figure 4.13

shows the SNR penalty due to the ellipticity of the noise calculated from the BER as a

function of the ellipticity and input SNR. For ellipticity < 0.15 the penalty is less than

0.1 dB. When the effect of the ASE noise that will be circular symmetric is included, at

the optimum launch power, the ellipticity will be reduced by 3. This will give a penalty

of < 0.05 dB for 5 or more spans of transmission such that this noise ellipticity is not

significant for most of the routes considered in chapter 6.

4.8 The Model in a Network Context

Consider a mesh network of nodes formed of ROADMs and links, l, formed of fibre pairs.

Consider a number of transmission signals routed across the network between source, s,

and destination, d, nodes. For simplicity only signals transmitted from low to high nodes

are considered and it is assumed that a parallel transmission from high to low node will be

carried on the second fibre of the pair along an identical route with identical transmission

format and properties. This means if a route traverses a link then regardless of its direction

both fibres will contain an equal load.
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Figure 4.13: SNR penalty to maintain HD-BER performance as a function of

noise ellipticity in the IQ constellation. For PM-QPSK modulation a SNR of 6.7

dB leads to a HD-BER of 0.015.

The ASE noise accumulated on the transmission signal, i, nASE,i is given by

nASE,i = 10
NF
10 hν R∑

l

[
δ

L
i,lNs,l10

Aspan
10

]
(4.43)

where Ns,l is the number of spans in link l and δ L
i,l is 1 if the signal from the ith transmitter-

receiver pair traverses link l, zero otherwise. Similarly the nonlinear interference is given

by a summation of the nonlinear interference accumulated on the ith transmitted signal as it

traverses each link on its route, thus the accumulated nonlinear efficiency, Xi, j, is given by

Xi, j =

 Xss (0)
(

∑l δ L
i,l Ns,l

)1+ε

, i = j

Xss
(
|νi−ν j|

)
∑l δ L

i,l δ L
j,l Ns,l, i 6= j

(4.44)

where Xss(∆ν) is the single span efficiency for the nonlinear interference between signals

spaced by a frequency, ∆ν . Thus the final model of SNR in a network context is such that

the SNR on the ith transmission signal, SNRi, is given by

SNRi =
pi

nASE,i + pi ∑ j Xi, jP2
j
. (4.45)
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4.9 Extensions and Corrections to the Model

As shown in section 4.7 the simple summation model of section 4.4 can have significant

errors when the channels are closely spaced. Figure 4.14 shows the integration space for

widely spaced and closely spaced channels for nonlinear interference generated at zero

frequency for five equal DWDM signals . It shows that as the channels become closer,

FWM islands appear in the integration space that are significant due to their closeness

to the frequency axis ( f1 = 0 or f2 = 0) where the “four wave mixing factor” is largest.

The most significant additional terms, coloured red in figure 4.14 could be included in the

model via an additional summation of the form

Pi ∑
j

X (E)
i, j PjPj−1 (4.46)

where X (E)
i, j is the NLI efficiency correction term between channels i and j. In this work

the channels are well spaced such that there is no need for this term. Further terms would

be required to capture all of the FWM terms further away from the frequency axis. It is

noted that the analytical closed form solution used by Johannisson [36] is calculated by

integration over a rectangle which includes these red coloured FWM islands, provided the

signals have equal PSD.

The GN model has been derived on the assumption that both the signal and noise are

Gaussian distributed. Where the signal has been highly dispersed it appears Gaussian

distributed while the interference generated can also appear Gaussian distributed if

the interference is also highly dispersed. Thus the GN model is most applicable to

uncompensated links where the signal has undergone some prior dispersion. The need for

prior dispersion means the GN model is not fully applicable to the first few spans in a link.

There is some debate about the validity of the GN model. It has been shown that the

nonlinear interference can depend on the modulation format and is not always a circular

complex Gaussian noise [160, 166, 167]. It should be noted that these results have been

obtained including the first span of the link where the signal has not been dispersed. It

is also pointed out that the signal is never a truly Gaussian stochastic process since after

some linear equalization a non-Gaussian signal constellation can be recovered. A number

of extensions to the original GN model have been proposed to improve the applicability

of the model to all situations [160, 168, 169]. These extensions considerably increase the

models complexity.
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Figure 4.14: The integration region for NLI generated at f =0 for (left) widely

spaced DWDM channels and (right) for closely spaced DWDM channels.

Nonlinearity is marked as S=SPM, X=XPM, F=FWM. The coloured islands

generate the errors in the model for closely spaced channels and are marked red,

blue and green in order of significance. Also shown are contours of the “four wave

mixing factor” at 10 dB intervals. The signals are at 32 Gbaud with rectangular

Nyquist spectra.

The paper of Dar et al. [168] concentrates on correction terms for XPM while Carena et

al. [169] provides corrections for all NLI terms. For well spaced channels the enhanced

Gaussian noise, EGN, model gives the nonlinear interference noise due to XPM as

nXPM,i, j = pi p2
j
(
κ11,i, j−Φ jκ12,i, j

)
(4.47)

where Φ j depends on the modulation format of the jth interfering channel and is given by

Φ j =
E
[
|s|4
]

E [|s|2]2
−2 (4.48)

where s are the symbols and E [·] represents the expectation over the symbol set. Φ j is

equal to 0 for Gaussian distributed symbols, -1 for QPSK and −17
25 for 16QAM modulation.

The factor κ11,i, j is identical to the original GN model. Define µ( f1, f2, f ) as

µ( f1, f2, f ) = e4π2β2,p( f1− f )( f2− f )1− e−αL+4π2β2( f1− f )( f2− f )L

α−4π2β2( f1− f )( f2− f )
1− e4π2β2( f1− f )( f2− f )LNs

1− e4π2β2( f1− f )( f2− f )L

(4.49)

where β2,p is the signal pre-dispersion before its launch into the fibre. Thence for signals

with Nyquist sinc pulses such that g( f ) = 1
R rect

[
f
R

]
where rect [x] defines the rectangle
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function and is equal to 1 for |x|< 1
2 , 0 elsewhere, κ11 and κ12 are given by

κ11,i, j =
32
27

γ2

R3

∫ R
2

−R
2

∫ R
2

−R
2

∫ R
2

−R
2

rect [ f1 + f2− f ]µ( f1, f2+∆ f , f )µ( f1, f2+∆ f , f )∗d f1d f2d f

(4.50)

where ∆ f is the carrier frequency separation of the i and j channels and

κ12,i, j =
80
81

γ2

R4

∫ R
2

−R
2

∫ R
2

−R
2

∫ R
2

−R
2

∫ R
2

−R
2

rect [ f1 + f2− f ] rect [ f1 + f3− f ]

·µ( f1, f2 +∆ f , f )µ( f1, f3 +∆ f , f )∗d f1d f2d f3d f . (4.51)

The EGN model was used to calculate the nonlinear interference noise due to XPM on a

central channel by 6 interfering channels on a 50 GHz grid. Figure 4.15 shows the result

with the EGN model giving lower interference than the GN model. Figure 4.15 also shows

the most surprising result in that a heavily pre-dispersed3 signal while initially giving

nonlinear interference in agreement with the GN model shows a deviation from the model

as the number of spans and thence total dispersion increases. The deviation from the GN

model approaches 2.3 dB for QPSK, 1.4 dB for 16QAM and 1.2 dB for high order QAM

modulation formats. When this is combined with ASE noise at the optimum launch power

these discrepancies will be reduced by a 1
3 in the log domain.

The GN models is derived from a first order perturbation and does not follow the

physical conservation of energy principle. Recently a spectral solution to the NLSE based

on turbulent flow [170] has been proposed that is more accurate and less complex for

strong nonlinearity where higher order perturbations must be considered. The recent work

of Secondini [161,171] also points out a correlation of the NLI between symbols that could

allow for some blind NLI compensation.

3Where the signal has been dispersed with the same sign as the fibre such that during propagation the

signal will become even more dispersed.
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5
Link and Simple Network Optimisations

THE GN model has been used to define optimum system operating points under a

variety of assumptions. P. Serena and A. Bononi [75] showed that in the asymptotic

limit of a large operating bandwidth the signal power spectral density, PSD, that minimises

the nonlinear interference for a given total power is a uniform PSD across the operating

bandwidth.

P. Poggiolini et al. [41] show that in the case of a uniform signal PSD the launch power

that minimises the BER, and maximises the SNR, is such that the nonlinear interference

noise is half the ASE noise. They go on to show [77] that the optimum launch power for a

complete path is obtained when the SNR degradation in each link is locally minimised.

This is the local optimum global optimum, LOGO, concept where the launch power into

each span can be locally optimised to obtain the path global optimum. To simplify this

further the assumption of high network loads and thus fully loaded fibres with Nyquist

spaced channels leads to the LOGON model [35, 77] for network design where the SNR

degradation of each link is calculated assuming fully loaded fibres at the optimum launch
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power.

R. Pastorelli et al. [42, 78] looked at a global maximisation of the linear part of the

OSNR margin to give the system maximum headroom for OSNR degradation from ageing

components, amplifiers etc. They found the linear part of the OSNR margin is maximum

when the SNR due to NLI is three times the linear OSNR FEC transmission limit.

In this chapter the nonlinear transmission model described in chapter 4 is used to

optimise the transmitter launch power in a link and in a simple three node network. These

ideas were first shown at the Optical Fiber Conference in Anaheim 2013 [34] and published

as an extended paper in 2014 [162]. The potential improvement in SNR and information

throughput are assessed for a number of different optimisation strategies. The transmission

parameters used throughout this chapter are shown in table 3.1.

5.1 Link Optimisation

The nonlinear transmission model, described by equation (4.16) of chapter 4 was used to

optimise the performance of a single point-to-point link. Consider a traditional link where

all of the transmitters launch the same uniform signal power, p, then for a transmission link

operating in the nonlinear propagation regime there is an optimum launch power which

maximises, the minimum symbol SNR of the worst channel. From equation (4.14) the

minimum symbol SNR, SNRm, is given by

SNRm =
p

nASE + p3Xm
(5.1)

where nASE is the accumulated ASE noise over the link and is assumed constant for all

channels and Xm is the maximum accumulated nonlinear interference efficiency factor on

the worst channel given by

Xm = max
i

∑
j

Xi, j (5.2)

where Xi, j is the accumulated nonlinear interference efficiency for nonlinear interference

noise generated on channel i by channel j. For an equally spaced grid of similar spectrally

shaped channels this maximum will occur for the central channel. Solving equation (5.1)

to obtain the launch power, p0, to maximise, the minimum symbol SNR gives

p0 = 3

√
nASE

2Xm
(5.3)
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and the minimum symbol SNR is given by

SNRm =
2p0

3nASE
. (5.4)

So at the optimum uniform launch power the maximised minimum symbol SNR occurs

when the nonlinear interference noise is half the ASE noise [41]1.

A link consisting of 12 spans of 80 km with the transmission fibre parameters as shown

in table 3.1 was considered. Figure 5.1 illustrates the launch power and symbol SNR

for each channel transmitted in the 960 km link under two different SNR optimisation

strategies. In the first optimisation, all the channels are launched with the same power

as calculated using equation (5.3), the maximised symbol SNR of the channel with the

worst quality of transmission was 17.8 dB and 18.6 dB respectively for transmission with

CD compensation only and for CD and SPM compensation. The channels towards the

edge of the band show higher SNR since the nonlinear interference is reduced as there are

fewer neighbouring channels. In the second optimisation the individual channel powers

have been optimised to maximise the uniform symbol SNR of all the channels. This leads

to all the channels having a symbol SNR of 17.9 dB and 18.7 dB respectively for CD

only or for CD and SPM compensation. By redistributing the channel powers the symbol

SNR of the worst channel has been slightly increased by around 0.1 dB. It can also be

seen that the advantage of ideal SPM compensation is only 0.8 dB and this advantage will

decrease if the number of channels is increased or the channel spacing decreased as either

will increase the strength of XPM interference.

A third optimisation where the Gaussian noise limited Shannon capacity was maximised

is shown in figure 5.2. The metric, b, given by

b = ∑
i

log2 [SNRi +1] , (5.5)

was maximised by optimising the individual channel powers, actually 1
b was minimised

using the MATLAB® unconstrained minimisation function. This leads to a Gaussian

noise limited Shannon capacity of the link is 2bR where R is the symbol rate and the factor

2 accounts for the polarisation multiplexing. Figure 5.2 shows the symbol SNR and launch

powers of the optimised channels where the Gaussian noise limited Shannon capacity was

1It should be noted that with large operating bandwidths nASE and Xm increase linearly with the number

of spans such that the optimum launch power p0 is independent of the transmission length to first order.
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Figure 5.1: The launch power a) and symbol SNR b) for each channel under two

SNR optimisation strategies. The results are shown for CD compensation only

(left) and for CD and SPM compensation (right). The symbol SNR thresholds for

0.015 preFEC BER are also marked for various modulation formats.

found to be 4.59 Tb·s−1 and 4.82 Tb·s−1 respectively for CD only or for CD and SPM

compensation.

The final optimisation, also shown in figure 5.2, was to maximise the throughput of

the link utilising PM-mQAM formats. The power of each channel was optimised to

achieve the required symbol SNR of the modulation formats as shown in table 4.2. For the

transmission rate of 32 Gbaud this would give an error free data rate of 50, 100, 150, 200,

250 and 300 Gb·s−1 for the PM-BPSK, PM-QPSK, PM-8QAM, PM-16QAM, PM-32QAM

and PM-64QAM modulation formats, respectively. For the link under consideration the

maximised flat symbol SNR lies between that required for PM-32QAM and PM-64QAM

so the optimal link throughput will be achieved for a mixture of these formats. The

individual launch powers were iteratively optimised to achieve the required symbol SNR

while the channel allocation and formats were optimised by exhaustive search to achieve

the maximum throughput. The maximised throughput of the link was 3.00 Tb·s−1 and

3.50 Tb·s−1 respectively for CD only or for CD and SPM compensation with a final
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CD compensation only CD and SPM compensation
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Figure 5.2: The launch power a) and symbol SNR b) for each channel under two

capacity optimisation strategies. The results are shown for CD compensation only

(left) and for CD and SPM compensation (right). The symbol SNR thresholds for

0.015 preFEC BER are also marked for various modulation formats.

achievable SNR margin of 1.7 dB and 0.1 dB respectively. The launch powers and achieved

symbol SNR are shown in figure 5.2. It is observed that the optimisation has placed

lower power channels between high SNR channels reducing the nonlinear interference

noise on them, also lower SNR channels have been placed towards the centre of the

transmission band where nonlinear interference noise tends to be higher. It is interesting

that in figure 5.2 (a left) the channel launch powers increase towards the band edge for the

Shannon capacity optimisation but decrease for the PM-mQAM throughput optimisation.

In this result, the PM-mQAM throughput optimisation returns a single modulation format.

So the optimisation will effectively maximise the uniform SNR across all channels and

will thus decrease the launch power towards the edge, where there is less noise. For the

Shannon capacity optimisation, the channels at the band edge influence fewer channels

such that increasing their launch power will increase their capacity but will degrade fewer

channels leading to an overall increase in capacity.

Table 5.1 summarises the optimisation strategies along with the minimum symbol SNR,
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Table 5.1: Summary of four different link optimization strategies

Optimisation Strategy Metric CD only CD and SPM

Uniform power min SNR (dB) 17.8 18.6

Throughput (Tb·s−1) 3.00 3.10

Uniform SNR min SNR (dB) 17.9 18.7

Shannon capacity Capacity (Tb·s−1) 4.59 4.82

PM-mQAM throughput Throughput (Tb·s−1) 3.00 3.50

with SNR margin (dB) 1.7 0.1

the Shannon capacity and the PM-mQAM throughput based on the modulation formats

and required symbol SNR described above.

These optimisations of a link have shown that by optimising the transmitter launch

power the SNR of the worst channel can be improved at the expense of reducing the

SNR of the better channels. These gains are possible since the outer channels have fewer

neighbours and, thus, experience less nonlinear interference. By optimising the SNR to that

required for error-free transmission and reducing the SNR margin where it is not required

it is possible to increase the SNR of other channels to allow for a higher order modulation

format transmitting more data. It can also be seen that the effect of SPM mitigation has a

small effect around 0.8 dB on the SNR but in this instance allows for an increases in the

PM-mQAM realised throughput . It should be noted that in this instance the granularity

of the required SNR for higher order modulation has left a 1.7 dB margin for CD only

compensation case which can not be converted to increased throughput . It can be seen

however that under ideal coding the Shannon capacity is only marginally increased by

mitigating SPM.

5.2 Optimisation of a Three Node Network

Next consider the very simple three node network shown in figure 5.3. It consists of two

links each of 6 spans of 80 km connected by an idealised, loss less, ROADM.

Using the nonlinear transmission model described in chapter 4, three SNR optimisations
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Figure 5.3: A simple three node network showing the logical connections

of a 12 DWDM channel three node network were performed, the results are shown

in figure 5.4. Initially grouping the connections such that the first 6 DWDM channels

provide connections “A” from node 1 to node 3 and the final 6 DWDM channels provide

connections “B” from node 1 to node 2 and are re-used for “B+” from node 2 to node 3.

The optimum uniform launch power was calculated using equation (5.3) of section 5.1 and

gave a maximised worst case symbol SNR of 17.8 dB and 18.6 dB respectively for CD only

or for CD and SPM compensation on the longest central channel with the second group

of connections “B” and “B+” achieving an approximately 3 dB higher SNR. Maintaining

the grouped channel allocations and optimising the individual channel powers allowed the

maximised uniform symbol SNR to be raised to 18.1 dB and 19.2 dB respectively for CD

only or for CD and SPM compensation at the expense of a significant reduction in the SNR

of the shorter connections. In each link there are 12 DWDM channels 6 for connection

“A” and 6 for “B” or “B+”. Thus there are 12! permutations of these channels but since

all the “A” or “B” channels are equivalent there are just 12!
6!×6! = 924 unique combinations.

So finally optimising the channel allocations by an exhaustive search of all 924 possible

combinations while optimising the individual launch powers a maximised uniform symbol

SNR of 18.5 dB and 19.9 dB respectively for CD only or for CD and SPM compensation

was achieved. It can been seen that in this situation the inclusion of SPM compensation

allows the optimisation gains in SNR to be increased from 0.7 dB to 1.3 dB.
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CD compensation only CD and SPM compensation
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Figure 5.4: The launch power a) and symbol SNR b) for each channel under three

SNR optimisation strategies. The results are shown for CD compensation only

(left) and for CD and SPM compensation (right). The symbol SNR thresholds for

0.015 preFEC BER are also marked for various modulation formats.

Finally the routing, modulation format and launch powers were optimised to maximise

the uniform throughput over connections “A”, “B” and “B+”. That is to transport equal

data between nodes 1 and 2, 1 and 3, and 2 and 3. An exhaustive search was carried

out to search the routing and modulation format to maximise the SNR margin given the

number of routes on each connection and the number transmitters utilising either a low

or high modulation format. It has been shown that the optimum launch power and SNR

is approximately uniform [75], see also the results of the Shannon capacity optimisation

for a single link in section 5.1, so adjacent modulation formats are expected to give the

optimum result. Thus given a throughput for the connections and the number of long and

short routes to utilise the number of low and high format transceivers can be determined.

Thence an exhaustive search of the channel allocations for each transceiver is carried out

to maximise the SNR margin. The throughput for each connection was maximised while

the SNR margin remained positive allowing error free transmission.

For CD only compensation it was found utilising 6 transceivers for each connection
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the throughput was limited to 1.5 Tb.s−1 for each connection using PM-32QAM on all

transceivers, it was not possible to find a channel and power allocation to give sufficient

SNR for error free transmission if any transceivers for each connection was modulated

using PM-64QAM. However if 7 transceivers were allocated to the long connection and

5 transceivers to each of the short connections “B” and “B+” the maximum throughput

for each connection was found to be 1.7 Tb·s−1. The solution used 6 off PM-32QAM

and 1 off PM-16QAM transceivers on the long route and 4 off PM-128QAM and 1 off

PM-64QAM transceivers on the shorter route. This gives 7 channels operating near the

optimal uniform power, 4 channels operating at a higher power and 1 at a lower power.

Figure 5.5(left) shows the power and SNR for each channel showing the optimum routing

occurs with high power channels at the band edges and well spaced to reduce nonlinear

interference on these channels, note the equivalent solution reversing the channel numbers

gave the same result.

For the CD and SPM compensation case it was found that utilising 6 transceivers for each

connection, each utilising 5 off PM-64QAM and 1 off PM-128QAM gave the optimum

error free uniform throughput of 1.85 Tb·s−1 for each connection. This solution uses

10 channels operating just below the optimal power and 2 higher power channels which

are placed at the band edge to reduce the impact of nonlinear interference as shown in

figure 5.5(right), note the equivalent solution reversing the channel numbers gave the same

result.

The CD only compensation solution of figure 5.5(left) is counter intuitive to the results of

figure 5.4 as the long routes have their launch power reduced while the shorter routes have

their launch power increased. This occurs because the optimal solution utilises 5 channels

over the short routes and 7 channels over the long route. To obtain equivalent throughput

between the nodes the 5 channels must operate at significantly higher modulation order.

Thus the result requires the SNR of the short route to be pushed above its flat launch

power value while the SNR of the longer route can be significantly reduced. In the CD and

SPM compensation solution of figure 5.5(right) the optimal solution has equal, 6, channels

operating on all routes. Thus here the SNR are near their uniform optimum and the longer

routes require higher launch power.

In this simple network where not all of the channels are transmitted across the same

distance it is possible through correct channel and power allocation to improve the symbol
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Figure 5.5: The launch power a) and symbol SNR b) for each channel under

a PM-mQAM throughput optimisation strategy. The results are shown for CD

compensation only (left) and for CD and SPM compensation (right). The symbol

SNR thresholds for 0.015 preFEC BER are also marked for various modulation

formats.

Table 5.2: Summary of four different optimization strategies for the simple 3

node network.

Optimisation Strategy Metric CD only CD and SPM

Uniform power, min SNR (dB) 17.8 18.6

grouped channels Connection throughput (Tb.s−1) 1.50 1.55

Uniform SNR, min SNR (dB) 18.1 19.2

grouped channels

Uniform SNR, min SNR (dB) 18.5 19.9

optimum channels

PM-mQAM throughput Connection throughput (Tb.s−1) 1.70 1.85

with SNR margin (dB) 0.0 0.1
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SNR of the worst channel by 0.7 dB and 1.3 dB respectively for CD only or for CD and

SPM compensation. The redistribution of power was used to advantageously improve low

SNR channels to allow a higher order modulation format to maximise the throughput of

all the connections. For CD only compensation and equal launch power with grouped

channels the throughput of each connection would be limited by the longer, low SNR

routes to just 1.50 Tb·s−1, since we require uniform throughput across all connections.

This throughput can be increased to 1.70 Tb·s−1 by balancing the number of channels

between long and short routes taking advantage of the naturally higher SNR on the shorter

route and also by optimal channel and power allocation. For CD and SPM compensation

the throughput of each connection is limited to 1.55 Tb·s−1 for uniform launch power

and grouped channels but this can be increased to 1.85 Tb·s−1 by optimal channel and

power allocation. Thus by optimising the modulation format, channel and power allocation

the connection throughput of this simple network has been increased by 13 % and 19 %

respectively for CD only and for CD and SPM compensation.

5.3 Comparison with Split Step Fourier Simulation

To confirm the validity of the quality of transmission model described in section 4 the

interesting solution for the maximum PM-mQAM throughput in the 3 node network with

CD only compensation was simulated using the split step fourier simulation [99] of the

time domain signal.

The 17 signals, 7 for connection “A” and 5 for connection “B” and “B+”, were first

separately generated in the time domain. Each signal comprised 64000 symbols created

from 2m×64000 random bits which were Gray mapped to the PM-mQAM symbols as

required. The use of 64000 symbols ensures that for 32 GBaud the simulation time is also

a multiple of 50 GHz. The simulation field of each signal was created by expanding the

signal to 2 samples per symbol and filtering with an ideal rectangular Nyquist filter, a root

raised cosine filter with roll off (1/32000). An ideal optical carrier was assumed with no

phase, frequency offset or intensity noise.

The 12 signals for transmission through the first link were multiplexed together in the

frequency domain. Each signal was ideally filtered to a 50 GHz channel width and the

channels were stacked together in the required order and zero padded to give an overall
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simulation bandwidth of 1280 GHz equivalent to 40 samples per symbol for the 32 GBaud

signals.

The combined signal was transmitted through the first 6 spans. Each span was simulated

using the split step Fourier solution to the Manakov equation [172] with fixed 10 m steps

and followed by an ideal EDFA with gain to fully compensate the span loss and additive

white Gaussian noise to simulate the ASE noise.

To simulate the second node the connection “B” signals were ideally demultiplexed in

the frequency domain with ideal 50 GHz channel filters and dropped while the connection

“B+” signals were ideally multiplexed to replace them. Transmission through the second

link for the new combined signal was simulated as for the first. At the end node 3 the

remaining 12 signals were ideally demultiplexed in the frequency domain using an ideal

50 GHz channel filter.

The 17 transmitted signals were expanded back to 2 samples per symbol by zero padding

in the frequency domain before applying a matching filter and chromatic dispersion

compensating filter. The compensated signal was equalised with a single tap Wiener-Hopf

filter [173] to compensate for the average nonlinear phase rotation and to rescale the

signal. The Wiener-Hopf filter tap was calculated by least squares minimisation of the

error between the equalised symbols and the transmitted symbols. The filter is effectively

trained by the whole data set. The signal quality was determined by calculating the SNR

from the error vector magnitude, EVM [174]. The BER was calculated through a hard

detection of the symbols and de-mapping to recover the data bits.

The overall simulation was repeated 16 times to improve the reliability of the SNR and

BER estimates.

In figure 5.6 the simulated signal SNR are overlaid on the result of figure 5.5(b)(left).

The split step Fourier simulation shows good agreement with the results calculated based

on the GN model. The signal BER range from 1.18 % to 1.44 %, that is less than the FEC

threshold of 1.5 % allowing error free performance on all signals. The SNR margin was

found to be between 0.07 and 0.16 dB for the signals of connection “A” and between

0.15 and 0.45 dB for the signals of connection “B” and “B+”. These margins are larger

than those predicted by the GN model as the GN model over estimates the nonlinear

interference for the early spans in the transmission. The signals on the shorter “B” and

“B+” connections have a higher margin over the signals on the full length connection
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Figure 5.6: Comparison of the GN three node network solution described in

figure 5.5 for CD compensation only with the split step Fourier simulated results

“A” as a result of their shorter transmission length. Also the signals on the connection

“B” have slightly higher SNR than the equivalent signals on connection “B+” since the

interfering signals from connection “A” have undergone more dispersion becoming more

“Gaussian” before interfering. These differences are consistent with the assumptions and

errors of the GN model and confirm that the GN model is robust and slightly under predicts

performance.

5.4 Conclusions for Simple Networks

While the results and optimisations presented are specific to the link and networks shown

they begin to shed some light on possible heuristic rules that lead to an optimised network.

• The Shannon capacity is optimised for a nearly flat, within ≈1 dB, launch power.

This suggests that network capacity would be optimised with an approximately flat

launch power. This is consistent with Serena et al. [75] who suggest a flat launch

power will minimise the nonlinear interference.

• This launch power is approximately given by the optimized flat launch power

obtained from equation (5.3). This is consistent with the local optimum global
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optimum concept [77] where in a network of similar fibre with loss less nodes the

local power optimum in each link leads to the global optimum across the whole

network.

• When using transmitters utilising the PM-mQAM formats there is a large jump in

required SNR between formats and this often results in a lower modulation format

being used with potential excessive SNR margins. In this situation it is advantageous

to minimise the launch power, while maintaining the require symbol SNR, as this

reduces interference on neighbouring channels and may enable a neighbouring

channel to increase its modulation format.

• Where transmitters are utilising different launch powers high power channels should

not be spectrally grouped together but should be spaced with lower power channels

to reduce the nonlinear interference on the high power channels.

• Where there is sufficient bandwidth, utilising multiple channels with lower order

modulation and thus lower power will reduce the overall nonlinear interference

within the network. For example in the case of the 3 node network above with CD

only compensation it is possible to transmit 1.5 Tb·s−1 using 6 off PM-32QAM on

all connections or by using 6 off PM-32QAM on the longer connection and 5 off

PM-64QAM on the shorter connections, saving 1 transmitter. The former gives an

optimum SNR margin of 2.2 dB while the latter only 1.9 dB, thus utilising spare

bandwidth can improve the SNR margin.
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Offline Static Network Optimisation

THIS chapter describes the use of the nonlinear quality of transmission model and

the transmitter launch power optimisations to maximise the data throughput of a

mesh network. The primary aim is to maximise the network throughput by adaptation of

the routing, modulation format, DWDM spectrum and transmitter launch power. Where

multiple degenerate solutions exist the secondary aims are to minimise the number of

transceivers and maximise the available SNR margin for robust transmission. These ideas

were first shown at the Optical Network Design and Modeling conference in Stockholm

2014 [175] and published as an extended paper in 2015 [176].

6.1 Outline of Optimisation Process

Figure 6.1 shows a flow diagram that outlines the overall process to optimise the routing

and transceiver parameters to maximise the network throughput. The full joint optimisation

of the network to maximise the throughput is a complex and nonlinear optimisation. Thus

we divide the problem to make it tractable using the heuristics developed in chapter 5.
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It has been shown in chapter 5 that the Shannon capacity is maximised for near

equal launch powers. The network will also be heavily loaded to achieve the maximum

throughput. Thus a worst case SNR based on fully loaded links can be used to initially

estimate the highest order modulation format that can be utilised on each route. A pre-solve

stage calculates the k-shortest routes between each node pair, the worst case SNR of each

route and selects suitable modulation formats as described in section 6.2.

Linear programming techniques can be used to optimally solve the assignment of routes

and DWDM channels within the network. Section 6.3 describes a relaxed mixed integer

linear program, MILP, that is used to find an upper bound of the network throughput without

invoking the wavelength continuity constraint. Section 6.4 details a mixed binary linear

program, MBLP, that was used to allocate transmitters to routes and DWDM channels to

maximise the network throughput within the constraint of the traffic profile and physical

resources. Having found the maximum network throughput the MBLP is re-computed

with the secondary objective to minimise the number of transmitters, minimise the likely

nonlinear interference and group highly interfering DWDM channels. These processes are

described in detail in section 6.4.

Given a network solution with transmitters allocated to routes and DWDM channels the

next step is to optimise individual launch powers and assign spectrum to each DWDM

channel. The highly interfering channels have been grouped, by the MBLP, as such,

following the heuristic from the conclusion of chapter 5, the DWDM channels are not

allocated sequential spectral slots but are dispersed to reduce the nonlinear interference.

The process of assigning DWDM channels to physical spectrum and optimising individual

launch powers is described in section 6.5. The aim of this process is to maximise the

available SNR margin given a network solution developed in section 6.4.

If the process of spectral assignment and launch power optimisation reveals a large SNR

margin the initial pre-solve stage is re-calculated on the temporary assumption that the

modulation formats required SNR can be reduced, allowing higher order modulation, on

some routes, than would initially have been allowed. The MBLP, launch power optimisation

and spectral assignment are repeated to obtain new network solutions with potentially

higher throughput but lower SNR margin. Provided the final SNR margin is greater than

0 dB the new network solution was deemed viable.
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Figure 6.1: Flow diagram to illustrate the overall network optimisation process.
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6.2 Pre-solve Stage

As a preliminary stage to solving the network optimisation problem, first the k-shortest

routes [177], K=10, between each source-destination node pair were calculated and the

worst case SNR, SNRm, of each route was calculated from equation (6.1).

In order to remove the launch power consideration from the worst case SNR calculation

the launch power was set to a constant and equal optimised power and similar to the

LOGON [77] strategy all the DWDM channels were considered fully occupied with

the optimum constant launch power. This assumption removes the exact routing and

DWDM channel allocation from the worst case SNR estimation, decoupling the choice of

modulation format from the routing and channel allocation. The symbol SNR of all the

channels over a route was taken as the minimum SNR, SNRm, on the worst case, central,

channel such that

SNRm =
p0

NsnASE +NsXxpm p3
0 +N1+ε

s Xspm p3
0

(6.1)

where p0 is the equal launch power of all the channels, Ns is the number of fibre spans

the signal traverses, nASE is the ASE noise accumulated in a single fibre span, Xxpm =

max j ∑i 6= j Xi, j, is the maximum nonlinear cross interference efficiency for a fully loaded

single span and Xspm = X0,0 is the nonlinear interference efficiency for SPM added if this

has not been compensated, again for a single span. The launch power, p0, is optimised

to maximise the network throughput. In the case that SPM is ideally compensated the

optimum launch power is independent of the route length since both noise terms depend

linearly on the number of spans and the optimum launch power can be calculated using

equation (5.3). For the case where only CD is compensated and SPM is included through

the Xspm term in equation (6.1) the optimum launch power was found by solving the relaxed

routing problem of section 6.3 with different launch powers and selecting the launch power

that achieved the greatest throughput.

Given the worst case SNR of each route, the modulation formats where the route SNR

exceeds the modulation formats required SNR were chosen for each route from those listed

in Table 4.2 and the capacity of each route with each modulation format was calculated.
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6.3 A Wavelength Continuity Relaxed Upper Bound

The routing and DWDM channel assignment problem can be considerably reduced by

removing the wavelength continuity constraint, effectively assuming that ideal wavelength

conversion is possible at every node. This relaxed problem requires the allocation of

transceivers to routes from the previously calculated k-shortest routes to provide each node

pair with the required capacity while ensuring that the bandwidth usage on any link does

not exceed the fibre system bandwidth. There are two popular linear program formulations

for solving routing and spectral assignment problems, those based on flow and those based

on routes [178, 179]. Since here the channel capacity is route dependent the problem is

formulated as a route based mixed integer linear problem, MILP. It should be noted that in

this work the traffic matrix is symmetric, Ts,d = Td,s, and the network is symmetric with

fibre pairs, so as is customary the problem is reduced by solving for d > s only.

In order to describe the MILP the following notation was used

Constants:

• N: number of nodes,

• L: number of links,

• K: number of shortest routes,

• W : number of DWDM channels,

Parameters:

• s,d: the source and destination nodes ∈ {1,2, . . . ,N},

• l: a link ∈ {1,2, . . . ,L},

• k: a shortest route ∈ {1,2, . . . ,K},

• w: a DWDM channel ∈ {1,2, . . . ,W},

• Ts,d: the normalized traffic demand between source, s, and destination ,d,

• rs,d,k: the kth shortest route between source, s, and destination ,d,

• δ L
s,d,k,l: is set to 1 if route rs,d,k traverses link l, 0 otherwise,
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• Cs,d,k: the capacity of transmission of a single channel over the route rs,d,k,

Variables:

• c: the total throughput of the network, a multiplying factor to the normalised traffic

matrix T to define the actual traffic demand,

• Fs,d,k: is the number of active transceivers using route rs,d,k,

The aim is to optimise c as a continuous variable and Fs,d,k as integer variables, to

maximise c such that

cmax = max
c,Fs,d,k

c (6.2)

subject to the total capacity between all source, s, and destination, d, nodes exceeding the

demand

∑
k

Fs,d,kCs,d,k− cTs,d >= 0 ∀ s,d > s. (6.3)

and the number of signals in any link, l, does not exceed the system bandwidth of W

channels,

∑
k

∑
s

∑
d>s

Fs,d,kδ
L
s,d,k,l <=W ∀ l. (6.4)

This problem has 1+K×N× (N−1)/2 variables, equal to 911 for K = 10 and N = 14,

and L +N × (N − 1)/2 constraints, equal to 112 for L = 21 and N = 14. The MILP

optimisation was solved using IBM CPLEX® and for the relaxed problem described here

the computation took typically a few minutes on a dual quad core computer with 16 threads

running at 2.3 GHz.

This relaxed optimisation was used to find the maximum network throughput for the

three realistic networks topologies, described in section 3.8, as a function of the transmitter

launch power. The optimum launch power that maximised the network throughput was

used in subsequent wavelength continuity constrained optimisations. Figure 6.2 shows the

relative network throughput found by solving the relaxed MILP optimisation as a function

of transmitter launch power, also shown is the relative number of transceivers used to

distinguish between equal throughput results. In the case of CD and SPM compensation

the optimum launch power was equal to that calculated from equation (5.3) as the

nonlinear interference and ASE noise scale linearly with the number of spans. For CD only

compensation the optimum launch power was−1.5 dBm for the NSF and DTAG/T-systems

network topologies while for CD and SPM compensation the optimum launch power was
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Figure 6.2: The relative maximum network throughput and relative number of

transceivers utilised as a function of the launch power for the three network

topologies considered. The results are shown for CD compensation only (left) and

for CD and SPM compensation (right).

found to be −1.0 dBm for the NSF and DTAG/T-systems topologies. For the Google B4

topology the furthest separated nodes can only be connected error free with PM-BPSK

modulation when SPM is compensated and for a wider grid spacing of 100 GHz. Under

these conditions the optimum launch power was 0.25 dBm.

Given the optimum launch power the maximum network throughput for the three realistic

network topologies described in section 3.8 was found as a function of the number of

shortest paths, K. Figure 6.3 shows the relative network throughput found by solving

the relaxed MILP optimisation as a function of the number of shortest paths, also shown

is the relative number of transceivers used to distinguish between equal throughput. It

can be seen that provided K ≥ 3 the maximum network throughput is obtained for all

the networks while for K ≥ 8 the maximum network throughput utilising the minimum

number of transceivers is obtained for all networks. Thus in this work K = 10 is used and

assumed to be suitable for all the networks in section 3.8 when the wavelength continuity

constraint is also applied.

6.4 Routing, Modulation and Channel Assignment

Next, the allocation of DWDM channels to routes was optimised as a mixed binary linear

program, MBLP, in order to maximise the traffic throughput. This allows inclusion of the

wavelength continuity constraint.
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Figure 6.3: The relative maximum network throughput and relative number of

transceivers utilised as a function of the number of k-shortest paths considered

for the three network topologies considered. The results are shown for CD

compensation only (left) and for CD and SPM compensation (right).

In order to describe the MBLP problem the following notation was used

Constants:

• N: number of nodes,

• L: number of links,

• K: number of shortest routes,

• W : number of DWDM channels,

• M: number of modulation formats available over a given route rs,d,k,

Parameters:

• s,d: the source and destination nodes ∈ {1,2, . . . ,N},

• l: a link ∈ {1,2, . . . ,L},

• k: a shortest route ∈ {1,2, . . . ,K},

• w: a DWDM channel ∈ {1,2, . . . ,W},

• m: a modulation format ∈ {1,2, . . . ,M},

• Ts,d: the normalized traffic demand between source, s, and destination ,d,
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• rs,d,k: the kth shortest route between source, s, and destination ,d,

• δ L
s,d,k,l: is set to 1 if route rs,d,k traverses link l, 0 otherwise,

• SNRM
s,d,k: the worst case symbol SNR for transmission over route rs,d,k,

• Cs,d,k,m: the capacity of transmission on a single channel over the route rs,d,k with

modulation format, m,

• SNRR
s,d,k,m: the required symbol SNR for error free transmission over route rs,d,k

with modulation format, m.

Variables:

• c: the total throughput of the network, a multiplying factor to the normalized traffic

matrix T to define the actual traffic demand,

• δ F
s,d,k,m,w: is 1 if there is an active transceiver over route rs,d,k using modulation

format, m, and DWDM channel w, 0 otherwise.

The aim is to optimise c as a continuous variable and δ F
s,d,k,m,w as binary variables, so

that

cmax = max
c,δ F

s,d,k,m,w

c (6.5)

subject to the total capacity between all source, s, and destination, d, nodes exceeding the

demand

∑
w

∑
m

∑
k

δ
F
s,d,k,m,wCs,d,k,m− cTs,d >= 0 ∀ s,d > s (6.6)

and the number of signals occupying DWDM channel, w, in any link, l, does not exceed 1,

∑
m

∑
k

∑
s

∑
d>s

δ
F
s,d,k,m,wδ

L
s,d,k,l <= 1 ∀ l,w. (6.7)

The MBLP optimisation was solved using IBM CPLEX® and for the results presented in

this paper the computation took typically a few hours on a dual quad core computer with

16 threads running at 2.3 GHz. The optimisation is assisted using prior knowledge of the

maximum network throughput obtained from the solution of the relaxed problem.

Given that the maximum network throughput cmax has been calculated the MBLP was

re-calculated with the secondary objective to group highly interfering channels, for later
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separation, while minimising the total number of transmitters and the overall nonlinear

interference. Optimise δ F
s,d,k,m,w as binary variables to

min
δ F

s,d,k,m,w
∑
w

∑
m

∑
k

∑
s

∑
d>s

δ
F
s,d,k,m,w

1000+
Zs,d,k

10000

(
SNRR

s,d,k,m

SNRM
s,d,k

)2( w
10

+100
) (6.8)

subject to the constraints of equations (6.6) and (6.7) where c has been replaced by

cmax. The large constant in the objective function ensures that the minimum number of

transmitters are used. The term
SNRR

s,d,k,m

SNRM
s,d,k

is the ratio of the modulation formats’ required

SNR to the basic SNR of the route used in the routing stage, the worst case where all

channels are occupied. This ratio is related to the expected transmitter power thus the square

multiplied by the route length Zs,d,k denotes the channels likelihood to cause nonlinear

interference. By dividing Zs,d,k by 10000 a constant of the order of the maximum of Zs,d,k

the weight term Zs,d,k
10000

(
SNRR

s,d,k,m

SNRM
s,d,k

)2

is of order 1. By weighting the objective function with

the channel number, more highly interfering signals will be placed in the lowest available

channel number, thus grouping them together. The constant added to the channel weight

ensures that nonlinear interference is always more weighted than channel number. The

objective function weight increases by order 1000 for additional transmitters, order < 100

for nonlinear interference and order < 10 for higher channel numbers. So this objective

function tries to, in order of priority, minimise the number of transmitters, then minimise

the nonlinear interference and finally group highly interfering signals. There is still some

considerable scope to improve this objective function to more closely achieve these stated

aims.

6.5 Launch Power and Spectral Assignment

The symbol SNR of individual channels can be estimated as described in section 4.8. Given

that the ith transmitter-receiver pair requires a symbol SNR, SNRR
i , with an overall margin

SNRmargin then the launch powers, p should be minimised to achieve a symbol SNR of

SNRmargin SNRR.

The launch powers were iteratively optimised to achieve the required SNR and were

initialised based on ASE noise alone using

pi = SNRmargin SNRR
i nASE,i. (6.9)
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For a given network state with launch powers, p the SNR of the ith signal is given by,

SNRi =
pi

nASE,i + pi ∑ j

(
Xi, j p2

j

) (6.10)

where Xi, j is an accumulated nonlinear interference as calculated by equation (4.44). The

variation of the SNR with launch power around the current network state, dSNR
dp is given by

dSNRi

dp j
= SNR2

i

[
nASE,i= j

p2
i
−2Xi, j p j

]
(6.11)

where nASE,i= j = nASE,i for i = j, zero otherwise. The iteration update is given by

∆p =
(
SNRmarginSNRR−SNR

)(dSNR
dp

)−1

. (6.12)

In order to improve the speed of convergence and dampen oscillations in the computation

the iteration update was restricted at each step by multiplying by µ < 1 where

µ =

 mini

(
0.1
∆Pi

)
for mini

(
0.1
∆Pi

)
< 1

1 otherwise
(6.13)

the launch powers, p were then updated as

p := p+µ∆p (6.14)

the iteration proceeds through equations (6.10) to (6.14) until the launch powers, p,

converge. The algorithm was found typically to converge within 20 iterations for ≈ 600

transmitters provided the required SNR with margin can be achieved. It was also found

to be prudent to check that dSNRi
dpi
≥ 0 as it is possible to achieve a symbol SNR by using

too high a launch power, if the condition was false then the ith launch power was reduced

to achieve the same SNR on the ith signal, while the other signals will have a slightly

increased SNR, before continuing the launch power iteration.

The aim of the launch power optimisation was to maximise the SNR margin equally

across all the signals, giving similar error rate performance across the signals. The SNR

margin was increased incrementally and at each step the launch power optimised as

described. The maximum achievable SNR margin was taken as the largest SNR margin for

which a solution to the power optimisation converged and was possible.

The DWDM channels as obtained from the routing modulation and channel assignment

MBLP, were then assigned to DWDM spectra. The separation of higher power signals
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Figure 6.4: Illustration of DWDM spectrum swapping process. A-E refer to

transmitted signals, grey block are occupied link-spectral slots. After swapping

the spectral continuity and collision free constraints are maintained.

has been shown in section 5.2, and in [34], to give improved overall SNR performance.

The assignment was initial done manually to separate the lower channel numbers by

assigning them well separated spectra. Since we are considering a fixed grid, each DWDM

channel from the solution of section 6.4, is self-contained, there is no spectral contiguity

constraint. This allows all of the transmitters operating in a given DWDM channel to be

moved to another spectra assignment without disturbing the spectral continuity or collision

constraints. Thus we can swap the spectral assignment of one DWDM channel with that

of another DWDM channel and this possibility was used to improve the DWDM channel

spectral assignment. The process is illustrated in figure 6.4 for a simple network with three

links and three DWDM channels. Thus the initial manual assignment was improved by

swapping random pairs of DWDM channels and calculating the achievable SNR margin

by following the iterative launch power optimisation described above. The new DWDM

spectra assignment was then retained if this improved the achievable SNR margin or

returned to the original spectral positions if it did not. Random pairs were swapped until

no further improvement in achievable margin could be made.

For the NSF network utilising a fixed PM-QPSK modulation format with CD and SPM

compensation the MBLP solution gave a worst case SNR margin of 2.8 dB under the

equal launch power fully loaded links assumption used in section 6.4, keeping the grouped

channel allocation and optimising the launch power gave an achievable SNR margin of

3.8 dB. Figure 6.5 (left) shows the total launch power, summed over all transmitters, in

each DWDM channel after the individual launch powers have been optimised as described

above but retaining the grouped channel assignments. Following spectral assignment the

achievable SNR margin was increased to 4.5 dB and figure 6.5 (right) shows the total

launch power, summed over all transmitters, in each DWDM channel, clearly showing that
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Figure 6.5: Total launch power across all transmitters in each DWDM channel

for the NSF network for the fixed PM-QPSK modulation solution with CD and

SPM compensation. Initial grouped DWDM channel assignments, giving 3.8 dB

SNR margin (left) and Optimal DWDM channel assignments, giving 4.5 dB SNR

margin (right).

high power channels have been spectrally separated.

6.6 Example Network Optimisations

For each of the three example networks shown in section 3.8, five network solutions were

calculated each for CD only compensation and CD and SPM compensation at the receiver.

The solutions differ in the following ways;

1) A baseline optimisation for a go anywhere fixed modulation format, with fixed

launch power and worst case SNR assuming full channel occupancy in all links,

2) A go anywhere fixed modulation format as 1) but where the launch power and

DWDM channel assignment have been optimised,

3) An adapted modulation format based on a worst case SNR for fixed launch power

and assuming full channel occupancy in all links but where the launch power and

DWDM channel assignment where subsequently optimised,

4) An adapted modulation format based on improved SNR expectation where the launch

power and DWDM channel assignment have been optimised,

5) As 4) but removing the requirement to minimise the number of transmitters.
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Beginning with the country scaled DTAG/T-Systems core network of figure 3.3, under

the assumption of equal launch power and fully loaded links the SNR of the longest

shortest-path route allows PM-32QAM modulation. Thus PM-32QAM is the baseline go

anywhere case for this network as it is suitable for transmission between all node pairs. By

optimising the routing and channel allocation using the MBLP described in section 6.4

while maintaining the fixed PM-32QAM modulation format a network throughput of

273.0 Tb·s−1 was achieved using 1092 transmitters and with a worst case SNR margin

of 0.7 dB and 1.1 dB for the CD only and CD and SPM compensation cases respectively.

Taking this fixed PM-32QAM routing solution and optimising the launch power and

spectral allocation, as described in section 6.5, a SNR margin of 1.7 dB and 2.6 dB was

possible, for the CD only and CD and SPM compensation cases respectively.

It is then the aim to utilise this margin to increase the network throughput. First the

modulation format was adapted to the route by allowing the MBLP of section 6.4 the

choice of all modulation formats on each route that have a required SNR less than the

route worst case SNR calculated based on equal launch powers and fully loaded links. The

adaptation of the modulation format allowed the number of transmitters to be reduced

to 936 while maintaining the network throughput at 273.0 Tb·s−1. To further access this

margin the modulation formats required SNR were temporarily reduced during the initial

routing, modulation and channel assignment. This allowed the network to increase its

throughput slightly to 318.5 Tb·s−1 for the CD and SPM compensation case. Finally by

removing the requirement to minimise the number of transmitters an increase in network

throughput to 282.1 Tb·s−1 for the CD only compensated case was possible. Thus using

more transmitters operating at with a lower order modulation allows a small improvement

in SNR margin and or in the case of CD only compensation a small increase in throughput.

Thus by optimising the routing, modulation, launch power and spectral assignment the

throughput has been increased by 3 % and 16 %, for the DTAG/T-Systems core network,

over the baseline traditional go anywhere case for CD only and CD and SPM compensation

respectively. These results are summarised in table 6.1.

Next consider the larger continental scale NSF network of figure 3.4, under the

assumption of equal launch power and fully loaded links the SNR of the longest shortest-

path route allows PM-QPSK modulation. Thus PM-QPSK is the baseline go anywhere

format for this network as it is suitable for transmission between all node pairs. By
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Table 6.1: Summary of results for the DTAG/T-Systems core network.

Optimisation CD only compensation CD and SPM compensation
Network Number of SNR Network Number of SNR
Throughput Transmitters Margin Throughput Transmitters Margin
(Tb·s−1) (dB) (Tb·s−1) (dB)

1) Fixed PM-32QAM 273.0 1092 0.7 273.0 1092 1.1
(MILP on worst SNR)
Equal power
Fully loaded links

2) Fixed PM-32QAM 273.0 1092 1.7 273.0 1092 2.6
(MILP on worst SNR)
Optimised power and
channel assignment

3) Adapted PM-mQAM 273.0 936 0.8 273.0 936 1.6
(MILP on worst SNR)
Optimised power and
channel assignment

4) Adapted PM-mQAM 273.0 936 0.8 318.5 1018 0.3
(MILP optimistic SNR)
Optimised power and
channel assignment

5) Adapted PM-mQAM 282.1 1650 0.2 318.5 1708 0.5
(MILP optimistic SNR
and unlimited Tx)
Optimised power and
channel assignment

optimising the routing and channel allocation using the ILP described in section 6.4 while

maintaining the fixed PM-QPSK modulation format a network throughput of 109.2 Tb·s−1

was achieved utilising 1092 transmitters and with a worst case SNR margin of 2.1 dB and

2.8 dB for the CD only and CD and SPM compensation cases respectively. Taking this

fixed PM-QPSK routing solution and optimising the launch power and spectral allocation,

as described in section 6.5, a SNR margin of 3.1 dB and 4.5 dB was possible for the CD

only and CD and SPM compensation cases respectively.

Allowing the MILP of section 6.4 the choice of all modulation formats on each route

that have a required SNR less than the worst case route SNR calculated based on equal

launch powers and fully loaded links increased the network throughput to 136.5 Tb·s−1 and

145.6 Tb·s−1 using 1004 transmitters for the CD only and CD and SPM compensation cases

respectively. Following optimisation of the launch power and spectral allocation a SNR
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Table 6.2: Summary of results for the NSF network.

Optimisation CD only compensation CD and SPM compensation
Network Number of SNR Network Number of SNR
Throughput Transmitters Margin Throughput Transmitters Margin
(Tb·s−1) (dB) (Tb·s−1) (dB)

1) Fixed PM-QPSK 109.2 1092 2.1 109.2 1092 2.8
(MILP on worst SNR)
Equal power
Fully loaded links

2) Fixed PM-QPSK 109.2 1092 3.1 109.2 1092 4.5
(MILP on worst SNR)
Optimised power and
channel assignment

3) Adapted PM-mQAM 136.5 1004 1.2 145.6 1004 2.0
(MILP on worst SNR)
Optimised power and
channel assignment

4) Adapted PM-mQAM 145.6 1036 0.7 182.0 1034 0.2
(MILP optimistic SNR)
Optimised power and
channel assignment

5) Adapted PM-mQAM 154.7 1400 0.1 182.0 1484 0.5
(MILP optimistic SNR
and unlimited Tx)
Optimised power and
channel assignment

margin of 1.2 dB and 2.0 dB was achieved. Temporarily reducing the modulation formats

required SNR during the initial routing, modulation and channel assignment allowed a

network throughput of 145.6 Tb·s−1 and 182.0 Tb·s−1 utilising 1036 and 1034 transmitters

and following launch power and spectral allocation achieved a SNR margin of 0.7 dB

and 0.2 dB. Finally by removing the requirement to minimise the number of transmitters

allowed a network throughput of 154.7 Tb·s−1 and 182.0 Tb·s−1 utilising 1400 and 1484

transmitters and following launch power and spectral allocation achieved a SNR margin of

0.1 dB and 0.5 dB.

Thus by optimising the routing, modulation, launch power and spectral assignment the

throughput has been increased by 41 % and 66 %, for the NSF network, over the baseline

traditional go anywhere case for CD only and CD and SPM compensation respectively.

These results are summarized in table 6.2.
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Finally considering the much longer, inter-continental scale Google B4 network of

figure 3.5 under the assumption of equal launch power and fully loaded links it is not

possible to transmit the lowest order modulation format, PM-BPSK across the longest

shortest-path route. In order to achieve a SNR suitable for PM-BPSK on the longest

shortest-path route under the assumption of equal launch power and fully loaded links

it was necessary to increase the channel spacing to 100 GHz and reduce the number of

channels to 40. It was also necessary to use CD and SPM compensation at the receiver. By

optimising the routing and channel allocation a baseline network throughput of 13.2 Tb·s−1

was achieved using 264 transmitters with a worst case SNR margin of 0.1 dB. Taking this

fixed PM-BPSK routing solution and optimising the launch power and spectral assignment

a SNR margin of 2.0 dB was possible.

To improve the network throughput the modulation format was adapted to the route

by allowing the MBLP of section 6.4 the choice of all modulation formats on each route

that have a required SNR less than the route worst case SNR calculated based on equal

launch powers and fully loaded links. This allowed a network throughput of 26.4 Tb·s−1

utilising 304 transmitters and following launch power and spectral assignment optimisation

a margin just above 0.2 dB was achieved. No further improvement in network throughput or

SNR margin could be achieved by either reducing the initial SNR requirement or removing

the requirement to minimise the number of tranmsitters.

Thus by optimising the routing, modulation, spectral assignment and launch power the

throughput has been increased by 100 %, for the Google B4 network, over the baseline

traditional route independent case. These results are summarised in table 6.3.

Figure 6.6 summarises the network throughput for each of the three test topologies

for the baseline and optimised cases. It has been shown that for each of these three

network topologies, with quite different diameters, the optimisation of the launch power

and channel spectra assignment leads to an increase in the SNR margin of about 1 dB

and 1.7 dB for the CD only and CD and SPM compensation cases respectively, for the

fixed go anywhere baseline modulation format. This margin can be traded to increase

the average modulation format order by approximately 1 b·s−1·Hz−1·pol−1 for each

3 dB of SNR margin, increasing the network throughput. For the smallest diameter

DTAG/T-Systems National core network where the fixed modulation format is PM-32QAM,

5 b·s−1·Hz−1·pol−1, the 1.7 dB and 2.6 dB SNR margins should allow an increase of 10 %
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Table 6.3: Summary of results for the Google B4 network.

Optimisation CD only compensation CD and SPM compensation
Network Number of SNR Network Number of SNR
Throughput Transmitters Margin Throughput Transmitters Margin
(Tb·s−1) (dB) (Tb·s−1) (dB)

1) Fixed PM-BPSK 13.2 264 0.1
(MILP on worst SNR)
Equal power
Fully loaded links

2) Fixed PM-BPSK 13.2 264 2.0
(MILP on worst SNR)
Optimised power and
channel assignment

3) Adapted PM-mQAM 26.4 304 0.2
(MILP on worst SNR)
Optimised power and
channel assignment

4) Adapted PM-mQAM 26.4 304 0.2
(MILP optimistic SNR)
Optimised power and
channel assignment

5) Adapted PM-mQAM 26.4 420 0.2
(MILP optimistic SNR
and unlimited Tx)
Optimised power and
channel assignment

and 17 % in network throughput for the CD only and CD and SPM compensation cases

respectively. For the NSF network where the fixed modulation format is PM-QPSK,

2 b·s−1·Hz−1·pol−1, the 3.1 dB and 4.5 dB SNR margin should allow an increase of 50 %

and 75 % in network throughput for the CD only and CD and SPM compensation cases

respectively. Finally for the Google B4 network where the fixed modulation format is

PM-BPSK, 1 b·s−1·Hz−1·pol−1, the 2.0 dB SNR margin should allow a 66 % improvement

in network throughput. These expected improvements in network throughput are in general

observed in the final optimised solutions. Thus it is seen the improvement in network

throughput as a result of modulation format, spectrum and launch power assignment

improves for longer networks as they start from a lower spectral efficiency such that

adaptation can give a fractionally larger improvement.
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Figure 6.6: Total network throughput for the three test topologies for five different

routing, wavelength and launch power assignment strategies, as described in

section 6.6.

6.7 Adapting the FEC Overhead

In the previous sections, routing, modulation format, spectrum and launch power

assignment was carried out to maximise the network throughput for a given traffic profile.

Remaining with the fixed grid, fixed symbol rate paradigm there is still the option to adapt

the FEC OH. That is, it is possible to use a higher FEC OH with stronger error correction

to allow transmission with poor SNR at the expense of a reduced data throughput. The

ideas of this section were presented at OFC 2015 [180].

In a network the different routes inevitably lead to signals with different SNR and

the optimal use or control of this SNR is critical to better utilise the network resources.

In the previous sections the network resources were more fully utilised by adapting the

launch power, effectively adapting the signal SNR to that required by the modulation

format. Adaptive FEC OH allows the adaptation of the required SNR to the SNR of the

signal. However adapting the FEC OH leads to non-standard data rates which may cause

complications with the client network interfaces. In this section the performance of square

mQAM modulation formats with 100 Gb·s−1 client data rate granularity and adapting the

routing, modulation format, spectrum and launch power assignment was compared with

using a fixed launch power and adapting the routing, modulation format, spectrum and
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FEC OH assignment with a 10 Gb·s−1 client data granularity.

Consider HD-FEC where the receiver output is an uncorrected binary sequence and

this is subsequently independently corrected to give the client data. For an ideal binary

symetric channel with a pre-FEC BER, Pb, the maximum hard decision code rate, Rc, that

results in error free transmission is given by [87]

Rc = 1+Pb log2(Pb)+(1−Pb) log2(1−Pb) (6.15)

such that for PM-QPSK modulation at 32 GBaud the maximum error free information rate

is 32×4×Rc Gb·s−1. Allowing a further 5 % overhead for the OTU framing leads to a

maximum client data rate 1
1.0532×4×Rc Gb·s−1 for PM-QPSK modulation.

To solve the network optimisation problem it is necessary to find the required SNR

for each client data rate considered, that is, for a given data rate choose the modulation

format and FEC OH to minimise the required SNR for error free transmission. The client

data rates will be in multiples of 10 GbE with 5 % framing OH, a data rate granularity of

10.5 Gb·s−1. So for each modulation format the required code rate can be calculated thence

from equation (6.15) the required pre-FEC BER, Pb can be found and finally the required

SNR to achieve this pre-FEC BER can be calculated given the modulation format chosen.

The required SNR for client data rates of 10 and 100 Gb·s−1 granularity transported

using PM-QPSK, PM-16QAM, PM-64QAM and PM-256QAM are shown in table 6.4 and

illustrated in figure 6.7. Note that the required SNR is slightly lower than in table 4.2 since

here ideal HD-FEC is considered while previously a realised HD-FEC was considered.

While these ideal HD-FEC codes may not exist realised soft decision FEC can achieve

similar performance.

The use of variable FEC OH increases the possible network optimisation possibilities

and complexity. The work presented at OFC [180] considered two network optimisation

strategies to utilise the available network resources. The use of multiples of a fixed 100 GbE

client rate and adapting the SNR through power adaptation to meet the required SNR for

the modulation format following the network optimisation process of sections 6.2 to 6.5.

Alternatively the use of a multiple of a 10 GbE client rate with adapted FEC OH utilising

the full list of formats and coding rates taken from table 6.4 and the network optimisation

process of sections 6.2 to 6.4.

Table 6.5 and 6.6 shows the throughput results for the 14-node 21-link NSF network

topology and the 14-node 23-link DTAG/T-Systems national core network topology. Also
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Table 6.4: Modulation formats, data rates and required symbol SNRs for the

32 GBaud variable code rate signals used.

Modulation Code Information Client Data Required
Format Rate (Gb·s−1) (Gb·s−1) SNR (dB)
PM-QPSK 0.41 52.5 50 0.6
PM-QPSK 0.49 63.0 60 1.7
PM-QPSK 0.57 73.5 70 2.7
PM-QPSK 0.66 84.0 80 3.6
PM-QPSK 0.74 94.5 90 4.6
PM-QPSK 0.82 105.0 100 5.7
PM-16QAM 0.45 115.5 110 6.7
PM-16QAM 0.49 126.0 120 7.3
PM-16QAM 0.53 136.5 130 8.0
PM-16QAM 0.57 147.0 140 8.6
PM-16QAM 0.62 157.5 150 9.1
PM-16QAM 0.66 168.0 160 9.7
PM-16QAM 0.70 178.5 170 10.3
PM-16QAM 0.74 189.0 180 10.9
PM-16QAM 0.78 199.5 190 11.5
PM-16QAM 0.82 210.0 200 12.1
PM-16QAM 0.86 220.5 210 12.8
PM-16QAM 0.90 231.0 220 13.5
PM-16QAM 0.94 241.5 230 14.5
PM-64QAM 0.66 252.0 240 15.0
PM-64QAM 0.68 262.5 250 15.5
PM-64QAM 0.71 273.0 260 15.9
PM-64QAM 0.74 283.5 270 16.4
PM-64QAM 0.77 294.0 280 16.8
PM-64QAM 0.79 304.5 290 17.3
PM-64QAM 0.82 315.0 300 17.7
PM-64QAM 0.85 325.5 310 18.2
PM-64QAM 0.88 336.0 320 18.8
PM-64QAM 0.90 346.5 330 19.3
PM-64QAM 0.93 357.0 340 20.0
PM-64QAM 0.96 367.5 350 20.9
PM-256QAM 0.74 378.0 360 21.7
PM-256QAM 0.76 388.5 370 22.1
PM-256QAM 0.78 399.0 380 22.4
PM-256QAM 0.80 409.5 390 22.8
PM-256QAM 0.82 420.0 400 23.2
PM-256QAM 0.84 430.5 410 23.6
PM-256QAM 0.86 441.0 420 24.1
PM-256QAM 0.88 451.5 430 24.5
PM-256QAM 0.90 462.0 440 25.0
PM-256QAM 0.92 472.5 450 25.5
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Figure 6.7: Graph of client data rate versus symbol SNR for various code rate

and modulation formats.

Table 6.5: Network throughput solutions for NSF network topology with variable

rate ideal HD FEC

Network throughput (Tb·s−1)
and Achievable SNR margin (dB)

CD only compensation CD and SPM compensation
Fixed 100 GbE 109.2 109.2
22% FEC OH (4.2) (5.9)

Adapted m×100 GbE 145.6 200.2
22% FEC OH (1.2) (0.2)

Adapted launch power

Adapted Modulation 191.1 203.8
Variable FEC OH (0.8) (0.9)
m×10 GbE steps
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Table 6.6: Network throughput solutions for DTAG/T-Systems network topology

with variable rate ideal HD FEC

Network throughput (Tb·s−1)
and Achievable SNR margin (dB)

CD only compensation CD and SPM compensation
Fixed 200 GbE 218.4 218.4
22% FEC OH (5.4) (6.9)

Adapted m×100 GbE 316.7 325.8
22% FEC OH (0.6) (1.5)

Adapted launch power

Adapted Modulation 327.6 327.6
Variable FEC OH (0.9) (0.9)
m×10 GbE steps

shown is the achievable SNR margin with launch power optimisation in each case, this

serves to highlight the finer differences between CD only compensation and full CD

and SPM compensation. The largest network throughput was achieved using the finer

granularity m×10 GbE transmission rates with SPM compensation for the NSF network

and using launch power adaptation for the DTAG network giving an overall increase in

network throughput of 87 % and 50 % from the baseline for the two networks considered.

Where SPM is compensated, launch power adaptation can allow m×100 GbE fixed clients

to give a comparable network throughput to that using variable client rates in both networks.

When using adapted modulation with adapted FEC OH the effect of compensating SPM

increases the network throughput by just 7 % and 3 % for the two networks.

These results suggest that there is a choice of approaches that both give broadly similar

gains in network throughput. Use a m×100 GbE client rate with launch power adaptation

a more complex routing and spectral assignment to minimise nonlinear interference

and perhaps SPM compensation or use a m×10 GbE variable client rate with a more

complex FEC algorithm. The choice between these solutions will depend on the clients

preference for a fixed 100 GbE data rate versus a variable client data rate weighted against

the complexity of implementing more complex routing and spectral assignment, SPM

compensation and adapted FEC.
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Online Sequentially Loaded Networks

THE following work on sequentially loaded optical networks was undertaken in

collaboration with BT at Adastral Park. The overall aim of the work was to better

include the physical effects of nonlinearity in network simulations. BT provided a network

simulation tool written in C# which included their 20+2 node UK core topology. Two

pieces of work have resulted from this collaboration, an investigation of the network

blocking load as a function of launch power [162] and an investigation of the use of lower

bit rate lanes to avoid stranded capacity1. Throughout this chapter the launch power is set

to be uniform across all channels. The novelty of the work is to include nonlinear effects

through the GN model into network simulations. There is considerable scope to extend

this work for example, by adapting launch power and by considering dynamic networks

where demands are removed as well as added.
1A journal paper describing this work is in preparation.
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Figure 7.1: The BT 20+2 node UK core topology [29] showing link lengths in

(km). The two yellow nodes do not supply or receiver traffic and are for routing

purposes only.

7.1 BT Core Topology Parameters

This chapter utilises a different set of network parameters from the rest of this thesis to

better reflect the network of BT, as such table 7.1 contains the fibre and system parameters

used for the sequentially loaded network simulations. Figure 7.1 illustrates the BT 20+2

node UK core network topology and shows the link lengths used. The two yellow nodes

do not supply or receive traffic and are included only for routing purposes.

One important difference in this network is the range of link lengths which can not
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Table 7.1: Simulation parameters for the BT 20+2 node core network used

throughout chapter 7.

Parameter Symbol Value

Fibre Parameters

Attenuation Coefficient 0.25 dB·km−1

α 0.0576 km−1

Chromatic Dispersion Coefficient 16.7 ps·nm−1·km−1

β2 -21.3 ps2·km−1

Nonlinear Coefficient γ 1.3 W−1·km−1

Amplifier Parameters

Noise Figure NF 4.5 dB

Max. Span Length 60 km

be satisfactorily rounded to a single realistic span length. Thus the network contains a

large range of span lengths. To avoid repeated numerical integration of the GN model an

approximation to describe the nonlinear interference with span length was required. As

written in the GN model equation [41, (1)] it appears that the nonlinear interference scales

with effective length squared L2
e f f however it should be noted that ρ( f1, f2, f ) contains

L−2
e f f effectively cancelling out this dependence and hence Le f f does not appear in equation

(4.17).

From equation (4.22) and (4.23) it can be seen that when 4π2β2( f1− f )( f2− f )Ls is

approximately 0, that is either L = 0, ( f1− f ) = 0 or ( f2− f ) = 0, i.e. for short spans or

SPM interference then the cos term tends to 1 and the GN model scales as (1− e−αL)2.

When L >> 0 and ( f1− f )>> 0 or ( f2− f )>> 0, that is for reasonable spans and XPM

interference then the GN model scales as (1− e−2αL). This can be understood physically

in that for SPM or short lengths where the dispersion is small the nonlinear interference

scales coherently, with L2
e f f . For longer lengths and XPM the nonlinear interference scales

incoherently due to the rapid walk off between the signals and increases linearly with the

effective squared power length.

In the work of section 7.3, the nonlinear interference factor for a single span was

calculated by numerical integration for a limited number of channel separations and span

lengths and then estimated by interpolation to obtain the actual factor for a specific channel
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separation and span length as required. The interpolation was carried out such that for

∆ f = 0, that is for SPM interference X(0,Ls) is a one dimensional interpolation in the space

(1−e−αLs)2 while for XPM interference X(∆ f ,Ls) was a two dimensional interpolation in

the space 1
∆ f ,(1− e−2αLs). The numerical integration was carried out for channel spacings

∆ f = 0,75,150,225,300,375,450,600,900,1350,1800,2250,4950 and for span lengths

L = 2,5,7,20,40,60. The interpolation error was estimated by calculating the difference

between the numerical integration and the interpolation midway between these points and

was found to be less than 0.11 dB.

In the work of section 7.4 the equal launch power, fully loaded network paradigm was

assumed and there is no need to calculate X(∆ f ,L) but merely Xm(L), the worst case

nonlinearity factor as a function of span length. The worst case nonlinearity factor Xm(L)

was calculated by numerical integration of the GN model over the whole c-band for a

limited number of span lengths. Considering the forms of the length dependence used

above, it was found that Xm(L) could be well approximated by

Xm(L) = Xm(∞)
[
1− e−a0L]a1 (7.1)

where for 100 channels spaced at 50 GHz operating at 32 Gbaud with Nyquist sinc

pulses, Xm(∞) = 8.26×10−4 mW2·span−1 is the NLI for an infinite long span obtained

by numerical integration of the GN model and a0 and a1 where found to be 0.0988 km−1

and 1.19 respectively by fitting the numerical data to minimise the sum of squares of the

error between the analytic equation and the numerical results. The numerically integrated

and analytical estimation of Xm(L) are compared in figure 7.2 where the RMS difference

was found to be 1.3×10−6 mW−2·span−1.

7.2 Simulation Methodology

The network simulation tool allows the simulation of a sequentially loaded BT 20+2 node

UK core network. Uniformly chosen bi-directional traffic demands were sequentially

applied to the network. The network simulation tool accept or blocks the demands

following a routing procedure utilising the available network resources and a pool of

transmitter profiles. The transmitter profiles contain the capacity and required signal SNR

for transmission using a given symbol rate, modulation format and FEC overhead.

A number of demands much greater than the expected network capacity were
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Figure 7.2: Graph of worst case nonlinear interference factor versus span length.

Values for 100 channels on a 50 GHz grid operating at 32 Gbaud with Nyquist

sinc pulses.

sequentially applied to the network and the network simulation tool records a running

total of the number of demands accepted and blocked in the network. The simulation

was repeated 10000 times to improve the statistics and the average number of accepted

and blocked demands calculated as a function of the number of demands requested. The

cumulative blocking probability after the ith demand was calculated as, CBPi,

CBPi =
Blocki

i
(7.2)

where Blocki is the mean accumulated blocking after the ith demand. The probability

that the next demand will be blocked, BPi was calculated from the cumulative blocking

probability as

BPi = (i+1) CBPi+1− i CBPi (7.3)

for a network accepted load after the ith demand given by

Loadi = i (1−CBPi) . (7.4)
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Table 7.2: Modulation formats, data rates and required symbol SNRs for the

56 GBaud signals used.

Modulation Client Data Required
Format (Gb·s−1) SNR (dB)
PM-BPSK 100 5.5
PM-QPSK 200 8.5
PM-8QAM 300 12.5
PM-16QAM 400 15.1
PM-32QAM 500 18.1
PM-64QAM 600 21.1
PM-128QAM 700 23.9
PM-256QAM 800 26.8

7.3 Investigation of Optimal Launch Power

This work presented at OFC 2014 [162] showed an investigation to understand how the

launch power affected the network load at 1% blocking probability and how best to include

the nonlinear interference into the network model. The nonlinear interference was included

based both on the actual network state and also as a worst case based on a channel in the

centre of a fully loaded DWDM band where each channel is launched with equal power.

For comparison an ASE noise only case was considered without nonlinear interference.

A fixed 75 GHz grid was used with 56 Gbaud signals utilising a root raised cosine shape

with roll off 0.25. The transceivers were chosen from the pool shown in table 7.2 and have

100 Gb·s−1 client data granularity.

The demands were processed in the following way. If an active transceiver between

the source and destination nodes has an SNR suitable for the next higher modulation

format then the transceiver was uprated and the demand accept. In the absence of a

suitable active transceiver the shortest route2 (based on number of hops) between the

source and destination was calculated and the available continuous spectrum checked. If

spectrum was available then the first fit wavelength was assigned for a new transceiver.

The SNR of the route was checked to ensure its suitability for PM-BPSK, the lowest order

modulation format and the SNR of all the existing transceivers checked to ensure there

was no detrimental effect on them. If all these conditions were satisfied the demand was

accepted onto the new active transceiver if not the demand was deemed to have been

2In this first work with sequential networks only the shortest route between nodes was considered.

124



Chapter 7. Online Sequentially Loaded Networks

New Demand
100 Gb.s-1 bidirectional
 source s, destination d

Does
an active lightpath

 from s to d
exist?

Does 
existing lightpath

 have SNR to uprate
format? 

Calculate shortest path
from s to d

First fit spectral allocation

Is spectrum
 Available?

Is SNR
 acceptable for 

PM-BPSK?

Temporarily establish
 new ligthpath

Remove temporary
 ligthpath

Is SNR of
existing connections

still acceptable?

Demand BlockedDemand Accepted

Permanently establish
 new ligthpath

Uprate existing lightpath
Increase modulation format 
and capacity by 100 Gb.s-1

NY

N

Y

Y

Y

Y

N

N

N

Figure 7.3: Flow chart of the routing and demand acceptance process.

blocked. The demand acceptance process is illustrated in the flow chart of figure 7.3.

3000 bidirectional demands were generated between uniformly random source and
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destination pairs each with 100 Gb·s−1 capacity. These demands were applied to the

network as described above and the cumulative blocking probability recorded. The blocking

probability as a function of accepted load was calculated using equations (7.3) and (7.4).

Finally the network load where the blocking probability was estimated to be 1 % was

calculated by a quadratic fit of the blocking probability versus load over a blocking

probability range of 0.3 % to 2 %. Figure 7.4 shows the 1 % blocking load of the BT

20+2 node UK core network as a function of the transmitter power for three nonlinear

interference models.

• The linear case corresponds to the case where nonlinear interference has been

neglected and X had been set to zero everywhere. In this case as the transmitter

power is increased the highest order modulation and thus information capacity

increases without bound.

• The greedy case corresponds to the case where each channel calculates its SNR

based on the existing channel occupancy. We call this the greedy case since it does

not take into account the future requirements of other channels. Future channel

allocations will increase the nonlinear interference on existing channels leading to

cross blocking.

• The egalitarian case corresponds to the limit where each channel calculates its

symbol SNR assuming all the channels are fully loaded. In this case there is no

problem of cross blocking of future channels as the SNR already accounts for the

links being fully loaded.

Figure 7.4 shows that in the absence of nonlinear transmission the blocking load

increases linearly with the logarithm of the transmitter launch power as expected from

the Shannon information capacity equation. Including nonlinear interference through the

GN model based on the actual network state, the greedy approach, leads to a significant

decrease of the blocking load at moderate and higher launch powers. This greedy approach

is so called since a channel that utilises all of the available SNR resource will cause

blocking of future channels on the links it occupies since it is unable to tolerate any further

nonlinear interference and future channels will be blocked during set up as a result of this

cross channel blocking. In the egalitarian case all the channels assume that the network

may become fully loaded and calculate SNR accordingly. Since the links are assumed to
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Figure 7.4: 1% blocking load as a function of launch power for the BT 20+2

node core network.

be fully loaded the addition of any future channels will not cause detrimental degradation

to any of the existing channels. Thence the blocking load follows the linear performance at

low launch powers while the blocking load is seen to decrease in the high launch power

regime twice as fast as it increases, this was expected from the form of the SNR equation.

Thus from an engineering tolerance perspective it is better to launch too little power than

too much. The egalitarian approach gives both better performance, is easier to implement

and more robust.

7.4 Investigation of the Utilisation of 25 GbE Lanes

In a wavelength routed optical network signals travel a variety of distances and routes

and experience a variety of impairments leading to different signal SNRs. Thus the

theoretical maximum error free spectral efficiency varies across the network. Contemporary

networking has client side data rates that are fixed, for example following the Ethernet

standard with 100 GbE client data rates such that transport networks are designed to

transport multiples of 100 Gb·s−1 client data.

The variety of transmitted signal SNRs can be fully utilised with adaptive modulation

and adaptive FEC OH [40, 88, 181] or alternatively the signal launch power can be adapted

to effectively transfer SNR margin between channels to fit the required SNR of an adapted
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Figure 7.5: Illustration of the transceiver connection options considered.

modulation, fixed FEC overhead 100 GbE granularity [180]. The later requires more

complex routing and wavelength assignment algorithms [175] and may not be suitable

for sequential or dynamically loaded networks. The former leads to a variety of spectral

efficiencies. Elastic bandwidth and flexible grids [62, 63] could be used to maintain a

fixed client rate by adjusting the symbol rate for a given spectral efficiency but this again

leads to more complex routing and wavelength assignment and the difficulties of spectral

fragmentation with stranded bandwidth.

So consider the simpler paradigm of a fixed optical grid, fixed optimised launch power

and use an adapted modulation and adaptive FEC OH leading to a variety of data rates.

This simplifies the routing and wavelength assignment as each DWDM channel is now

separately constrained and by considering a fully loaded network the nonlinear impairments

can be estimated without requiring full knowledge of the network state [162]. Thus in

general the optimal data rate will not align with the preferred 100 GbE client side rate

leaving stranded capacity. As pointed out in [182], a flexible Ethernet is required to better

match client and optical layers. The recent debates within IEEE 802.3 and the ethernet

community suggest that 25 GbE is a data rate that can be transported over single electrical

or OOK optical channels. So to more fully utilise the available data rates with adaptive

modulation and adaptive FEC overhead, inverse multiplexing the fixed 100 GbE client rate

onto four 25 GbE lanes and transmitting these on the available spare capacity of multiple

transceivers as illustrated in figure 7.5 is considered. This is compared with traditional

fixed 100 GbE and also using fixed 25 GbE demands.

For a given symbol SNR the modulation format and FEC coding are chosen to maximise
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the data throughput. Consider an ideal hard decision binary symetric channel using HD

FEC, where for a pre-FEC BER, Pb, the maximum code rate, Rc, that results in error free

transmission is given by [87]

Rc = 1+Pblog2[Pb]+ (1−Pb)log2[1−Pb]. (7.5)

Thus for PM-QPSK modulation at 32 GBaud the maximum error free information rate is

32×4×Rc Gb·s−1. It is usual to including a 5% overhead for the OTU framing leading to

a maximum client data rate 1
1.0532×4×Rc Gb·s−1 for the PM-QPSK modulation.

The reverse of this is solved, that is for a given data rate the modulation format and

FEC overhead is chosen to minimise the required SNR for error free transmission. The

data rates are chosen to be in multiples of 25 GbE with 5 % framing OH, giving a data

rate granularity of 26.25 Gb·s−1. So for each modulation format the required code rate

can be calculated thence from equation (7.5) the required pre-FEC BER, Pb can be found

and finally the required SNR to achieve this pre-FEC BER can be calculated given the

modulation format. The required SNR for client data rates on 100 and 25 Gb·s−1 lanes

transported using PM-QPSK, PM-16QAM, PM-64QAM and PM-256QAM are shown in

table 7.3 and illustrated in figure 7.6.

In this section 32 Gbaud signals using Nyquist sinc pulses are considered with each fibre

able to support 100 channels on a 50 GHz grid. Table 7.3 shows the available transceiver
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Table 7.3: Modulation formats, data rates and required symbol SNRs for the

32 GBaud signals used.

Modulation Code Information Client Data Required
Format Rate (Gb·s−1) (Gb·s−1) SNR (dB)
PM-QPSK 0.41 53 50 0.6
PM-QPSK 0.62 79 75 3.2
PM-QPSK 0.82 105 100 5.7
PM-16QAM 0.49 131 125 7.6
PM-16QAM 0.62 158 150 9.1
PM-16QAM 0.72 184 175 10.6
PM-16QAM 0.82 210 200 12.1
PM-16QAM 0.92 236 225 14.1
PM-64QAN 0.68 263 250 15.5
PM-64QAM 0.75 289 275 16.6
PM-64QAM 0.82 315 300 17.7
PM-64QAM 0.89 341 325 19.1
PM-64QAM 0.96 368 350 20.9
PM-256QAM 0.77 394 375 22.2
PM-256QAM 0.82 420 400 23.2
PM-256QAM 0.87 447 425 24.3
PM-256QAM 0.92 473 450 25.5

profiles used. For the fixed FEC OH only those transceiver profiles with a code rate of 0.82

were used.

To demonstrate the gains by fully utilising the available SNR, sequential loading of

the BT 20+2 node UK core network was considered. Uniformly random demands were

sequentially added to the network in the following way. If a transceiver with sufficient

spare capacity was available between the source and destination nodes then the demand

was accepted in full by that transceiver. If a transceiver was available between the source

and destination nodes with insufficient spare capacity to fully accept the demand and a

new transceiver can be set up following the same path the demand was accepted across

the two transceivers. Otherwise a new transceiver was routed using the congestion aware

shortest path (number of hops) based on [87] and if DWDM spectrum was available the

first fit wavelength chosen to activate the transceiver. The SNR of the available route was

calculated and the highest capacity signal format chosen from Table 7.3 where the SNR

exceeds the required SNR for error free transmission. The demand was accepted onto the

new transceiver. If all these options fail then the demand was deemed to have been blocked.
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The process of routing and accepting a demand is illustrated in the flow chart of figure 7.7.

Either 2000, 100 Gb·s−1 or 8000, 25 Gb·s−1 bi-directional demands were requested

in each simulation run with the simulation being repeated 10000 times to improve the

statistics. The blocking probability was calculated as described in section 7.2 and the

network load that gives a 0.1 %, 1 % and 10 % blocking probability were calculated by

interpolation from a quadratic fit to the blocking probability versus load in the log domain

over a blocking probability range of 0.05 % to 0.2 %, 0.5 % to 2 % and 6 % to 15 %

respectively.

The simulation was carried out for four different sets of transceiver and demand profiles:

• for a fixed 200 Gb·s−1 PM-16QAM modulation format accepting upto 2 off 100 GbE

demands,

• for an adapted PM-mQAM modulation format with fixed FEC overhead giving

100 Gb·s−1 client data granularity and accepting multiple 100 GbE demands in full,

• for an adapted PM-mQAM modulation format with adapted FEC overhead giving

25 Gb·s−1 client data granularity with the 100 GbE demands inverse multiplexed

across four 25 GbE lanes and accepted across single or multiple transceivers

• and for an adapted format PM-mQAM with adapted FEC overhead giving 25 Gb·s−1

client data granularity with the multiple 25 GbE demands accepted in full.

Figure 7.8 shows the blocking probability versus accepted load for the different

transceiver configurations described above. The network load at 0.1 %, 1 % and 10 %

blocking probabilities are shown in table 7.4 and increase from 213 to 273 Tb·s−1 for

1 % blocking in going from fixed PM-16QAM modulation with fixed FEC OH and

100 GbE demands to adapted PM-mQAM modulation with adapted FEC OH and 25 GbE

demands. For transceivers with 100 GbE client data granularity it is expected that on

average 50 Gb·s−1 per transceiver of client data capacity will be stranded by incomplete

utilisation of the available SNR, given that approximate 1000 transceivers are active then

50 Tb·s−1 of client data capacity is unused. This stranded capacity will fall to 50 Gb·s−1

per node pair when the demands are inverse multiplexed onto 25 GbE lanes, a total of

19 Tb·s−1 and fall further to 12.5 Gb·s−1 per transceiver when 25GbE client demands are

used a total of just 12.5 Tb·s−1. This view is consistent with the results shown in figure 7.8

131



Chapter 7. Online Sequentially Loaded Networks

DEMAND

Is there an active
transceiver between the source

and destination nodes with
spare capacity?

Yes

No
Is there sufficient

spare capacity to accept
the demand in full?

Yes

No

Is spectrum available for a
parallel DWDM channel?

Yes

No

ACCEPT
on existing tx

Mark tx spare
capacity as
unavailable

Select first fit wavelength
Estimate SNR
Select highest capacity signal format
Activate transceiver

ACCEPT
across the two tx

Select first fit wavelength
Estimate SNR
Select highest capacity signal format
Activate transceiver

Calculate new route as a
congestion weighted shortest
path (number of hops)

Is spectrum available for
the new DWDM channel? Yes

No

ACCEPT
on new tx

BLOCK

Figure 7.7: The flow process of routing and accepting sequential demands.

132



Chapter 7. Online Sequentially Loaded Networks

Table 7.4: Network load for a number of blocking probabilities and the number

of active transceivers at a network load of 200 Tb·s−1 for the four transceiver

configurations considered.

Transceiver Network Load (Tb·s−1) No. Tx
Configuration for blocking probability at load

0.1% 1% 10% 200 Tb·s−1

Fixed PM-16QAM, 206 213 223 1095
fixed FEC Coding,
100 GbE demands.

Adaptive PM-mQAM, 225 232 243 913
fixed FEC coding,
100 GbE demands.

Adaptive PM-mQAM, 251 265 281 854
adaptive FEC coding,
100 GbE demand.

Adaptive PM-mQAM, 267 273 290 861
adaptive FEC coding,
25 GbE demands.

and suggests that moving to 100 GbE demands split across four 25 GbE lanes gives the

lions share of capacity improvement.

Figure 7.9 shows the evolution of the number of active transceivers in the network as the

network load is increased for the four different transceiver configurations. The points at

which 0.1 %, 1 % and 10 % blocking probabilities occur are marked by triangle, circle and

square symbols respectively. It can be seen that by using adaptive modulation and adaptive

FEC OH fewer transceivers are required at the higher network loads. It also shows that at

higher loads 100 GbE demands split across four 25 GbE lanes utilises approximately the

same number of transceivers as using 25 GbE demands directly but suffers slightly earlier

blocking. At low network loads the use of 25 GbE demands shows significantly more

transceivers are required for a given network load this is because the smaller demands lead

to a more rapid increase in the number of different source destination connections, but this

low load regime is not an area of interest for future optical networking.

By comparing the number of transceivers used at the higher network load of 200 Tb·s−1
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it is possible to estimate the break even economic price for the different transceiver

technologies. The final column of table 7.4 shows the average number of transceivers

used to accept the load of 200 Tb·s−1 under the four different transceiver configurations

considered. For the technology to be economically acceptable then the price of an adaptive

format transceiver needs to be less than 20 % more than a fixed PM-16QAM transceiver

and the price of including adaptive FEC should not increase the transceiver price by more

than a further 6 % of a fixed FEC overhead adaptive modulation transceiver.
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8
Summary and Further Work

THE work of this thesis has looked at the area of “Coherent Optical Fibre Networking

in the Nonlinear Regime” and consider the optimisation of overall network goals

by adjusting the transceiver operating parameters and optical signal routing through the

network.

8.1 Summary of This Work

This work began by reviewing the optical transmission impairments and developed a simple

model for the estimation of the quality of transmission for a polarisation multiplexed

coherent signal transmitted through an optical fibre in the weakly nonlinear regime. The

model is heavily based on the recently published Gaussian noise model of nonlinear

interference and is adapted to estimate the quality of transmission of individual light paths

given the set of transmitter launch powers. The model was initially used to show how

adaptation of the launch power can optimise the quality of transmission in a point-to-point

link and a simple three node network [34]. It was shown how launch power optimisation
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can balance the quality of transmission across channels improving the worst performing

channel at the expense of a degradation to the better channels. The optimum theoretical

Shannon capacity was achieved with a near flat launch power but with slightly greater

launch power at the band edge where the noise is lower.

This work was extended to include the nonlinear impairment model in the routing and

wavelength assignment to maximise the traffic throughput of a wavelength routed optical

mesh network. The nonlinear impairment model was used to estimate the worst case quality

of transmission of light paths through the network based on fully occupied links with

equal launch power. This quality of transmission was used to allocate modulation formats

and capacities to these light paths. The traffic throughput was maximised using an integer

linear program formulation to assign transmitters to routes and wavelengths [45, 183].

Throughput gains of between 0 and 100 % over a baseline go anywhere modulation format

were found. The wide variation in throughput gains depends on the network dimensions

with large diameter networks showing greater gains. The throughput gains also depend on

the exact transmission quality of the longest, shortest route in the baseline case since if this

is just sufficient for a given modulation format then the improvements due to adaptation

will be small, where as if the transmission quality of the longest, shortest route is not

quite sufficient then a lower modulation format is used that can be upgraded with a small

improvement in signal quality.

This initial inclusion of nonlinear impairments was based on the worst case, central

channel for equal transmitter launch power and fully loaded links. Given the routing

and wavelength assignment solution the individual launch powers were optimised to

evenly distribute the SNR margin across all the active transceivers. This showed that the

quality of transmission can be improved from the worst case by adapting the individual

transmitter launch powers and this increase in quality of transmission was used to improve

the traffic throughput [175, 176]. The adaptation of the individual launch power and

wavelength assignment gave an improvement in SNR of 1 dB for the transceivers with CD

only compensation and an improvement of between 1.5 and 1.9 dB when CD and SPM

compensation was applied. The greater improvement in SNR when SPM is compensated

was found for longer networks. The overall throughput gains were found to be between

3 and 42 % for CD only compensation and between 17 and 100% for CD and SPM

compensation.
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Adapting the modulation format to the quality of transmission is quite a coarse

optimisation since there are a limited number of suitable modulation formats. Better

optimisation of the signal to the quality of transmission can be achieved by adapting

the FEC OH to provide the maximum error free data transmission rate. The throughput

optimisation of a mesh network was compared for fixed launch power with adapted

modulation format and FEC OH and optimised launch power with adapted modulation

format alone in [180]. The two approaches gave similar throughput gains but in the case

of optimised FEC OH the launch power is constant and there are fewer constraints to

consider in the wavelength assignment while adapting the launch power required SPM

compensation to obtain the best results.

Current operational networks tend to be sequential loaded, that is they are not fully

loaded on day one and future demands are added. When the network cannot accept some

fraction of the requests a new network is installed. In collaboration with BT the blocking

load, the load at which an unacceptable number of demands was blocked, as a function

of the launch power was investigated. It was shown that an Egalitarian approach where

the worst case nonlinear noise for fully loaded links was assumed equally for all channels

gave the best blocking load [162]. Where the nonlinear noise was estimated from the

actual network state then some routes greedily assumed high SNR which led to blocking of

future signals within the network. The granularity of using 100 GbE signals leads to some

considerable stranded capacity and one final piece of work demonstrates that utilising

finer granularity 25 GbE signals can increase the blocking load by avoiding this stranded

capacity.

8.2 Further Work

Within the specific area of work of this thesis there are a number of improvements and

ideas to be followed.

The nonlinear impairments based on the GN model should be extended to allow for

Nyquist spaced channels, flexible symbol rate channels and to consider the effect of

different modulation formats through the EGN model. A possible avenue to extend the

current matrix based nonlinear impairments to allow for close packed channels was

described in chapter 4 to allow for the noise spectrum being broader than the signal
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spectrum and interference noise leaking into neighbouring signals. The work of Poggiolini

et al [35] and Johannisson et al [36] have closed form expressions suitable for flexible

symbol rate signals and flexible well spaced channels, the accuracy of the approximations in

these closed form expressions could be improved. The GN model assumption of Gaussian

signal statistics leads to an over estimation of the nonlinear interference, this can be

removed by using the EGN model [168, 169]. In order to fully evaluate the nonlinear

interference in a mesh network context using the EGN model, knowledge of the modulation

format, pre-dispersion and distance of co-propagation of any interfering signals is required.

Even in fixed grid systems with well spaced channels this will lead to a large increase in the

number of possible interference types such that a simple lookup table of numerically

integrated interference factors may prove difficult. Thus good accuracy closed form

expressions for the EGN nonlinear interference parameters are required extending and

improving the accuracy of those already provide [184].

In the case where nonlinear compensation is applied, using for example using full field

DBP, the quality of such compensation needs to be estimated. In particular the effect of

stochastic properties and processes in the transmission link, for example PMD and ASE

noise, need to be more fully investigated. Also if nonlinear effects are mitigated the overall

quality of transmission will be improved by increasing the launch power and this may

introduce higher order perturbations into the nonlinear propagation. Such higher order

perturbations are not included in the GN model so new models or extensions may be

required.

The quality of transmission model should be extended for the impairments caused by

filtering and isolation in ROADMs due to the wavelength selective switches (WSS) and also

for the non-ideal properties of the EDFAs. The isolation and filtering effects in ROADMs

have been shown to be a significant source of impairment [126, 127]. Also the effect of

PDL within ROADM and EDFA should be considered as this also alters the SNR between

the two polarisation multiplexed signals. Models exist for the non-ideal properties of

EDFA, the gain tilt, noise flatness and spectral hole burning but these models are based on

population dynamics and provide a significant burden to the overall impairment calculation.

A simplified but accurate amplifier model with a complexity reduction similar to utilising

the GN model over the split step Fourier simulation for transmission is required.

From a network optimisation point of view it would be better to jointly optimise all of
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the transmitter parameters rather than the multiple stage iterative process used in chapter 6.

Yan et al. at Chalmers University [46, 185] have looked at using nonlinear programs to

solve this problem for very simple links but it remains an open question if this can be

extend to a mesh networks with solvable complexity.

The work undertaken in chapter 6 suggests that the optimisation and adaptation of

modulation format, routing, wavelength, coding and launch power leads to increases in

the maximum network throughput between 42 % and 100 % with the larger gains for

smaller diameter networks. These results on real mesh network topologies could be better

underpinned by carry out an estimation of the throughput gains on regular networks with

different diameters and different degrees of connectivity. Also the effect of variations in

the traffic matrix need to be understood.

While Korotky et al [92] estimates the theoretical gains from network adaptation and

optimisation the approach assumes a small perturbation on a existing network routing

solution. It would be interesting to understand the gains in network throughput by

considering a theoretical uniform network of nodes and links. A linear network and

a planar network where the traffic demand is equal between all linear or areal elements and

the total signal is limited in bandwidth or bandwidth per unit cross length for the linear or

planar network. Then from a flow based restriction it would be possible to calculate the

change in flow if the transmission format is adapted from a fixed rate based on the longest

shortest path to a rate based on the actual shortest path.

Considering the broader directions the real benefit of this work is to inform the

management of the network resources on the relative benefits of different optimisation

strategies and allow inform decisions based on the complexity of those optimisations as to

how best to organise the use of resources. Software defined networking has gained a lot

of momentum in the last few years as a better way to control the network from the higher

layers [186]. SDN decouples the management of the network from the data flows allowing

cheap white box routers to be used and controlled from a logically centralised management

controller. This work will help to decide how the centralised controller should be informed

of the physical layer transmission impairments so that decisions on routing can be more

properly made.

The centralised control of network resources allows a consistent view of the network state

and allows the network to be divided and sold on as separate services. The infrastructure as
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a service paradigm requires that a network can be sliced into multiple virtual networks and

sold to multiple tenants and that there is no detrimental interaction between the slices that

may affect the quality of service to any one tenant due to the traffic of another [187]. In this

respect the knowledge of physical layer impairments is required to inform the construction

and operation of the multiple virtual networks.

The whole area of network virtualisation requires the abstraction of the various optical

components. Such abstractions must capture in a simple but sufficiently accurate way the

properties of these components such that the performance and quality of the end to end

transmission over a light path can be calculated. For established light paths the actual

measured performance should be feedback allowing the network controller to learn and

enhance its understanding of the component properties within the network. Performance

monitoring is well established but in multi-tenanted networks some form of policing and

identification of rogue or damaging signals will be required by the central controller. This

would also allow tenants to lodge complaints if they can identify the source of aggressive

signals. Accurate abstractions of the physical optical layer will also allow the network

management functions to be virtualised. This network function virtualisation, NFV [188]

allows, for example routing, load balancing and impairment awareness, to be carried out in

remote data centres using commodity computing.

The work of this thesis will help to inform the process to design systems and methods that

ensure reliable operation of multiple virtual networks through simple, accurate abstractions

of the optical physical layer.
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