
 

 

 

Blowdown simulation of CO2 pipelines 

 

 

A thesis submitted to University College London for the degree of  

Doctor of Philosophy 

 

 

By 

 

 

Alexander Collard 

 

 

 

 

Department of Chemical Engineering 

University College London 

Torrington Place 

London WC1E 7JE 

 

April  2015 

 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

1 

I, Alexander Collard, confirm that the work presented in this thesis is my own. Where 

information has been derived from other sources, I confirm that this has been indicated 

in the thesis. 

 

 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

2 

Abstract  

 

 

Pipelines are the most practical option for transporting large volumes of captured CO2 

to appropriate storage sites as part of the Carbon Capture and Storage (CCS) process. 

Proper maintenance, including periodic blowdown of pipelines or pipeline sections, is 

necessary for their safe operation, a pre-requisite for the public acceptance of CCS.  

 

Given the relatively high Joule-Thomson coefficient of CO2, blowdown can present 

significant risks to pipeline infrastructure. Depressurisation will result in rapid cooling 

of the inventory, potentially to below the CO2 triple point temperature (216 °K); and 

adjoining pipe wall, which may cool below its ductile to brittle transition temperature, 

resulting in a significant decrease in its resistance to brittle fracture.  

 

In this thesis a rigorous CFD model for pipeline outflow, based on the Euler equations, 

is coupled with a Finite Element model of heat conduction (referred to hereafter as 

FEM-O) in order to predict transient pipe wall temperatures during the depressurisation 

of CO2 pipelines. The Peng Robinson Equation of State (EoS) is selected from a range 

of EoS including the Soave-Redlich-Kwong, Span and Wagner and GERG 2008 for use 

with FEM-O. The selection was based on a review of the literature, the accepted 

computational efficiency of cubic EoS and a comparison of outflow predictions with 

large-scale experimental data generated by the UK National Grid. New formulations of 

two and three pipe junction boundary conditions are developed for FEM-O in order to 

model controlled venting of CO2 pipelines.  

 

FEM-O is validated against data gathered from various large-scale dense phase CO2 

release experiments conducted by the UK National Grid. These included two full bore 

rupture experiments of a 144 m long, 0.15 m diameter shock tube, a pseudo-steady state 

release through two 0.05 m diameter pipes joined in series and the blowdown of a large 

CO2 pipe system through a 5.88 m long, 0.08 m diameter vertical vent pipe connected to 
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a T-junction. One shock tube experiment utilised a binary mixture of dense phase CO2 

with N2. The rest of the tests employed pure, dense phase CO2.  

 

Allowing for uncertainty in the experimental data, FEM-O predicted the range and rate 

of outer pipe wall cooling to ± 4 °C throughout each decompression test. Outer pipe 

wall temperatures were observed and predicted to fall from ambient temperatures to as 

low as 247 K over ca. 25 s. Fluid pressure and rapid transient predictions closely 

matched the experimental data. Fluid temperature was consistently under predicted by 

FEM-O. For the pseudo steady-state experiment, fluid pressure around the junction of 

the pipes was under predicted by ca. 5 bara (12 %) and fluid temperature predictions by 

less than 1 %. No experimental wall temperature data was recorded. For the venting of a 

pipeline system through a T-junction; FEM-O significantly over predicted fluid and 

pipe wall temperatures compared to the experimental data. This resulted from the 

assumption of isentropic fluid flow through the T-junction, which in this experiment 

caused the model to converge on an unrealistic solution for fluid entropy in the fitting.  

 

A verification study was also performed to investigate the performance of the FEM 

steady state pipe wall temperature calculation algorithm, the sensitivity of the pipe wall 

temperature predictions to the discretisation of the solution domain and to various 

different boundary conditions applied. Further, the performance of the newly formulated 

junction boundary conditions was verified. Lastly a large scale venting experiment was 

simulated to investigate flow regimes in the inventory. The results demonstrate the 

minimum requirements for the discretisation of the solution domain in order to maintain 

accuracy. The uninsulated boundary condition appears to under predict transient wall 

temperature while the insulated and buried boundary conditions display the expected 

performance. The new pipeline junction boundary conditions display the expected 

performance. The large scale venting simulation results suggest the inventory stratifies 

within seconds of the initiation of venting. 

 

The accuracy of FEM-O wall temperature predictions are shown to be dependent on the 

applicability of the fluid model to the blowdown scenario. For FBR scenarios transient 

pipe wall temperature predictions agree well with the available experimental data. 
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However improvements cannot be claimed when simulating venting scenarios. The 

Finite Element computer code has been prepared in modular form and may be readily 

integrated with other blowdown models. 
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Chapter 1: Introduction  

 

 

The release of anthropogenic greenhouse gases (GHG) is now accepted as the main 

driver for the observed changes in global climate (United Nations, 2014a), including 

higher average global temperatures, changes in rainfall patterns and extreme weather 

events. The United Nations Framework Convention on Climate Change commits 

signatories to stabilising atmospheric GHG concentrations ñat a level that would prevent 

dangerous anthropogenic interference with the climate systemò (United Nations, 

2014b).  

 

The burning of fossil fuels for energy and in other industrial processes contributes 

significantly to emissions of GHGs. In 2010 alone ca. 31.85 Gt of CO2 was released to 

the atmosphere, of which ca. 13.2 Gt of CO2 (40 %) was derived from the energy sector 

(IPCC, 2014). CO2 emissions from the energy sector are expected to rise to ca. 15.4 Gt 

between 2010 and 2040 while retaining a share of 40 % of global CO2 emissions over 

the same period. This is despite an expected increase in uptake of renewable energy 

technologies, especially in the developing world (IEA, 2013, 2014).  

 

Given the continued use of fossil fuels for generating energy and in industry, Carbon 

Capture and Storage (CCS) has attracted increasing attention as a method of reducing 

the resulting CO2 emissions. CCS involves the capture of waste CO2 from large fixed 

emitters, its transportation via pipeline to deep geological storage sites and its long term 

sequestration (Ó10
3
 years) (Bachu et al., 2007).  

 

The effective deployment of CCS will require the development of extensive high 

pressure pipeline networks linking CO2 emitters to storage sites. As CCS pipelines will 

inevitably run close to population centres their safe operation is paramount. Given their 

huge capacity (typically several hundred tonnes), even a small puncture could result in 

the release of a significant mass of inventory. Gaseous CO2 is odourless, colourless, 

more dense than air and at concentrations Ó 10 % v/v causes instantaneous 
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unconsciousness and rapidly results in death (Kruse and Tekiela, 1996). Thus any leak 

from a CO2 pipeline represents a significant hazard. 

 

An essential part of the hazard assessment for any pipeline carrying a pressurised 

inventory is the analysis of the consequences of pipeline rupture and of outflow from 

the pipeline. Prediction of the transient outflow rate is central to assessing all 

consequences for the pipeline system once outflow begins. For CO2 pipelines these 

include cooling in the pipe wall and the associated risk of brittle fracture, the possible 

formation of solid inventory and its ejection from the pipeline and the atmospheric 

dispersion of the escaping inventory (Bilio  et al., 2009).  

 

During outflow from a CO2 pipeline significant cooling of the inventory will increase 

the probability of the pipe wall cooling below its Ductile to Brittle Transition 

Temperature (DBTT), at which point its resistance to brittle fracture decreases 

significantly (P. Zhang, 2014). Propagation of a brittle fracture will result in the 

relocation of the CO2 release point, the effective escalation of the release to a Full Bore 

Rupture (FBR) and the release of a massive amount of inventory in a very short space 

of time.  

 

The formation of solid inventory in the pipeline during outflow may result in the fouling 

of equipment, such as valves, impairing their normal operation. Ejection of solid CO2 

will alter the behaviour of the dispersing inventory cloud.  

 

Therefore, a model for predicting outflow from CO2 pipelines should accurately predict 

discharge rate and cooling in the inventory and pipe wall. Additionally, given the 

potential geographical extent of a CCS pipeline network, the model should also account 

for network characteristics such as junctions and changes in pipeline geometry and 

inclination.  

 

Significant research effort has been directed toward the development of accurate and 

robust mathematical models for predicting transient discharge rates from pressurised 

pipelines. More rigorous models, such as the two fluid model OLGA (Bendiksen et al., 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

Chapter 1   12 

1991), account for thermal and mechanical non-equilibrium effects in the inventory. 

OLGA has been shown to be of limited use in modelling unsteady flows in ruptured 

hydrocarbon pipelines (Shoup et al., 1998) due to its reliance on certain empirical data, 

such as for the transition between the various flow regimes, and numerical stability 

issues. There is also little information concerning the formulation of the choking 

condition at the rupture plane, vital for modelling transient outflow. Additionally, 

OLGA accounts for heat transfer between the ambient and pipe wall using a constant 

heat transfer coefficient. This severely limits its applicability to modelling CO2 pipeline 

blowdown as phase changes in the inventory during blowdown would result in 

significant changes to the heat transfer coefficient with time.  

 

For failure scenarios where a high degree of turbulence is expected in the inventory less 

rigorous models may be suitable. Brown et al. (2013) developed a Homogeneous 

Relaxation Model (HRM) of pipeline blowdown in which mechanical equilibrium in the 

inventory is assumed, non-equilibrium liquid-vapour mass transfer is accounted for by 

relaxation to thermodynamic equilibrium. As the model does not account for phase slip 

its application is limited to modelling of Full Bore Rupture (FBR), the most catastrophic 

and least common type of failure.  

 

Mahgerefteh and co-workers (see for example Mahgerefteh and Atti, 2006; 

Mahgerefteh and Wong, 1999; Oke et al., 2003) developed a pipeline outflow model 

based on the Homogeneous Equilibrium Model (HEM). The model accounts for rapid 

pressure and thermal transients in the fluid during depressurisation and frictional 

effects. Heat transfer between the inventory and ambient is modelled using an energy 

balance across the pipe wall. Comparison of the simulated results with corresponding 

experiments and real pipeline failure events, such as the Piper Alpha tragedy, show very 

good agreement.  

 

In reviewing the literature it was observed that heat transfer between a pipeline and the 

ambient is not always accounted for in discharge models. Predictions from such models 

may therefore be expected to diverge from reality. This is a particular problem for CO2 

pipeline modelling, where prolonged cooling of the inventory during outflow can have a 
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significant impact on transient fluid properties. Where external heat transfer is 

accounted for, the pipe wall conduction models used have not been validated due to a 

lack of appropriate experimental data.  

 

The aim of this work is to develop a mathematical model to better assess the hazards 

associated with the blowdown of CO2 pipeline networks. The specific objectives are: 

- to develop a heat conduction model for calculating transient pipe wall 

temperatures and heat transfer between the ambient and pipeline inventory 

during outflow; 

o to integrate the above model with an appropriate outflow model and 

validate its performance; 

- to formulate and validate flexible models for two and three pipe junctions which 

minimise runtime while maintaining accuracy; 

- to investigate the applicability of the model to simulating CO2 pipeline outflow 

under a number of scenarios. 

 

This thesis is divided into nine chapters.  

 

In chapter 2 relevant literature is reviewed. The chapter includes brief discussions of the 

transportation of CO2 by pipeline and the risks associated with venting of such 

pipelines. Mathematical models for pipeline outflow reported in the literature are 

reviewed with specific consideration of their ability to predict discharge rate, rapid fluid 

transients and pipe wall temperatures. Modelling of network features such as junctions 

are also considered. Pipe wall heat conduction models are discussed. In addition, a 

review of the work investigating Equations of State (EoS) for modelling CO2 properties 

is presented.  

 

In chapter 3 the theoretical background and formulation of the pipeline blowdown 

model OUTFLOW (see section 2.4.4) employed in this study is presented. A complete 

description of the previously reported heat transfer model and associated correlations is 

included.  
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In chapter 4 the Method of Characteristics (MOC), the numerical solution technique 

used in OUTFLOW, is presented. Boundary conditions for modelling pipeline 

blowdown are described.  

 

In chapter 5 OUTFLOW is first used to model CO2 shock tube decompression using a 

range of EoS. Based on a comparison of predicted and experimental data an EoS is 

selected for the modelling work in this thesis. OUTFLOW pipe wall temperature 

predictions are then validated against experimental shock tube data.  

 

In chapter 6 the formulation of a Finite Element heat conduction model and its 

integration with OUTFLOW to create the composite model FEM-O is presented. FEM-

O fluid and pipe wall temperature predictions are then validated against experimental 

shock tube data.  

 

In chapter 7 new pipeline junction boundary conditions are proposed for two and three 

pipe junctions. The new boundary conditions are implemented in FEM-O and validated 

against appropriate experimental data.  

 

In chapter 8 a verification study of FEM-O is presented. The sensitivity and accuracy of 

the FEM calculations to factors including the solution domain discretisation and FEM 

boundary conditions are investigated. In addition, a verification study is performed on 

the new junction boundary conditions presented and validated in chapter 7. Finally, 

venting of a long CO2 pipeline is simulated and the flow regime within the inventory 

(e.g. annular, stratified, turbulent) during outflow investigated by comparison with 

experimentally derived flow regime data.  

 

Chapter 9 presents the conclusions of this thesis and suggestions for future work. 
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Chapter 2: Literature Review  

 

 

2.1 Introduction  

 

Pipelines provide the means to move large quantities of fluid inventories over long 

distances with relative ease. Proper maintenance, including periodic emptying of whole 

pipelines or pipeline sections for inspection and possible repair, is central to their 

continued safe operation. Emptying of a pipeline must be carried out in a controlled 

fashion to avoid infrastructure damage and to minimise process risks.  

 

The UK Pipeline Safety Regulations 1996 (HSE, 1996) require that the risks associated 

with the construction and operation of major accident hazard (MAH) pipelines, which 

include CO2 pipelines (Shuter et al., 2011), are as Low As Reasonably Practicable 

(ALARP). In the context of CO2 pipelines outflow models can contribute significantly 

to understanding the outflow process and to minimising process risks.  

 

In this chapter a range of topics relevant to modelling the blowdown of pipelines are 

reviewed. First, a brief discussion of the transportation of CO2 for Carbon Capture and 

Storage (CCS) is presented. The pipeline blowdown process is then addressed and 

important phenomena and risks specific to CO2 pipelines are identified.  

 

In the next section a review of published outflow models is presented and their 

applicability to modelling outflow from CO2 pipelines is discussed. In particular, their 

accuracy in predicting depressurisation rate, rapid transients in the inventory, discharge 

rate and pipe wall temperatures are highlighted. This is followed with a discussion of 

the modelling of heat exchange in pipeline models.  

 

Finally, a brief review of work to identify a suitable Equations of State (EoS) for use in 

modelling CO2 pipeline venting is presented. 
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2.2 CO2 transportation for Carbon Capture and Storage (CCS) 

 

It has been assumed in the preceding text that land based transportation of CO2 for CCS 

will be by pipeline, however in offshore transportation scenarios this may not be the 

most practicable method. In this section a brief discussion of the transportation of CO2 

is presented.  

 

CCS is a bridging technology being researched in order to reduce CO2 emissions from 

large scale emitters while replacement low carbon technologies are developed and 

introduced. CCS research has focussed overwhelmingly on the application of the 

technology to fossil fuel power stations.  

 

While fossil fuel power stations emit a continuous flow of CO2, and any CO2 injection 

site for deep underground storage will rely on such a continuous stream, power stations 

have not been built with any regard to the proximity of suitable long term CO2 storage 

sites. Pipelines therefore represent the ideal transportation method, allowing for 

continuous transportation of large volumes of CO2 from fixed sources to storage sites 

over long distances. Pipeline transportation is limited however by the availability of 

land, the topography (see also section 7.1) and, given the potential for off-shore CO2 

storage, the depth of water in which pipelines can currently be built (see for example 

Golomb, 1993). Transportation by ship, or a combination of pipeline and ship transport, 

may thus be considered when warranted (Svensson et al., 2004). Road or rail transport 

of CO2 has not been seriously considered for CCS (Golomb, 1997; Skovholt, 1993). 

 

The economics of CO2 transportation by pipeline have been studied by many 

researchers. McCoy and Rubin (2008) reported the development of a sophisticated 

engineering-economic model for estimating the cost of transporting varying amounts of 

CO2 over a range of distances in the USA. The model accounted for construction, 

operation and maintenance of the pipeline in the transportation cost. Other studies have 
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relied on the use of commercially available software such as ASPEN PLUS (Zhang et 

al., 2006).  

 

Shafeen et al. (2004) presented transportation cost estimates for CO2 from the 

Nanticoke power plant (Ontario) to a local geological storage site below Lake Erie. In 

this example an appropriate injection site was fortuitously close to Nanticoke; only 

112 km for a direct pipeline. For many power stations however, this will not be the case. 

Additionally, as the costs associated with CO2 storage will vary geographically the most 

economic storage solution may not be the closest. Skovholt (1993) reported the 

financial advantages of using larger diameter pipelines, even after investment and 

operational costs are accounted for. Chandel et al. (2010) further demonstrated the 

economies of scale a trunk pipeline could achieve.  

 

Minimising the risks associated with CO2 transport will be vitally important to the 

public acceptability of CCS; public opposition to one large-scale CCS storage 

experiment in Hawaii resulted in its relocation to Norway and subsequent cancellation 

(IPCC, 2005). Deliberate blowdown of a pipeline presents significant risks to the public 

and pipeline itself. In the next section this process is briefly discussed to illustrate key 

risks.  

 

2.3 CO2 pipeline blowdown and associated risks 

 

Unless otherwise stated, the terms blowdown and venting are used interchangeably in 

this thesis to refer to the controlled emptying of a pipeline. Where relevant, 

depressurisation through an accidental rupture (puncture or full bore (guillotine) rupture 

(FBR)) is specified.  

 

Bilio  et al. (2009) presented an excellent discussion of key factors expected to affect the 

safe operation of a CO2 pipeline. Of particular relevance to pipeline blowdown are the 

purity of the inventory and the associated risk of solids formation during blowdown, the 
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risk of fracture and the risks posed by the dispersing inventory cloud. In this section 

these factors are discussed within the context of a pipe undergoing blowdown.  

 

Based on the description provided by Fairuzov (1998), the blowdown process in CO2 

pipelines may be divided into three stages:  

1) Decompression wave propagation ï rapid depressurisation of the fluid occurs 

upon rupture of the pipeline. The resultant decompression wave propagates 

along the pipe at the local speed of sound. Outflow is choked.  

2) Flashing boundary propagation ï a flashing boundary subsequently propagates 

along the pipeline at the local speed of sound. Depressurisation continues at a 

reduced rate and significant cooling will be observed in the CO2 inventory and 

the pipe wall in contact with it. 

3) Two phase discharge ï two phase discharge occurs, the flashing front travels 

throughout the fluid, resulting in flashing along the full length of the pipe. 

Possible stratification of the inventory. Inventory and pipe wall temperatures 

continue to drop.  

 

Introducing impurities to a CO2 inventory will change the fluidôs properties; different 

behaviour at every stage of the blowdown process will be seen as a result. Of particular 

significance for ductile fracture and dispersion behaviour respectively will be changes 

in the speed of sound in the fluid and to the composition and properties of the inventory 

as it is discharged.  

 

A pipeline is at risk of ductile fracture formation during stage 1 of blowdown only. 

Ductile fractures evolve from small cracks in the pipe wall originating at a rupture; if 

the pressure exerted on a crack tip exceeds the material crack arrest pressure a ductile 

fracture will be initiated. If the crack velocity then exceeds the decompression wave 

velocity a long running fracture will result (Mahgerefteh et al., 2012a). Fluid properties 

therefore directly affect the formation and behaviour of ductile fractures.  

 

A pipeline undergoing venting is at risk from brittle fractures during stage 3 of 

blowdown; prolonged cooling of the pipe wall may result in it falling below its Ductile 
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to Brittle Transition Temperature (DBTT). At this point a significant drop in the wall 

fracture toughness occurs and the risk of brittle fracture increases significantly. Brittle 

fracture propagation depends on both thermal stresses in the pipe wall and pressure 

stresses exerted on it by the fluid (Mahgerefteh and Atti, 2006; Zhang, 2014).  

 

A further risk for the pipeline during stage 3 of blowdown is that the fluid properties 

may pass the inventory triple point, resulting in the formation of solids. Solids may foul 

the internal surfaces of pipeline infrastructure such as valves, inhibiting their function.  

 

Evidence for CO2 pipeline failure 

CO2 pipelines are an established technology. In the mid-western USA more than 

2500 km of pipelines carry 50 MtCO2 y
-1

 for enhanced oil recovery (IPCC, 2005). Gale 

(2004) presented data for the number of reported incidents in CO2 pipelines in the USA 

between 1990 and 2001. In this period 10 incidents were reported: 4 involving relief 

valve failure, 3 involving weld/gasket/valve packing failure, 2 due to corrosion and 1 

due to outside force. Gale (2004) concluded that CO2 and natural gas pipelines were 

equally prone to incidents. It was noted that the CO2 pipeline incident data was limited 

based on the small sample size.  

 

In the absence of historical experience modelling studies can provide legitimacy to 

concerns over ductile and brittle fracture in CO2 pipelines. Mahgerefteh et al. (2012a) 

predicted the formation of long running ductile fractures following FBR of CO2 

pipelines operating at a range of conditions and with various inventories. 

 

Zhang (2014) presented a model for the prediction of brittle fracture propagation 

following the puncture of buried CO2 pipelines, reporting that under certain 

circumstances the pipe wall could cool below its DBTT and brittle fractures propagate. 

Unfortunately however, appropriate experimental data was not available to validate this 

model.  
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2.4 Review of outflow models  

 

In the previous section the blowdown process in CO2 pipelines was described and key 

risks associated with it were discussed. The relationship between the fluid properties, 

wall temperatures and ductile and brittle fracture during venting/blowdown of CO2 

pipelines was presented. The significance of the chemical composition of the inventory 

was also discussed.  

 

In order to model depressurisation of a CO2 pipeline and hence accurately illustrate the 

risks associated with the process, an outflow model must produce accurate transient 

fluid property and pipe wall temperature predictions. It should also account for heat 

transfer between the ambient and inventory. 

 

In this section models for simulating outflow from pipelines are reviewed and their 

methods of accounting for heat transfer discussed. Where available, data for the 

validation of the discussed models is presented.  

 

2.4.1 Summary of published outflow models  

 

Denton (2009) reviewed the reported state of the art pipeline outflow models. More 

recently Brown (2011) expanded and updated this review. Relevant models reviewed by 

Brown (2011), and some recently reported models, are summarised in table 2.1. 

Included in the table are their methods of calculating pipe wall heat conduction. Models 

that neglect pipe wall heat conduction are not included in the review.  
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Table 2.1: State of the art outflow models with details of their mechanisms for 

modelling pipe wall heat conduction.  

Model Heat conduction calculation 

OLGA (Bendiksen et al., 1991) Heat conduction in the pipe wall not discussed, 

fluid/wall heat transfer coefficient calculated 

internally, user specified pipe wall/ambient 

heat transfer coefficient  

FaNM 

(Fairuzov, 1998a, 1998b, 1999, 2000) 

Heat conduction in pipe wall not calculated, 

fluid/pipe wall/ambient heat transfer calculated 

using modified energy conservation equation  

University College London model  

OUTFLOW 

(Atti, 2006; Mahgerefteh et al., 1999 

to 2012; Oke et al., 2003) 

Heat conduction in pipe wall calculated using 

transient energy balance, fluid/pipe 

wall/ambient heat transfer accounted for 

SLURP_HEM_HT (Cumber, 2007) Fluid/pipe wall heat transfer accounted for 

Machnet (Terenzi, 2005) Fluid/pipe wall/ambient heat transfer 

calculated by solving the Fourier equation in 

cylindrical geometry 

GasDECOM (Botros et al., 2004 to 

2013) 

No published details found 

Brown et al. (2014) 2-D heat conduction in pipe wall cross-section 

calculated using Finite Difference method, 

assumed perfect insulation for this publication 

Burlutskiy (2013, 2014) Neglects heat transfer 

CFD-DECOM 

(Xu et al., 2014) 

Heat conduction in pipe wall calculated using 

Finite Volume method, assumed perfect 

insulation for this publication 
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2.4.2 OLGA (Bendiksen et al., 1991) 

 

OLGA is a two-phase flow model based on the solution of the conservation equations 

for mass, momentum and energy. Separate continuity equations are applied for gas, 

liquid bulk and liquid droplets, these may be coupled through interfacial mass transfer. 

Two momentum equations are used for either liquid films or gas with possible liquid 

droplets. One energy equation is applied for the whole mixture. An equation of state 

such as the Peng-Robinson (PR) (Peng and Robinson, 1976) or Soave-Redlich-Kwong 

(SRK) (Soave, 1972) is employed to calculate fluid properties. An implicit finite 

difference scheme is used to solve the relevant conservation equations.  

 

Heat transfer between the pipe wall and inventory is calculated within OLGA. A pipe 

wall composed of multiple materials of varying heat transfer properties can be 

simulated, the wall description along different lengths of the pipe can be varied. The 

pipe can be simulated as totally insulated using the user specified heat transfer 

coefficient between the pipe wall and ambient. Different frictional factors are used for 

the various flow regimes. 

 

OLGA was originally developed to model the slow transients associated with terrain-

induced slugging, pipeline start-up, shut-in and variable production rates. Successive 

iterations addressed the simulation of stratified/annular flow regimes and extended the 

model for hydrocarbon mixtures (Bendiksen et al., 1991). The numerical solution 

scheme employed gave rise to numerical diffusion of sharp slug fronts and tails, 

resulting in the incorrect prediction of slug size. This was addressed by introducing a 

Lagrangian type front tracking scheme (Nordsveen and Haerdig, 1997).  

 

Validation 

OLGA was validated by Shoup et al. (1998) against field data obtained by Deepstar for 

blowdown of a 5.28 km, 0.102 m internal diameter (ID) onshore pipeline with varying 

inclination and containing gas condensate at 4.8 MPa (700 psig). The precise mixture 

composition was not given. The pipeline was blown down through a 2.54 cm choked 
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opening. In order to simulate blowdown it was assumed that release occurs through a 

valve situated at the end of the pipeline.  

 

Figures 2.1 and 2.2 present the observed and predicted pressure history and gas flow 

rate respectively at the release end of the pipeline. As may be observed, while OLGA 

was able to predict the trends in behaviour, it was not able to precisely predict the real 

pressure or flow rate at the release end. However, better agreement between observed 

and predicted pressure data was achieved further from the release point during the first 

minutes of blowdown.  

 

Figure 2.1: Pressure at the release end of the pipe. OLGA Simulations versus Field 

Test (Shoup et al., 1998). 

 

Figure 2.2: Gas flow rate at the release end of the pipe. OLGA Simulations versus 

Field Test (MMSCFD ï million standard cubic feet per day) (Shoup et al., 1998). 
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OLGA was used to simulate experimental decompression tests by Botros et al. (2007). 

The tests were performed using a 172 m long, 49.5 mm ID instrumented shock-tube rig. 

Decompression of the pipeline was initiated upon failure of a rupture disc.  

 

Figure 2.3 shows the variation of pressure with time during the first 1000 ms of 

discharge for Case 2: a conventional gas mixture (ca. 95.6 % methane) at an initial 

pressure and temperature of 105.8 bara and -25.6 °C. Data is shown from instruments 

located 23.1 m (P14), 47.1 m (P19) and 71.1 m (P24) from the rupture point. As was 

observed by Botros et al. (2007), the predicted speed of the decompression wave is 

significantly slower than observed experimentally, the predicted pressure drop is also 

greater.  

 

 

Figure 2.3: Comparison between OLGA and experimental data for Case 2 at P14, 

P19 and P24 (Botros et al., 2007). 
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2.4.3 Fairuzov (1998a, 1998b, 1999, 2000) 

 

Fairuzov (1998a) reported that, of the pipeline outflow models reviewed for that 

publication, all neglected the thermal capacitance of the pipe wall and most assumed 

that fluid flow in the pipeline was adiabatic.  

 

In a later publication (Fairuzov, 2000) it was observed that the traditional approach to 

solving the two phase conjugate heat transfer problems in pipelines was to couple 

separate models for fluid flow and transient heat conduction in the wall using 

experimentally derived correlations for boiling heat transfer. However in a pressurised 

pipeline undergoing blowdown the flashing of the inventory occurs due to 

depressurization, rather than heating of the fluid.  

 

Fairuzov (1998a) presented a new approach to solving the problem of transient 

conjugate heat transfer in flashing liquid flows in pipelines to address these issues. The 

outflow model developed is based on equations for the conservation of mass, 

momentum and energy. A novel formulation of the energy equation accounts for the 

heat capacitance of the pipe wall. Conjugate heat transfer calculations for predicting 

fluid/pipe wall heat transfer are not required. The external heat flux is calculated from 

Newtonôs cooling law. The thermodynamic and transport properties of the fluid were 

calculated with a computer code developed by Solorzano et al. (1996), which utilised 

the SRK EoS. The governing equations were solved using the Gear method (Gear, 

1971). The model assumed: 

- flow is one-dimensional; 

- homogeneous equilibrium in the inventory at saturation conditions;  

- the fluid and pipe wall were in local thermal equilibrium;  

- axial heat transfer in the pipe wall was negligible.  

 

The model was validated against experimental data reported by Tam and Cowley 

(1988). The experiment considered was the FBR of a 100 m long pipeline with an ID of 

150 mm. The pipeline was suspended on 20 load cells spaced at 5 m intervals to 

measure discharge rate, fluid temperature and pressure was measured along the full 
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length of the pipe using 10 thermocouples and 10 pressure sensors. The pipeline 

inventory was pressurised LPG (95 mole% propane with 5 mole% butane) at initial 

conditions of 11.25 bar and 19.9 °C. Given the short length of the pipeline the 

assumption of thermal equilibrium between the fluid and pipe wall was not achieved. 

Nonetheless it was assumed that a small part of the inner wall was in thermal 

equilibrium with the fluid, the thickness of this thermally penetrated layer was estimated 

to be ca. 1 mm.  

 

Figure 2.4 presents the variation of predicted and experimental pipeline inventory with 

time. Figures 2.5 and 2.6 present the variation of predicted and experimental fluid 

pressures and temperatures respectively at the open and closed ends of the pipeline. As 

may be observed, in all cases the agreement of the model with the experimental data is 

reasonable.  

 

Referring to figure 2.5, predicted fluid pressures are presented assuming a thermally 

penetrated layer of 1 mm or adiabatic expansion of the inventory. As may be observed, 

adiabatic expansion results in significant under prediction of the fluid pressure at the 

closed end in the later stages of blowdown.  

 

 

Figure 2.4: Predicted and experimental pipeline inventory during blowdown of a 

100 m pipeline containing LPG (Fairuzov, 1998a).  
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Figure 2.5: Predicted and experimental fluid pressures during blowdown of a 

100 m pipeline containing LPG (Fairuzov, 1998a).  

 

Figure 2.6: Predicted and experimental fluid temperatures during blowdown of a 

100 m pipeline containing LPG (Fairuzov, 1998a). 

 

Given the assumption of a thermally penetrated layer on the inner pipe wall, no wall 

temperature predictions were reported.  
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Fairuzov (1998b) subsequently reformulated the model using the Euler equations for 

conservation of mass, momentum and energy. The model assumptions remained the 

same as presented above and the energy equation was formulated to account for the heat 

capacitance of the pipe wall. A new dimensionless term governing the effect of thermal 

capacity of the pipe wall on the behaviour of the flashing liquid flow was also 

introduced into the energy equation. The governing equations were solved via their 

conversion into a system of finite difference equations using the RELAP5 numerical 

solution scheme (Ransom and Trapp, 1978). The reformulated model does not consider 

the dynamics of the depressurisation wave (Fairuzov, 1998b). The new model (hereafter 

referred to as FaNM) was successfully validated against the same experimental data 

used previously (Fairuzov, 1998a).  

 

In two subsequent publications the range of applicability of FaNM (Fairuzov, 1998b) 

was investigated by comparison with another outflow model (referred to hereafter as 

FaCon). FaCon (Fairuzov, 2000) was formulated in an identical fashion to FaNM with 

the exception of using a conventional formulation of the energy equation. The source 

term for heat flux in the energy equation is calculated from Newtonôs cooling law. Heat 

conduction in the pipe wall was calculated separately by solving the heat conduction 

equation in one (radial) dimension using the Finite Volume method (FVM). FaCon was 

successfully validated using the same experimental data used previously (Fairuzov, 

1998a). It was demonstrated (Fairuzov, 2000) that for long pipes (fL/D = 200) 

undergoing FBR the relative error between FaNM and FaCon predictions for fluid 

temperature, fluid/wall interface temperature and outer wall temperature were 

consistently small (<2 %). For shorter pipe lengths (fL/D = 2) the blowdown was too 

fast to achieve local thermal equilibrium between the pipe wall and fluid. FaNM is 

therefore inappropriate for modelling blowdown of short pipes. Fairuzov (1999) also 

demonstrated the capability of FaNM to accurately model blowdown following either 

FBR or puncture (AdCd/A = 0.05) of a long pipeline (fL/D = 200).  
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2.4.4 University College London outflow model (Atti, 2006; Mahgerefteh 

et al., 1999 to 2012; Oke et al., 2003) 

 

The UCL outflow model, referred to hereafter as OUTFLOW, was developed over a 

number of years to model transient outflow from ruptured pipelines. The historical 

development of the model is given by Brown (2011).  

 

In this section the ability of OUTFLOW to accurately model pipeline depressurisation, 

fluid properties and discharge rate is demonstrated by comparison with experimental 

data. Development of this model for pipeline network simulation is also discussed. 

 

OUTFLOW solves the conservation equations for mass, momentum and energy for one 

dimensional fluid flow in a pipeline using the Method of Characteristics (MOC). A 

cubic EoS is used to calculate fluid properties (Mahgerefteh et al., 2007; Mahgerefteh et 

al., 2006b; Mahgerefteh et al., 1999). The constituent phases in the inventory are 

assumed to be in mechanical and thermal equilibrium. Heat transfer between the 

ambient and pipe wall is accounted for through a transient energy balance (Atti, 2006) 

from which the pipe wall temperature was calculated. Newtonôs cooling law is applied 

to calculate heat flux to the inventory.  

 

Oke et al. (2003) developed OUTFLOW to model punctures in long pipelines and 

validated it against appropriate field data from the Isle of Grain depressurisation test 

P40 (Richardson and Saville, 1996). This test involved the depressurisation of an 

isolated 100 m long, 0.154 m ID pipeline containing commercial LPG through a 

0.150 m diameter puncture located at the end of the pipe. The inventory had an initial 

pressure and temperature of 21.6 bara and 293.15 K respectively.  

 

Simulated fluid pressure data from the closed and open ends of the pipeline is compared 

with the corresponding experimental data in figure 2.7. Variation in the predicted and 

experimental total pipe inventory is shown in figure 2.8.  
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Figure 2.7: Experimental and OUTFLOW simulated pressure histories at the 

closed and open ends of the pipe for Isle of Grain test P40 (Oke et al., 2003).  

Curve A ï experimental data (closed end)  

Curve B ï OUTFLOW predictions (closed end)  

Curve C ï experimental data (open end) 

Curve D ï OUTFLOW predictions (open end) 
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Figure 2.8: Experimental and OUTFLOW simulated total line inventory for Isle of 

Grain test P40 (Oke et al., 2003).  

Curve A ï experimental data  

Curve B ï OUTFLOW predictions  

 

As may be observed, the OUTFLOW pressure predictions agree reasonably well with 

the experimental data, especially at the open end of the pipeline. Reasonable agreement 

between the simulated and observed line inventory is also observed during the first ca. 

15 s of discharge.  

 

More recently Mahgerefteh et al. (2012b) used OUTFLOW to simulate decompression 

wave speeds in gas phase CO2 inventories during FBR of a shock tube. Predicted data 

was compared against the corresponding experimental data, reported by Cosham et al. 

(2011). The shock tube used was insulated, 144 m long with an internal diameter of 

146 mm (a complete description of the experimental setup is presented in section 5.2.1). 

Cosham et al. (2011) reported that a variety of inventories were investigated, including 

pure CO2 and CO2 with impurities relevant to CCS.  
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Figures 2.9 and 2.10 compare the OUTFLOW simulated decompression wave speeds 

for pure CO2 and CO2 with 4.03 mole% N2 respectively with the corresponding 

experimental data. Simulated decompression wave speeds are calculated at transducers 

P13 and P14 (paired, located 1.84 m from the rupture plane) and transducers P15 and 

P16 (paired, located 2.44 m from the rupture plane). The PR EoS (Peng and Robinson, 

1976) was used in simulations.  

 

As may be observed, reasonable agreement is obtained between the experimental and 

simulated data down to ca. 15 barg. Small differences between the simulated and 

experimental data were reported to be due to inaccurate prediction of fluid speed of 

sound by the EoS. In both figures, plateaux in curves C (associated with a phase change 

from gaseous to a two phase inventory) occur at significantly lower pressures than 

predicted by OUTFLOW. This was ascribed to delayed nucleation by Cosham et al. 

(2011), which OUTFLOW is unable to account for.  

 

Within the limits of the model, therefore, OUTFLOW is able to simulate fluid 

properties in an inventory with reasonable accuracy during pipeline blowdown.  
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Figure 2.9: Comparison of fluid pressure with decompression wave speed for pure 

CO2 (initial conditions: 38.1 barg, 278.15 K) (Mahgerefteh et al., 2012a).  

Curve A: data from transducers P13 and P14 (1.84 m from rupture plane). 

Curve B: data from transducers P15 and P16 (2.44 m from rupture plane). 

Curve C: experimental data. 
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Figure 2.10: Comparison of fluid pressure with decompression wave speed for 

95.97 mole% CO2 with 4.03 mole% N2 (initial conditions: 37.9 barg, 278.35 K)  

(Mahgerefteh et al., 2012a).  

Curve A: data from transducers P13 and P14 (1.84 m from rupture plane). 

Curve B: data from transducers P15 and P16 (2.44 m from rupture plane).  

Curve C: experimental data. 
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Mahgerefteh et al., (2006a) further developed OUTFLOW to model outflow following 

rupture in pipeline networks. A detailed description of the boundary conditions used to 

model fluid flow through junctions is presented in section 4.3.3.  

 

In the absence of suitable real data, OUTFLOW simulations were performed to 

investigate the effects of pipeline configuration on the discharge process. Three 

configurations of a 25 km pipeline were simulated; these are shown in figure 2.11.  

 

 

Figure 2.11: Pipeline network configurations simulated by Mahgerefteh et al., 

(2006a).  

 

Maintaining an overall length of 25 km, the pipeline ID and wall thickness was 0.419 

and 0.019 m respectively in every subsection. The pipeline was modelled as fully 
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insulated in each configuration; each pipeline and subsection was horizontal. The 

inventory was 90 mole% CH4 and 10 mole% C2H6 at an initial temperature and pressure 

of 283 K and 117 bara and at rest prior to rupture.  

 

Fluid pressures at the rupture plane and intact ends were compared for all 

configurations, as shown in figure 2.12.  

 

 

Figure 2.12: Fluid pressures at the rupture plane and intact ends of the pipeline for 

all configurations (Mahgerefteh et al., 2006a).  

Curves A1 and 2: intact and rupture plane data respectively, configuration A 

Curves B1 and 2: intact and rupture plane data respectively, configuration B 

Curves C1 and 2: intact and rupture plane data respectively, configuration C 

 

As may be observed from curve C1, depressurisation is predicted to occur fastest for 

pipe configuration C. Comparison of the rupture plane fluid velocities supports this 

conclusion, with fluid velocity beginning to decline significantly earlier than observed 

for the other configurations. However, no significant differences were reported in the 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

Chapter 2   37 

discharge rates from each configuration. The total mass discharged from each 

configuration was not reported, nor was a discussion of mass conservation in the study. 

Additionally, very limited data for fluid properties at the inlet or outlet of any junction 

was reported (only fluid velocity data at the T-junction, pipe configuration C).  

 

In summary, OUTFLOW has been developed over a number of years to model outflow 

from pipelines. The modelôs accuracy in predicting depressurisation rate, discharge rate 

and rapid transients in the inventory has been demonstrated. Development of the model 

to simulate outflow from pipeline networks has also been discussed.  

 

2.4.5 SLURP (Cleaver et al., 2003; Cumber, 2007) 

 

Cleaver et al. (2003) developed SLURP for simulating the outflow rate from ruptured 

pipelines transporting compressed volatile liquids. The mathematical basis of SLURP is 

the same as that originally developed by Morrow (1982) with the extension of the 

thermodynamic property model to account for a wide range of fluids with a consistent 

degree of accuracy (Cleaver et al., 2003).  

 

The main assumptions in SLURP include; for failure along the pipe length, outflow 

from each ruptured end is not affected by outflow from the other, the pipeline is 

infinitely long and the outflow from the pipeline is always choked. Cleaver et al. (2003) 

do not report that heat transfer between the ambient and the pipeline is accounted for.  

 

Cumber (2007) extended SLURP (SLURP_FAUSKE) by reverting to the homogeneous 

equilibrium flow assumption (SLURP_HEM) by assuming no phase slip and accounting 

for fluid/wall heat transfer (SLURP_HEM_HT). 

 

To study the impact of these extensions to SLURP a number of propane outflow 

scenarios were modelled and the results compared against PROFES predictions. Heat 

transfer through the pipe wall was not accounted for in the PROFES predictions. Table 

2.2 shows the failure scenarios examined.  
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Table 2.2: Failure scenarios used in the comparison of predicted outflow of 

propane at 15 °C from a pipeline using SLURP and PROFES (Cumber, 2007). 

Case Initial pressure (barg) Pipe diameter (mm) 

P1 45 250 

P2 70 250 

P3 20 250 

 

Figure 2.13 shows the comparison of the variation of mass flow rate with time for case 

P1. As it may be observed, the SLURP models predict a higher flow rate than that given 

by PROFES, with SLURP_FAUSKE giving the closest agreement. It is also observed 

that the inclusion of heat transfer effects (SLURP_HEM_HT) has little impact on the 

predicted outflow. Cumber (2007) stated that this was consistent with the findings of 

Webber et al. (1999) where including wall heat transfer tended to improve predictions 

of temperature and pressure profiles but not the discharge rate as compared to measured 

data. 
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Figure 2.13: Comparison of predicted release rate for a propane pipeline at an 

initial pressure of 46 bara and 15 °C (Cumber, 2007). 

 

While Cleaver et al. (2003) validated SLURP against various Isle of Grain tests when 

originally presenting their model, Cumber (2007) compared the upgraded SLURP 

against PROFES simulations only.  

 

2.4.6 Machnet (Terenzi, 2005) 

 

Terenzi (2005) presented Machnet (Machnet_Real) developed to investigate the impact 

of real gas behaviour on the interaction between pipeline decompression and ductile 

fracture propagation. Homogeneous equilibrium is assumed between gas and liquid. 

Thermodynamic properties, such as the void fraction, are determined by linear 
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interpolation using a look up table with the density and specific internal energy as 

independent variables. Fluid/wall heat transfer is calculated by solving the Fourier 

equation in cylindrical geometry between the external environment and the fluid. The 

Colebrook-White correlation (Keenan and Neumann, 1946) is used to account for 

frictional effects along the pipeline. The resulting governing system of equations is 

resolved using Roeôs method, a Finite Volume conservative scheme of the Godunov-

type (Godunov et al., 1979). 

 

Terenzi (2005) also developed a model for the decompression of a pipeline transporting 

an ideal gas (Machnet_Ideal) by assuming zero heat transfer and frictionless flow to 

derive a solution for the pressure at the exit plane and decompression wave speed. 

 

Machnet_ideal and Machnet_real predictions were compared with the results of tests 

conducted at the Foothills Pipelines Northern Alberta Burst Test Facility (NABT) 

(Picard and Bishnoi, 1988). Terenzi (2005) presented a comparison of experimental and 

simulated data for NABT test 5 only; this test involved the release of natural gas (ca. 

85 % methane) at 7.544 MPa and 18.5 °C from a pipeline with ID 1422 mm and ca. 

60 m long.  

 

Figure 2.14 presents data for the variation of the ratio of pressure to initial pressure and 

void fraction, both as a function of expansion wave velocity. Machnet_Ideal and 

Machnet_Real predictions (using the PR and SRK EoS) are compared with 

experimental data. As may be observed, Machnet_Real predictions using both EoS 

show reasonable agreement with the experimental data. Machnet_Ideal over-predicts the 

wave speed throughout the decompression process. Additionally, the fluid void fraction 

falls slightly from unity when the pressure ratio reaches ca. 0.55. At this point 

Machnet_Real predictions using the PR and SRK EoS begin to diverge from the 

experimental data. 
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Figure 2.14: Measured and calculated decompression wave speed results of NABT 

Test 5 (Picard and Bishnoi, 1988). 

 

No further experimental comparisons were conducted by Terenzi (2005) and figure 2.14 

was the only quantitative validation data presented. Therefore the ability of 

Machnet_Ideal to model outflow and de-pressurisation of pipelines cannot be verified.  

 

2.4.7 Two-phase fluid model of Brown et al. (2014) 

 

CCS pipelines are expected to transport CO2 in the liquid phase in order to maximise 

mass flow rate. Consequently two phase flow is to be expected as a pipeline is vented or 

blown down, with the potential for the inventory to stratify. In fact recent work 

conducted as part of the CO2PipeHaz project (ñCO2PipeHaz,ò 2012) has demonstrated 

that stratification occurs only when the pipeline is punctured. High speed video 

recording of fluid flow through a transparent section of a pipe undergoing blowdown 

demonstrates that the greater turbulence within the fluid during FBR ensures the 

complete entrainment of the evolving vapour within the liquid (see figure 2.15).  



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

Chapter 2   42 

 

 

Figure 2.15: Fluid flow patterns captured following puncture (a) and FBR (b) of a 

pipeline containing dense phase CO2 (Brown et al., 2013).  

 

To model outflow following failure of a high pressure CO2 pipeline Brown et al. (2014) 

developed a two-fluid transient flow model. The model was based on the single pressure 

two-fluid model described by, for example, Stewart and Wendroff (1984). Phase 

interaction terms were modelled using simple constitutive relations which assumed a 

constant thermal relaxation time and interphase drag coefficient. Pipe wall temperature 

is calculated by solving the transient heat conduction equation in two dimensions using 

a Finite Difference method, the heat transfer rate between it and each fluid phase is 

calculated using the Dittus-Boelter (1985) correlation. It was assumed that only forced 

convective heat transfer occurs within the pipe and the pipe was perfectly insulated.  

 

The model was validated against experimental data gathered from the FBR of a 256 m 

long, 233 mm ID pipeline filled with CO2 containing ca. 0.2 % v/v of air to a pressure 

of 36 bara and 274 K. The pipeline was insulated with 50 mm thick glass wool along its 

entire length. The validation was used to study the impact of the modelôs constitutive 

parameters on simulated temperature and pressure profiles.  

 

Figure 2.16 presents the experimental and simulated fluid pressures from 6 m upstream 

of the rupture plane. Simulations were conducted using a variety of thermal relaxation 

times (Ű). Predicted data generated using a homogeneous equilibrium model is also 

included for reference (Brown et al., 2013). As may be observed the two-fluid model is 

able to predict trends in the experimental data. However, no single relaxation time was 

able to predict fluid pressure over the whole time period presented.  
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Figure 2.16: Variation of experimental and predicted fluid pressure using various 

thermal relaxation times (Ű) 6 m upstream of the rupture plane (Brown et al., 

2014).  

 

Figure 2.17 presents a comparison of the experimental and predicted liquid and vapour 

temperatures from 6 m upstream of the rupture plane. Simulations were conducted using 

a variety of thermal relaxation times (Ű). As for the fluid pressure predictions, with an 

appropriate relaxation time the temperature of both fluid phases may be predicted. 

However, when compared with figure 2.16 it may be observed that while a relaxation 

time of 5x10
-4
 s produces the best pressure predictions following passage of the 

decompression wave, it consistently produces the worst temperature predictions in both 

phases.  
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Figure 2.17: Variation of experimental and predicted liquid (a) and vapour (b) 

temperatures using various thermal relaxation times (Ű) 6 m upstream of the 

ruptu re plane (Brown et al., 2014). 

 

A comparison of the predicted and experimental wall temperatures was not presented.  

 

2.4.8 CFD-DECOM (Xu et al., 2014) 

 

The model CFD-DECOM was developed to model both fast depressurisation as well as 

slow blowdown of pipelines. The model is based in the conservation equations for mass, 

momentum and energy, which are solved using a finite volume approach based on the 

arbitrary Lagrangian-Eulerian method (ALE) (Xu et al., 2014). Homogeneous 

equilibrium in the inventory is assumed. The Peng-Robinson EoS (1976) was employed 

to calculate thermodynamic properties and phase equilibrium data for the fluid. Pipe 

wall heat conduction is calculated in two dimensions using a method ñsimilar to 

Fairuzov's (2000) approachò (Xu et al., 2014). The source term for heat flux in the 

energy equation is calculated from Newtonôs cooling law. Two-dimensional heat 

conduction in the pipe wall was calculated separately. 

 

CFD-DECOM was successfully validated against pipeline decompression data reported 

by Botros et al. (2007) and the Isle of Grain tests P40, 42, 61 and 65. Selected validation 

results against the former are reproduced below.  
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The pipeline modelled was 172 m long with an ID of 49 mm, the wall thickness was 

5 mm and the roughness 0.05 mm. As the real pipe was insulated it was modelled 

assuming no heat transfer between the pipe wall and ambient. The inventory consisted 

of a rich gas mixture (ca. 69 % CH4, 21 % C2H6, 9 % C3H8) at an initial temperature and 

pressure of 268.2 K and 9.95 MPa respectively.  

 

Figures 2.18 and 2.19 present the experimental pressure and temperature data from the 

vicinity of the rupture plane respectively, together with the corresponding CFD-

DECOM data. As may be observed, the predicted time at which the decompression 

wave arrives at the transducers agrees well with the experimental pressure data, 

fractionally poorer agreement is seen in the temperature comparison at transducer T14. 

Referring to figure 2.18, from 0.1 s differences of up to ca. 1 MPa may be observed 

between the experimental and predicted fluid pressures at both P8 and P10.  

 

 

Figure 2.18: Experimental and CFD-DECOM predicted fluid pressures near the 

rupture plane (transducers P8 and P10 are 1.64 m and 4.04 m from the rupture 

plane respectively) (Xu et al., 2014). 
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Figure 2.19: Experimental and CFD-DECOM predicted fluid temperatures near 

the rupture plane (transducers T8 and T14 are 1.64 m and 23.05 m from the 

rupture plane respectively) (Xu et al., 2014). 

 

The authors concluded that for all five experimental comparisons performed to validate 

CFD-DECOM, the predicted pressure, temperature and inventory data vs. time were all 

in reasonably good agreement with the experimental data.  

 

2.4.9 Conclusions of reviewed outflow models 

 

In this section various pipeline outflow models have been reviewed with reference to 

the model requirements for simulating of CO2 pipeline venting. These were the 

necessity to accurately model transient fluid properties and wall temperatures, and 

account for fluid/pipe wall/ambient heat transfer. It is notable that for each model no 

wall temperature calculations were published, the implications of which will be 

discussed in section 2.5.  
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For the models SLURP_HEM_HT and Machnet_Real insufficient data was reported by 

the researchers to properly assess their suitability for modelling venting. GasDECOM 

was not considered as no data was found concerning the modelôs formulation. The 

model of Burlutskiy (2013, 2014) neglected heat transfer with the wall. The models of 

Brown et al. (2014) and Xu et al. (2014) were reported after the work described in this 

thesis was begun. 

 

Of the models formulated around the conservation equations for mass, momentum and 

energy, OLGA tended to under-predict pressure at the rupture plane, occasionally by 

significant margins. Further, OLGA predictions for pipeline discharge and rapid 

transients were not consistently accurate. OUTFLOW and FaNM predictions for 

pipeline inventory and fluid properties were shown to be accurate. OUTFLOW was 

shown to predict rapid transients in the fluid with acceptable accuracy; no equivalent 

data was reported for FaNM. A further advantage of OUTFLOW is the reported ability 

to model pipeline junctions.  

 

The model OUTFLOW is selected for use in this work based on the above review. 

Based on the conservation equations, it requires an EoS to calculate the thermodynamic 

and phase properties of the inventory. In section 2.6 a brief review of the literature is 

presented regarding work to identify an EoS appropriate for modelling CCS processes.  

 

2.5 Discussion of pipeline wall temperature modelling 

 

In reviewing the literature concerning pipeline outflow models it is notable that none 

presented data concerning transient pipe wall temperatures during outflow. The 

conjugation of the fluid and associated pipe wall heat conduction models was also not 

described in detail. When reviewing the literature no suitable experimental data to 

validate wall temperature predictions was discovered, indicating the past importance of 

this information when modelling outflow from hydrocarbon pipelines. However as 

discussed in section 2.3, significant cooling of a CO2 pipeline wall can occur during 

venting/blowdown. Thus at the very least the validation of a pipe wall temperature 
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model is necessary before it may be reliably used to investigate the hazards associated 

with CO2 pipeline blowdown.  

 

As part of the COOLTRANS research project National Grid UK recorded pipe wall 

temperature and fluid data from large scale CO2 blowdown experiments. This data was 

used to validate the pipe wall temperature predictions from OUTFLOW, a description 

of the experiments and comparison of predicted and experimental results is presented in 

sections 5.2 and 5.4 respectively. As may be observed, cooling in the pipe wall is 

significantly over-predicted by OUTFLOW. The development of OUTFLOW to model 

CO2 pipeline venting/ blowdown therefore requires the implementation of an accurate 

heat conduction model to calculate transient pipe wall temperatures. This model must be 

compatible with the Method of Characteristics (MOC).  

 

Zhang (2014) developed and integrated a brittle fracture model with OUTFLOW. This 

model replaced the transient energy balance model of Atti  (2006) with the heat 

conduction equation, written in three dimensions and solved using the Finite Volume 

method (FVM). Wall stresses in the vicinity of a rupture were calculated using the 

Finite Element analysis tool ABAQUS (SIMULIA, 2011). The wall temperature 

predictions of this model were not validated against experimental data. 

 

Pipe wall heat conduction also plays a significant role in the steady state operation of 

pipelines. Zhu et al. (2013) investigated the factors affecting the thermal performance of 

two pipelines carrying crude and refined oil which were buried in the same trench. 

Incompressible fluid flow was modelled using the Navier-Stokes equations. Heat 

conduction in two dimensions was calculated for a cross section of the two pipe walls 

and surrounding soil at various distances along the length of the pipes. The cross-

sectional area was discretised using a progressive triangular array generated with 

GAMBIT 2.3. All computations were carried out by with the FVM commercial CFD 

code FLUENT 13.0 (Ansys, n.d.).  

 

The model was successfully validated using steady state fluid temperature data recorded 

from a pipeline carrying crude oil, located 1.2 m from a refined oil pipeline buried in the 
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same trench. A comparison of the simulated and observed steady state crude oil 

temperatures are shown in figure 2.20 along a 300 km length of pipeline.  

 

 

Figure 2.20: Comparison of simulated and actual steady state crude oil 

temperatures along a 300 km length of pipeline (Zhu et al., 2013).  

 

Neither predicted nor recorded pipe wall temperature data was reported by Zhu et al. 

(2013).  

 

Yapēcē and Albayrak (2004) investigated heat conduction and thermal stresses in a pipe 

contained flowing fluid (fully developed laminar regime) and subject to uniform and 

non-uniform external heat flux. Fluid flow was modelled using equations for continuity, 

momentum and energy; heat conduction in the pipe wall was calculated in two 

dimensions (axial and radial). The governing equations were solved by FDM using 

FLUENT 4.5 (Ansys, n.d.). Simulation results were not compared against experimental 

data.  

 

Al -Zaharnah et al. (2000) investigated thermal stresses in a pipe system in which a pipe 

containing flowing fluid in a fully developed laminar regime was subjected to a uniform 

external heat flux on the outer pipe wall. Fluid flow was modelled using equations to 

describe continuity, momentum and energy. The pipe wall conduction equation was 
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written in two dimensions (axial and radial). The governing fluid equations and 

conduction equation were solved using an FVM approach. Simulation results were not 

compared with experimental data.  

 

As discussed above, the Finite Volume and Finite Difference methods (FVM and FDM 

respectively) are used extensively in modelling pipeline systems. FDM involves the 

discretisation of a problem such that dependent variables exist only at discrete points in 

the domain, thus a problem involving calculus is transformed into an algebraic problem. 

FVM is a variation on the FDM, where the equation(s) governing the problem are 

applied in integral form to control volumes within the domain (Tannehill et al., 1997). 

This allows the calculation of properties at the centre of the control volume and on its 

boundaries.  

 

The FDM requires the domain to be discretised in a regular fashion throughout, 

although for the FVM nodes need not be at the centre of the control volume. FDM type 

methods become difficult to use when the solution domain possess irregular geometry, 

such as might be found on the valve and pipe infrastructure connecting a vent pipe to a 

main pipe section.  

 

The Finite Element method (FEM) has also found extensive applications in modelling 

heat conduction in domains with complex geometry (Lewis et al., 2004). The method 

discretises the domain into a mesh of interconnected elements. The partial differential 

equations describing the domain are reduced to a system of linear or non-linear 

simultaneous equations, thus a continuous problem is reduced to one with a finite 

number of unknowns at specified points, referred to as nodes. There is no requirement 

for element shapes to be regular or nodes to conform to a regular grid pattern, thus 

complex surface geometries on the domain boundary may be easily represented.  

 

Given the flexibility of the FEM in discretising the solution domain it is selected for 

integration with OUTFLOW to model pipe wall temperatures during venting of CO2 

pipelines. The greater flexibility of this model compared to the FDM allows significant 
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potential for further development of OUTFLOW to model heat conduction in complex 

pipeline infrastructure, such as valves.  

 

2.6 Equations of State for modelling CO2 pipeline outflow 

 

Equations of state (EoS) are algebraic expressions that relate the temperature, pressure 

and molar volume of real fluids (Sinnott, 1999). They are often developed and 

optimised in order to model specific systems; such as solids formation during CO2 

pipeline blowdown (Martynov et al., 2014, 2013), or CO2 pipelines during normal 

operation (Demetriades et al., 2013). Selection of the most appropriate EoS for CFD 

work can improve the accuracy of any data generated (Li and Yan, 2009a). 

 

2.6.1 Criteria for selecting an Equation of State 

 

An EoS for modelling blowdown of CO2 pipelines should not be so complex as to 

present numerical or analytical difficulties in application. It should accurately represent 

the fluid properties over the range of conditions expected during blowdown (ca. 150 to 

1 bara and ambient temperatures to at least 216 K), and especially the vapour-liquid 

equilibrium (VLE) properties. Accuracy should be maintained when any relevant 

impurities are added to the fluid. The suitability of a proposed EoS should be assessed 

by comparison of calculated properties with real data.  

 

The available CO2 experimental data useful for validating EoS predictions has been 

recorded over the last 111 years (see Li  et al., 2011). Inevitably some of this work has 

been carried out with equipment and to standards that are now obsolete, use of some 

experimental data must therefore be carefully considered. Figure 2.21 represents 

graphically the areas of the P/T phase diagram for which VLE experimental data exists, 

and indicates which CO2 mixture the data is associated with. Figure 2.22 presents the 

same information for experimentally measured mixture volume (Li et al., 2011). 
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Li et al. (2011) identified various knowledge gaps in the published experimental data. 

Referring to figure 2.21, the available data for CO2/H2S, CO2/CO and CO2/SO2 does not 

consistently extend to lower pressures and temperatures surrounding the saturation line 

of pure CO2. Additionally, little VLE data is available for multi-component CO2 

mixtures such as CO2/CH4/N2, CO2/N2/O2, CO2/CH4/H2S and CO2/CO/H2. For the 

volume property, Li et al. (2011) found no data for CO2/O2 and CO2/CO. Referring to 

figure 2.22, it may be observed that data for mixtures containing H2, Ar and H2S is 

limited.  

 

 

Figure 2.21: T/P ranges for which experimental VLE data for various CO2 

mixtures relevant to CCS is available (Li et al., 2011). 
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Figure 2.22: T/P ranges for which experimental mixture volume data for various 

CO2 mixtures relevant to CCS is available (Li et al., 2011). 

 

2.6.2 Li and Yan (2009a, 2009b) 

 

Two recent studies investigated the applicability of eight EoS for calculating the VLE 

and volume data of CO2 mixtures with impurities relevant to CCS (Li and Yan, 2009a, 

2009b). The EoS investigated are shown in table 2.3 together with the mixing rules used 

with each. 

 

In the equations presented in table 2.3; P, R, T and V represent the pressure, universal 

gas constant, temperature and molar volume respectively. The a, b and c terms are 

parameters of the EoS. The parameters i and j are the component indices, ai, aj, bi and ci 

are parameters in the mixing rule equations, xi and xj are the mole fractions in the liquid 

phase for components i and j, kij is the binary interaction parameter. For the PT EoS the 

equation set 2.3 was used in (Li & Yan, 2009a) and set 2.4 in (Li & Yan, 2009b). 

 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

Chapter 2   54 

Inappropriate kij values can result in poor EoS calculation accuracy, see for example 

Ikeda and Schaefer (2011). The optimum value of kij for a mixture can vary depending 

on the property being calculated. Li and Yan (2009a, 2009b) determined optimum 

values of kij for calculating VLE, gas and liquid volumes for each mixture investigated 

using the available experimental data. These values of kij were used for all calculations. 
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Table 2.3: The EoS and associated mixing rules use in the studies of Li and Yan (2009a, 2009b).  

Equation of State Formulation Mixing Rule set Set number 

Peng-Robinson (PR)  

(Peng and Robinson, 1976) 
ὖ

ὙὝ

ὠ ὦ

ὥὝ

ὠὠ ὦ ὦὠ ὦ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; Ὧ Ὧ   

2.1 

modified PR (MPR1)  

(Li and Yan, 2009b) 
ὖ

ὙὝ

ὠ ὦ

ὥ

ὠ ὧ ὠ ὦ ςὧ ὦ ὧ ὠ ὦ
 
ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; ὧ Вὼὧ; Ὧ Ὧ  

2.2 

Patel-Teja (PT)  

(Patel and Teja, 1982) 
ὖ

ὙὝ

ὠ ὦ

ὥὝ

ὠὠ ὦ ὧὠ ὦ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; ὧ Вὼὧ; Ὧ Ὧ  

2.3 

  
ὥ ВВὼὼὥὥὯ ;  

ὦ Вὼὦ; ὧ Вὼὧ; Ὧ Ὧ  

2.4 

Redlich-Kwong (RK)  

(Redlich and Kwong, 1949) 
ὖ

ὙὝ

ὠ ὦ

ὥὝȢϳ

ὠὠ ὦ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; Ὧ Ὧ  

2.5 

Soave-Redlich-Kwong (SRK)  

(Soave, 1972) 
ὖ

ὙὝ

ὠ ὦ

ὥὝ

ὠὠ ὦ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; Ὧ Ὧ  

2.6 
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Table 2.3 (cont.): 

Equation of State Formulation Mixing Rule set Set number 

modified SRK (MSRK)  

(Peneloux and Rauzy, 1982) 
ὖ

ὙὝ

ὠ ὦ

ὥ

ὠ ὧ ὠ ὦ ςὧ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; ὧ Вὼὧ; Ὧ Ὧ  

2.7 

improved SRK (ISRK)  

(Ji and Lempe, 1997) 
ὖ

ὙὝ

ὠ ὧ ὦ

ὥὝ

ὠ ὧ ὠ ὦ ὧ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ ВВὼὼ ρ ὰ ; 

ὧ Вὼὧ; Ὧ Ὧ ; ὰ ὰ 

2.8 

3P1T  

(Yu et al., 1987) 
ὖ

ὙὝ

ὠ ὦ

ὥὝ

ὠὠ ὧ ὦσὠ ὧ
 

ὥ ВВὼὼὥὥ ρ Ὧ ;  

ὦ Вὼὦ; ὧ Вὼὧ; Ὧ Ὧ  

2.9 
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Li and Yan (2009b) used EoS equation sets 2.1, 2.2 and 2.4 to 2.8 to calculate the 

volumes of CO2 mixtures with varying concentrations of CH4, H2S, SO2, Ar and N2. 

Calculations for each mixture were also made over a range of temperatures and 

pressures corresponding to the available experimental data. Calculated data was 

compared to experimental data in terms of Absolute Average Deviation (AAD). A 

summary of which EoS predicted vapour and liquid volumes with the lowest and 

highest overall AAD for each mixture is given in table 2.4. 

 

Table 2.4: Summary of the EoS with the lowest and highest AAD for calculating 

liquid volume (V l) and gas volume (Vg) properties of each mixture (Li and Yan, 

2009b). 

Mixture  
EoS with lowest AAD EoS with highest AAD 

V l Vg V l Vg 

CO2/CH4 PT PT ISRK ISRK 

CO2/H2S PT MPR ISRK RK 

CO2/N2 PR PT ISRK ISRK 

CO2/Ar PT PR MSRK MPR 

CO2/SO2 PT ISRK ISRK RK 

 

Li and Yan (2009b) investigated the effect of using different values of kij on the AAD of 

the volume calculations for the mixtures discussed. It was observed that the AAD could 

be very high, especially if the calculation involved a saturated gas/liquid. In the absence 

of the large amount of data required to calculate kij a value of 0 (zero) can be used (or 1 

for the PT EoS), this would have the effect of ignoring attractive forces between 

particles. It was reported that in this scenario the PR and PT EoS were generally 

superior to the other EoS investigated for calculating vapour and liquid phase densities.  

 

It was concluded that the PR and PT EoS (equation sets 2.1 and 2.4 respectively) were 

generally superior to the others considered for calculating the volume properties for 

each mixture (Li and Yan, 2009b). 
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Li and Yan (2009a) also evaluated the ability of various cubic EoS to calculate the VLE 

of pure CO2 and CO2 with various impurities relevant to CCS. The mixtures considered 

were CO2 with CH4, H2S, SO2, Ar, N2 and O2. The EoS investigated were the PR, PT, 

RK, SRK and 3P1T (equation sets 2.1, 2.3, 2.5, 2.6 and 2.9 respectively).  

 

Calculated and experimental data was compared and the results summarised in terms of 

AAD. For pure CO2 all the EoS, with the exception of the RK, were able to calculate 

the saturation pressure with an AAD less than 3 %, the SRK EoS was the best with an 

AAD of 1.05 %. Table 2.5 summarises the AAD of the EoS for the calculation of 

saturation pressure (Ps) and mole fraction of CO2 in the vapour phase (ys,CO2) for each 

mixture (Li and Yan, 2009a). From the data presented it was concluded that the PR, PT 

and SRK are superior to the RK and 3P1T for the calculation of VLE data for the CO2 

mixtures investigated. 

 

Table 2.5: AAD of the EoS when calculating the VLE properties of binary CO2 

mixtures (saturation pressure, Ps, mole fraction of CO2 in the vapour phase, ys,CO2) 

(Li and Yan, 2009a). For some mixtures no data was reported, this is denoted by ï. 

  PR PT RK SRK 3P1T 

CO2/CH4 
Ps 1.68 2.00 5.73 1.87 20.74 

ys,CO2 2.63 3.14 16.71 2.79 26.95 

CO2/O2 
Ps 4.17 3.62 4.08 4.02 3.50 

ys,CO2 2.89 2.74 14.90 3.44 14.13 

CO2/H2S 
Ps 1.22 1.48 3.41 1.32 3.32 

ys,CO2 4.54 4.28 9.28 4.49 4.79 

CO2/N2 
Ps 2.08 1.62 4.08 1.79 3.10 

ys,CO2 2.23 2.17 5.25 2.83 13.15 

CO2/Ar 
Ps 2.88 2.85 5.43 3.36 9.79 

ys,CO2 ï ï ï ï ï 

CO2/SO2 
Ps 4.64 4.67 10.62 4.28 4.17 

ys,CO2 ï ï ï ï ï 

 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

 

 

Chapter 2   59 

The authors further investigated the effects of changing the kij on the calculation 

accuracy of the EoSs. It was concluded that the calibrated kij values did not necessarily 

improve calculation accuracy for saturated pressure compared with literature values, 

however the accuracy of calculated saturated vapour compositions were improved (Li 

and Yan, 2009a).  

 

2.6.3 Non cubic Equations of State  

 

Non cubic EoS have also been considered for modelling of CCS processes. A review of 

the available research is given in Li et al. (2011) and a brief summary is given here.  

 

Li et al. (2011) discussed the investigation of various virial and extended virial 

equations for modelling the thermodynamic properties of CO2 with impurities. From the 

evidence reviewed it was observed that their performance in modelling CO2 fluids was 

not significantly greater than that seen for cubic EoS.  

 

The Statistical Associating Fluid Theory (SAFT) EoS has been considered for 

modelling of CCS processes including transport and storage because it is capable of 

modelling the thermodynamic properties of several complex fluids. SAFT can also be 

used to reliably explore areas of a phase diagram some distance from areas with 

supporting experimental data (Li et al., 2011). Ji et al. (2005) have studied the 

interaction of CO2/H2O and CO2/H2O/NaCl systems using a SAFT type EoS, 

concluding that the EoS was able to represent the density and equilibrium concentration 

data for both mixtures. 

 

The GERG EoS (Kunz et al., 2007) has also been considered for modelling of CCS 

systems (Li et al., 2011). Its formulation is explicit in the reduced Helmholtz energy; 

this allows for the calculation of all thermodynamic properties from combinations of the 

Helmholtz derivatives but also makes its implementation into simulation tools complex. 

A limitation of the EoS is that it cannot be used with mixtures that contain sulphur. In 

one study (Li  et al., 2007) the accuracy ascribed to the GERG was not obtained when 
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calculating volume or VLE data for CO2 rich mixtures. In this study the AAD of the 

calculated liquid volume of CO2 mixtures could reach as high as 18 %, a considerably 

higher AAD than that reported by the GERG manual  

 

2.6.4 Summary  

 

In this section a brief review of the literature investigating the suitability of various EoS 

for modelling CCS processes was presented. Among the cubic EoS considered, the SRK 

was identified as producing the most accurate predictions for the saturation pressure of 

pure CO2 between ca. 300 to 220 K. When compared with experimental data, among the 

EoS considered the SRK, PR and PT were reported as generally superior for calculating 

the VLE properties and the PR and PT EoS for calculating volume properties of CO2 

mixtures.  

 

The importance of a calibrated binary interaction parameter for accuracy of the EoS was 

identified. In the absence of calibration data the binary interaction parameter may be 

assigned a value of 0 (zero) or 1. When a value of ñ0ò is used with the PR, or ñ1ò with 

the PT, these EoS were identified as more likely to produce accurate data compared to 

the other EoS considered in table 2.3.  

 

2.7 Conclusion 

 

In this chapter a brief discussion of the pipeline transportation of CO2 for CCS and the 

necessity and risks associated with venting/blowdown of such pipes was presented. The 

depressurisation rate, propagation of rapid transients, discharge rate and pipe wall 

temperature were identified as key parameters of the process that any outflow model 

must be capable of capturing to properly model the outflow of CO2 from a pipeline. 

Various outflow models were reviewed and the model OUTFLOW was selected for use 

in this thesis based on its demonstrated accuracy in modelling the above phenomena.  
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None of the pipeline outflow models reviewed, including OUTFLOW, had had wall 

temperature predictions validated against experimental data. Comparison of wall 

temperature predictions from OUTFLOW against experimental data recently generated 

by National Grid UK revealed the inaccuracy of these predictions. Therefore a review of 

wall temperature models reported in the literature was presented and an FEM model of 

heat conduction selected for implementation in OUTFLOW. This model was selected 

based on its flexibility in modelling complex geometries and potential for development 

to model complex pipeline infrastructure such as valves.  

 

Finally, a brief review of the reported work to identify an EoS for modelling pipeline 

transport of CO2 was presented. The PR and PT EoS were identified from a selection of 

cubic EoS as most consistently accurate in calculating VLE and fluid volume properties 

of pure CO2 and binary CO2 mixtures.  

 

In the following two chapters the formulation of the model OUTFLOW is presented.   
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Chapter 3: Background theory for the transient 

pipeline flow model OUTFLOW 

 

 

3.1 Introduction  

 

For the accurate prediction of fluid flow from a pressurised pipeline a simulation model 

must account for: 

- rapid transients in a single and/or two phase flowing fluid;  

- the thermo-physical behaviour of the fluid mixture;  

- the interaction of the fluid with the pipe wall.  

 

The Navier-Stokes conservation equations represent the most complete formulation that 

describes any fluid flow situation. These equations allow for the variation of fluid 

properties in three dimensions in space, as well as in time. However, as every term in 

the equations must be resolved when solving the full system of equations their use is 

computationally demanding. Depending on the type of flow, certain terms in the 

equations will have a negligible effect on the final solution and so may be safely 

ignored.  

 

The final form of the Navier-Stokes equations, depending on the assumptions and 

simplifications made, may be linear, quasilinear or nonlinear, parabolic or hyperbolic in 

nature. Consequently, the method of their numerical resolution must be selected 

appropriately. 

 

This chapter presents the governing model assumptions and the mathematical 

formulation of the model OUTFLOW, reviewed in section 2.4.4. 
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3.2 Model assumptions 

 

The most important underlying assumptions in the formulation of OUTFLOW are: 

- steady state flow exists prior to rupture; 

- flow is predominantly one-dimensional, except in the vicinity of a puncture 

where it is assumed to be two-dimensional;  

- for full bore rupture (FBR) the Homogeneous Equilibrium Model (HEM) is 

applied, this treats the constituent phases as if they are in thermal and 

mechanical equilibrium; 

- each pipeline segment (in individual pipelines or networks) is rigidly clamped, 

of uniform cross sectional area and possess inelastic walls. 

 

3.3 Formulation of the governing conservation equations 

 

The governing equations for generalised, unsteady, one-dimensional fluid flow may be 

expressed in terms of combinations of primitive parameters e.g. pressure, entropy, 

density, enthalpy. For OUTFLOW these equations are formulated in terms of pressure, 

entropy and fluid velocity.  

 

The mass, momentum and energy conservation equations are thus given by Oke (2004): 

 

ὖ

ὸ
ό
ὖ

ὼ
•
ί

ὸ
ό
ί

ὼ
”ὥ
ό

ὼ
π 3.1 

”
ό

ὸ
ό
ό

ὼ

ὖ

ὼ
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ὸ
ό
ί

ὼ
ὗ ό 

3.3 

Where P, u and s are the pressure, velocity and entropy as a function of time, t, and 

space, x. ɟ, a, T and ű are the density, speed of sound, temperature and isochoric 

thermodynamic function (see section 3.5.3) of the homogeneous fluid. Qh, ɗ and g are 
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the heat transferred through the pipe wall to the fluid, the angle of inclination of the 

pipeline relative to the horizontal and the acceleration due to gravity respectively. ɓx is 

the frictional force term, given by:  

 


ς”όȿόȿὪ

Ὀ
 

3.4 

Where fw is the Fanning friction factor and D is the pipeline diameter.  

 

3.4 Cubic Equations of State (EoS) 

 

The conservation equations contain more than three independent variables and must 

therefore be solved in conjunction with a fourth equation. For this an appropriate EoS is 

used, as well as for calculating fluid thermodynamic and phase equilibrium data.  

 

In the model OUTFLOW three cubic EoS are available: the Soave-Redlich-Kwong 

(SRK) (Soave, 1972), the Peng-Robinson (PR) (Peng and Robinson, 1976) and the 

Modified Peng-Robinson (MPR) (Wu and Chen, 1997). These are given below in 

equations 3.5, 3.6 and 3.7 respectively.  
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3.5 

ὖ
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ὥὝ
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3.6 

ὖ
ὙὝ

ὠ ὦ

ὥὝ
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3.7 

Where: 

 

ὥὝ  
ὙὝ
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3.8 
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ὦὝ  
ὙὝ

ὖ
 

3.9 

For the SRK ɋa = 0.42747 and ɋb = 0.08664. For the PR ɋa = 0.45724 and 

ɋb = 0.07780. For the MPR ɋa = 0.44720 and ɋb = 0.08070. 

 

For mixtures: 

 

ὥ ώώὥ  3.10 

ὥ ρ ὑ ὥὥ 3.11 

ὦ ώὦ  
3.12 

Where Pc, Tc and V are the critical pressure (kN/m
2
), critical temperature (K) and molar 

volume (m
3
/kmol) respectively. In addition, R and Ŭ are the universal gas constant 

(kJ/(kmol.-K)) and alpha function, while Kij, yi and yj are the binary interaction 

parameter and component mole fractions respectively. 

 

Given the fluid molecular weight (MW) (kg/kmol), the fluid density is given by: 

 

”
ὓ

ὠ
 

3.13 

The form of the generalised alpha function used in conjunction with the SRK, PR and 

MPR EoS is given by: 

 

 ρ ‖ρ ὝȢ  3.14 
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Where for each EoS: 

 

SRK: ‖ πȢτψπρȢυχτ πȢρχφ  3.15 

PR: ‖ πȢσχτφτρȢυτςςφ πȢςφωως  3.16 

MPR: ‖ πȢτρυρπρȢυςρχτ πȢςςρχπ  3.17 

Tr is the reduced temperature and ɤ the accentric factor. 

 

3.5 Hydrodynamic and thermodynamic relations for the HEM 

 

Comparisons with experimental data have shown that the HEM assumption is 

applicable to the modelling of outflow from long (>100 m) pipelines undergoing full 

bore rupture (Chen, 1995; Mahgerefteh et al., 1999).  

 

The main equations used in the calculation of two-phase fluid density, speed of sound, 

the heat transferred to the fluid (Qh) and the pertinent hydrodynamic relations are 

presented in the following sections. 

 

3.5.1 Two-phase fluid density 

 

Based on the HEM assumption the pseudo-mixture density is given by: 

 

”
””

” ρ … ”…
 

3.18 

”
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ὤὙὝ
 

3.19 
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”
ὖὓ

ὤὙὝ
 

3.20 

Where ɟl and ɟg are the liquid and gas densities respectively. ɢ is the fluid quality, 

defined as the mass of vapour per unit mass of the bulk fluid. Z is the fluid 

compressibility.  

 

3.5.2 Single and two-phase speed of sound (Atti, 2006) 

 

For single-phase real fluids, the speed of sound (a) in the fluid may be expressed 

analytically (Picard and Bishnoi, 1987): 

 

ὥ


‖”
 3.21 

Where ɔ is the ratio of specific heats and ə the isothermal coefficient of volumetric 

expansion, given by (Walas, 1985): 

 


ὅ

ὅ
 

3.22 

‖ ”
ὠ

ὖ
 

3.23 

Cp and Cv are the specific heats at constant pressure and volume respectively. V is the 

specific volume of the fluid and the term  in equation 3.23 can be obtained by 

differentiating the PR and MPR EoS (equations 3.6 and 3.7 respectively): 

 

ὠ

ὖ

ὙὝ

ὠ ὦ
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3.25 
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For two-phase flows equation 3.21 is evaluated numerically (Mahgerefteh et al., 2000): 

 

ὥ
Ўὖ

”Ὕȟὖ ”Ὕzȟὖ Ўὖ
 

3.26 

Where the subscript s denotes a constant entropy condition and ȹP denotes an 

incremental change in the fluid pressure (ȹP = 1x10
-6

 bar). T* is the fluid temperature 

obtained from a pressure-entropy flash at the incremented pressure. 

 

3.5.3 Evaluation of the thermodynamic function ű 

 

The isochoric thermodynamic function ű for single-phase fluids (see equation 3.1) is 

given by (Picard and Bishnoi, 1987): 

 

•
ὖ

ί

”‚Ὕὥ

ὅ
 

3.27 

Where ʊ is the isobaric coefficient of volumetric expansion and is equal to . In 

the case of two-phase flows ű is calculated numerically as shown below, given that: 

 

•
ὖ

ί
Ḱ
ὖ

ί
 

3.28 

Using one of Maxwellôs relations (Walas, 1985): 

 

ὖ

ί

Ὕ

ὠ
 

3.29 

Since ὠ ρ
”: 

 

Ὠὠ

Ὠ”

ρ

”
 

3.30 
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Equation 3.29 becomes: 
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3.31 

Therefore, from equation 3.28: 
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Ὕ

”
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3.32 

Equation 3.32 can be solved using the same numerical algorithm as that used for the 

solution of equation 3.26. 

 

3.5.4 Fanning Friction Factor (fw) 

 

The fanning friction factor, fw, is required for calculating the frictional force in the 

momentum equation (equation 3.2). For transitional and turbulent flows in rough pipes 

fw is determined from (N. H. Chen, 1979): 

 

ρ
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3.33 

Where: 

 

ὃ

‐
ὶ

Ȣ
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3.34 

 

ʀ, r in and Re represent the pipe roughness, pipe inner radius and Reynolds number 

respectively. 
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For turbulent flow in smooth pipelines Rohsenow et al. (1998) recommend the 

correlation proposed by Techo (1965) for determining fw: 

 

ρ

Ὢ
ρȢχσχςÌÎ

ὙὩ

ρȢωφτÌÎὙὩ σȢψςρυ
 

3.35 

According to Rohsenow et al. (1998) the above correlation gives predictions within 2 % 

of experimental data. 

 

The fanning friction factor for laminar fully developed flow is given by Rohsenow et al. 

(1998): 

 

Ὢ
ρφ

ὙὩ
 

3.36 

 

3.5.5 Thermal conductivity and viscosity calculations 

 

The vapour thermal conductivity and viscosity needed for determining the Nusselt, 

Reynolds and Prandtl numbers are calculated using the principle of corresponding states 

using methane as a reference fluid. The method is that described by Ely and Hanley 

(1981, 1983) for non-polar gases. It is claimed (Assael et al., 1996) that this method 

(Ely and Hanley, 1981) is one of the few schemes able to predict the viscosity and 

thermal conductivity for a wide range of non-polar components with reasonable 

accuracy.  

 

In the case of liquid mixtures containing alkanes, viscosities and thermal conductivities 

are determined from a semi-empirical scheme presented by Assael et al. (1996). The 

range of applicability of the scheme is between 280 K to 400 K and from saturation 

pressures up to 990 atms where the uncertainty in the predictions is less than 5 % 

(Assael et al., 1996). 
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For mixtures containing two-phase fluids correlations proposed by the Design Institute 

for Physical Property Data (DIPPR) (Daubert and Danner, 1990) are applied due to their 

claimed accuracy. For two-phase fluids, the mixture thermal conductivity and viscosity 

is given by: 

 

ρ

ὧ

…

ὧ

ρ …

ὧ
 

3.37 

Where cm is the mixture property to be determined and cg and cl are the gas and liquid 

properties respectively. 

 

3.6 Fluid/wall heat transfer (Atti, 2006) 

 

3.6.1 Calculation of heat flux 

 

Heat transferred to or from a flowing pipeline inventory must pass through the 

enclosing wall. The process will be affected by the pipe wall properties and ambient 

conditions unless the pipe is perfectly insulated 

 

Newtonôs cooling law (Fairuzov, 1998; Mahgerefteh et al., 1999) is commonly used for 

determining the heat transferred to a fluid flowing in a pipe. It is given by: 

 

ὗ
τ

Ὀ
Ὗ Ὕ Ὕ  

3.38 

Where Uh, Din, Tamb, Tf and Qh denote the overall heat transfer coefficient, the pipeline 

inner diameter, the ambient and fluid temperatures and the quantity of heat transferred 

to the fluid respectively.  

 

Equation 3.38 lumps the pipe wall and the ambient as a single heat source with a 

constant heat transfer coefficient. This ignores the pipe wall as a heat repository and as a 
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conducting medium. Additionally, the use of a constant heat transfer coefficient is 

unrealistic when phase changes in the inventory are likely to occur during outflow.  

 

Therefore a transient energy balance, based on a lumped body approach (Myers, 1987), 

is applied across the fluid/wall/ambient interfaces to model the transient heat transfer 

process. The wall temperatures are updated at a given time step and used to estimate the 

heat input to the fluid in the next time interval. Figure 3.1 shows a schematic 

representation of the important heat transfer parameters. 

 

 

Figure 3.1: Schematic representation of the heat flow across the pipeline wall 

based on the lumped body approach (Atti, 2006). 

 

Tamb, hamb and Tw in figure 3.1 represent the ambient temperature, heat transfer 

coefficient of the ambient and wall temperature respectively. Tf, hf and Qh represent the 

fluid temperature, fluid heat transfer coefficient and the quantity of heat transferred to 

the fluid respectively. 


























































































































































































































































































































