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Abstract
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by configurations of mulimodal sensory cueg\lmost all work on place cells focused on the
properties of these cells in adult rats. Recent w@rkngston etl., 2010; Scott et al., 2011,

Wills et al., 2010however could identify place cells in the hippocampus of very young rat pups

(ca. 2 weeksold), and furthermore show that these cells undergo a strong functional

maturation in terms of their locatiospecfic firing properties.

In this thesis, we investigated when the configural integration of sensory information first
emerges during the postnatal development of the hippocampus, by probing the response of
place cells to manipulations of sensory cues inmailfar environment in pre (aged 23 weeks)

and postweanling (aged -3 weeks) rat pups as well as in adult controls. These included
changing certain parts of the local olfactory/tactile cues as well as removing \dsaal
Recordings were also undertakéma completely novel environment. These experiments will
FAzZNI KSNJ 2dzNJ dzy RSNEGEFYRAY3 | o2dzi K2 GKS 0N
develops and in particulawill shed light on the question whether place cells in young rat pups

are driven bysingle cues or already have configural properties as in adult rats.

The results described in this thesis are compatible with the view that place cell responses
recorded in very young rat pups already integrate multimodal cues, as in adults, suggesting
that hippocampal spatial responses are inherently configural. However, some evidence points
out to a stronger influence of local nansual intramaze cues early in development, while the
influence of vision seems to increase across development. This ceuldebto the concurrent

maturation of the sensory systems. In a novel environment, animals of all ages form a novel



spatial representation, showing that even animals as old as 2 weeks can already distinguish

betweentwo distinct environments.
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| Introduction



From an ethological perspective the ability of rodents and other animals to navigate from a
alF¥S akKStGaSNJ G2 F22R a42dz2NOSa FyR ol 01 Aa 2
Behavioural studies with laboratory rats inf&h m d(fiolm@riet al., 1946a, 1946led Tolman

to propose that the brain of these animatentains asystem for the representation of space

that allows theformation of a maplike representation of an environmeitTolman, 1948)This

would enableanimals to react flexibly to changes in their surroundings like e.g. the use of

short cuts or the use of novel alternative routes to a goal location.

' FOGSN) GKS RA&AO2QUSNE 2F LI OS OSftfta Ay (KS K
(1971) in thS S NI ¢ the vbdilding Cbiocks for this malike representation in the
YEYYFEAFLY ONFAY &4SSYSR (2 KIFI@S 0SSy ARSYyGAT
(1978a)to propose their cognitive magheory. asthe main function of individual pyramidal

cdls inside the hippocampus appeared to be the representation of different locations in an
environment,h QY SS TS  prgpBsednthatRie thippocama systemcontains a magike
representation of an environment. This representation was thought to be unigue given
environment and furthermore stable over timeSubsequent work gathered compelling
evidence that place cells are not something specific to the rodent brainraier a general

property of the hippocampus of vertebrateptace cells have alscebn described in pigeons
(Bingman et al., 2006)ats (Ulanovsky and Moss, 2007; Yartsev and Ulanovsky, 201B)

even humangEkstrom et al., 2003)

By investigating the properties of place cells in more detail it quickly became clearatiar
than responding to simple sensory cudbgese cells form a highearder representation of
space However, a sufficiently largaanipulation of sensory stimuli present in an environment
can lead to acomplete change in the pattern of place cell activity meaningttthe same
physical space can be represented by a different ensemble of placéBediock et al., 1991;

hQYSSTS YRS/ 2y aN@DSadT 00  t SR WNBYFLILAYIQOD
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However, in contrast to the vast abundance of literature on place cell function in freely moving
adult rats, only very little is known about how these cells behave/function in very young rat
LizLJA @ Ly GKSANI LINRLR AT 27T ad&(E978aargugdithattisS Y I L
system shoulde a synthetica priori system, thus not requiring any behavioural experience.

This is in line with a Kantian view of the perception of space, as Kant argued that organisms are
born with ana priori] Y2 6f SR3IS 2F &L} OS FyR KSyO&anRRz2 y2i

1781)

The work presented in this thesmiilds on recent work(Langston et al., 2010; Scott et al.,
2011; Wills et al., 201@¥hich showed that place cells can be identified in depiglg animals

(ca. 24 weeks old), but that these cells undergo a strong functional maturation in terms of
their firing properties. This already seems to indicate that the hippocampal representation of
space is not a strict synthet& priorisystem. Furtermore, these studies did not test whether
place cells in these animals do already form a higitder representation of space as in adult
rats and more generally what sensory cues drive place cell firiggung animalsThis thesis
aims to shed light omxactly these properties of place cells in young rat ptipss trying to
elucidate exactly which sensory modalities are integrated at the place cell level in such
animals and whether these properties might also show an experiethependent maturation.

This thesis will mainly focus on the responses of place cells eivpamling rat pups (i.e. less
than 3 weeks old) to sensory manipulations of a familiar environment. The reason for this
focus will become clear throughout the introduction of this thesi®st sensory systesxdo

not yet show aduHike properties at these ages and furthermore functional input from

Fy20KSN) Of Faa 2F aLl GAlrtte ddzySR ySdzZNRPya ow3
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|.1 Anatomy of the hippocampal and

parahippocanpal cortices

|.1.1 Geometry of structures

In this chapter | will give aroverview d the anatomy of the hippocampal (H) and
parahippocampal (PHF) formatioasd the nterconnectivity of their parts inhe laboratory

rat, rattus nonegicus Before going intaletail it is important to clarify the geometrical logic |
will follow and to give some definitions of terms that can be ambiguous in the literature. | will
mainly follow the logc used by van Strien et §2009)and the book chapter by Amaral and
Lavenexiy G KS Wl A LILJ2(@rhavalJeizd Lave@e®,12007jor an overview of

hippocampal anatomgeeFigure {1).

1 Hippocampal formationconsists of the dentate gyrus (DG), the hippocampus proper
(HCP) which includes the CA subfig¢lda1, CA2 and CA3dhd the subiculum (SUB).
9 Parahippocampal formationconsists of the pre(PrS) and parasubiculum (PaS), the

entorhinal cortex (EC) and the pefPER) and postrhinal (POR) cortices.

As far as the overall geometry of thdppocampal formationis concernedthree axes are

important to give a threedimensional description of its parts:

1 The septotemporal axis which is often referred to as the long axis describing the
trajectory of thehippocampal formatioras it benddrom its septal end vendlly to its
temporal pole.

1 The transverse axis which runs perpendicular to the septotemporal axis and in parallel

to the cell layers.

15



1 The superficiato-deep axis which is the ax@dectrodes will follow as they are lowered
dorsoventrally during a typical electrophysigioal experiment. This axis is running in
opposite direction to he actual layer structure dfiF since due to its inwdrbending
the deep layersre actually lying more superfitiainside the brain if on@novesfrom

dorsal to ventra{for CAL)

For thestructures of PHF different types of axes are used. They all share the superficial to deep
orientation from the pial surface to deeper regiorfsor pre- and parasubiculunthere is a
septotemporal and a proximostal aspect as for regions in HFhe entorhnal cortexis
characterised by a dorsomedial to ventrolateeatis and peri- and postrhinal corticeby a
dorsoventral axisEntorhinal, per and posthinal corticesalso all have a rostral to caudal

gradient.

16
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Figure 1. Overview ofhippocampoparahippocampal anatomyA: schematic overview of location of
hippocampus (HC) and rhinal tiees (PER: perirhinal cortex; EC: entorhinal corteX® BpOstrhinal

cortex; rs: rhinal sulcus) inside the rat brain (lateral view; leftmost paneljidigliand right panel
indicate axes b hippocampal (septotemporal, transverse (dotted line at a) and supericidieep
(dorsalventral)) and parahippocampal (only for EC: dorsolateral (dl) to ventromedial (vm) axis (white
arrow)) formation by showing a kematic lateral (middle) and caudal (right) view of rat brain with the
respective structures (colours indicate structufesm B andC). Dotted lines in middle panel indicate
horizontal (a, b) and coronal (c, d) sections shown in B. B: a, b: horizorttahsdeom A. c, d: coronal
sections from A. C: enlarged view of Bb. Roman numbers indicate cortical layers. DG: dentate gyrus
(dark brown), CA3 (medium brown), CA1 (orange), Sub: subiculum (yellow ochre), PrS: presubiculum
(light blue), PaS: parasubiculufdark blue), MEA: medial entorhinal cortex (light green), LEA: lateral
entorhinal cortex (dark green), A35, 36 (perirhinal cortex): area 35 (pink), 36 (purple), POR: postrhinal
cortex (turquoise). Aapted from Furtak et al(2007) (A, leftmost paneljand van Strien et al(2009)

(remaining figure).
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|.1.2 General overview ohnatomy and connectivityof

hippocampal formation

HF in the rat is a-6haped structure in each hemisphere of the brain which together vaguely
resemble two bananas connected at their stemgth the connection being the corpus
callosum. It lies in the more caudal part of the brain but generally spans a large portion of the
more posterior portions of theostrocaudal axis in the rat. As it is part of thecsdled archior
allocortex it does na have the typical neocortical sisyer structure, but isnsteadcomprised

of three main layers: A deepolymorph layer,a principal cellayer and a superficial layer

which is usually referred to as molecular layer.

The central pathwayfor the flow of information in HF is the tr or polysynaptic circuit
(Anderson et al., 1971yhich is formed by the perforant pathway connectiggtorhinal cortex
with dentate gyrus(1* synapse), the mossy fibres connectidgntate gyrus with the CA3
subfield ofthe hippocampus propef2™ synapse) and the Schaffer collateralkich connect
CA3 to CA1 (Bsynaps (seeFigure 42). FromCA1 the output from HF is sevia projections
to the subiculum and back to entorhinal cortdr. the classical literature thisircuit is often
described as unidirectional. However, due to better tracing and imaging toolsvigus is
thought to be an oversimplificatigrmndit is now widely accepted that the real picture is much
more complex. In the following sections | will dabe the anatomy of each part tiF (see
Figure 11 and Figure 43 for an overview) andheir interconnectivity and then go on to

describe the anatomy of PHF and its connectivity with HF as well as its interconnectivity.

18
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Figure 12: Overview ofgeneral flow of information in hippocampustrisynaptic circuit). A: schematic
hippocampal slice indicating major connections and information flow (red arrows). The input comes
from entorhinal cortex (EG split into medial (MEC) and lateral (LEEC) andprojects via the perforant

path (PR split into medial (MPPdark greei and lateral (LPRinK) to dentate gyrus (DGed) and CA3
(blue) as well a€A1(pink)and subiculum (Skgreen. DG projects to CA3 via the mossy fibres, (MH).

CA3 projects to CAlvia Schaffer collaterals (SC) and to the contralateral hippocampus via the
associationacommissural pathway (AC). Ceteives additional input from AC of contralateral side and
projects to subiculum and EC. rRan numbers indicate EC layers. Adaptefiom
www.bristol.ac.uk/synaptic/pathwaysB: line drawing ofat brain (lateral view), indating location of

hippocampus and transverse slice shown ifadapted from Amaral andavenex(2007).
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1: cortex

2: CA3

3: dentate gyrus
4: CAl1

5: corpus callosum

Figure 13: Hippocampal anatomy.Top left shows line drawing of lateral view of rat brain with

hippocampus (adapted from Amaral and Witfgi995). Colour of coronal slices corresponds to boxes

with coronal sections of rat braifonly left half of brain is shown in slice®ed box coroal slice is taken

ca. 2.8 mm posterior to bregma and slice in blue box ca. 3.5 mm posterior to bregma. Numbers on slices

indicate brain regions.
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|.1.3 Dentate gyrus

[.1.3.1Anatomyof DG

Dentate gyrus is a Vor U-shaped structure located at the proximal pole of tinensverse axis

of HFandcomprised of a supraand infrapyramidal blade which encapsulate layer CA3 of the
hippocampus propein coronaland horizontahistologicalsections (sed-igure 13). The deep
layer of DG is called the hilus and contains varafterent and efferent fibres as well as some
interneurons. The mostommon one is the mossy caelthose dendrites usually stay within the
hilus(Amaral, 1978)The main difference to other types of interneurons is that masdls are
glutamatergic(Wenzelet al., 1997)and send axons to the molecular layer of the -isid
contralateral DG, thus possibly forming an associational network similar to the recurrent
connections of CABIshizuka et al., 1990Fuperficial to the hilus is the prineipcell layer
containing the somas of the principaklls which are called granule cells in DG. The dendritic
trees of granule cells typically do thenter the hilus but branch into thesuperficialmolecular

cell layer(Claiborne et al., 1990)

[.1.3.2 Afferentsto DG

The main input to DG comes through the aforementioneérforant pathway from EC
(Andersen et al., 1966a, 1966b; Ramon y Cajal, 1893; Steward and Scoville, 1976; Witter,
2007) The perforant pathway is divided into a lateral and a medial part referring tgigsan

lateral (LE) and medial (ME) entorhinalcortex (Andersen et al., 1966a, 1966[d)he majority

of EGto-DG projections arise from layer(8teward and Scoville, 197@&ut also neurons from
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layerslll, V and VI contributdo the input to DG(K6her, 1985a; Steward and Scoville, 1976;
Witter, 2007) A large proportion of the perforant projections form asymmetrical synapses
onto granule cell dendrite¢Matthews et al., 1976; Nafstad, 1967gnd orly a minor part

targetsinterneurons(Zipp et al.1989)

Apart frominput originating in ECDG also receives projections from other brain areas. There
is a substantial subcortical input arising mainly from septal nuclei, i.e. the medial septum and
the diagonal band of Brodggdmaral and Kurz, 1985a; Moskob al., 1973) These projections
mainly target cells in the hilar region of Di@ a zongust beneaththe granule cell layer and

are cholinergic ostain positive for -aminobutyric acid GABAYKdhler et al., 1984; Nyakas et

al., 1987)

[.1.3.3Efferentsfrom DG

The main output from DG is transmitted via the mossy fibvwdsich arethe axons of granule

cells. They exclusively terminate in the CA3 subfield of (Blekstad et al., 1970jorming

large and complex epassant presynaptic terminals on the proximal dendrites (in stratum
lucidum) of CA3 pyramidal cells (the postsynaptic components on CA3 pyramidal cells are
called thorny excrescence&lhicurel and Harris, 199Zach granuleell contacts on average

ca. 15 principal cells in CA3 via its mossy fibdesady et al., 1998Mossy fibres usually span

the full transverse axis of the hippocampus proper, while staying mainly at a constant

septotemporal leve(Blackstad et al., 1970

22



|.1.4 Hippocampus proper

[.1.4.1 Anatomy of HCP

HCP contains the three CA subfields CA3, CA2 and CAL. Along the transverse axis CA3 is located
close to DG (proximal) while CA2 (between CA3 and CA1) and CA1 are situated in progressively
distal parts(see Figure-1). As for DG, all subfields show a th#teger structure. The deepest

layer is called stratum oriens and contains the basal dendrites of pyramidal cells, some of the
CA3 commissural connections and Schaffer collaterals, as well as a variety of intesnduisi

deep to the stratum oriens lays the alveus which contains axons from pyramidal cells of the CA
subfields passing on to the fimbria/fornix fibre bundle and providing a major output route
from HCP. Superficial to stratum oriens is the principallagdr, which contains the somata of
principal cells and is thus called pyramidal cell layer. This layer is more tightly packed in CAl
than in CA3/CA2, and pyramidal cells in CA3/CA2 are on average larger than the ones in CAL.
Also, pyramidal cells in CABe much more heterogeneous in terms of their dendritic length

and distribution of their dendritic trees across the layers, compared to those in(I€izuka

et al., 1995; Pyapali et al., 1998n CA3 just superficial to the pyramidal cell layer is the
stratum lucidum, which contains the mossy fibres from DG (stratum lucidum is absent in CA2
and CAl). The molecular layer (the most superficial layer) of the CA subfields is further
subdivided from deep to superficial into stratum radiatum (deep) and stralacanosur
moleculare. The former contains the apical dendrites of pyramidal cells as well as CA3
commissures and Schaffer collaterals. The latter consists of the apical tufts of the pyramidal
dendrites and is also the zone where most of the direct ent@hinput to HCP terminates

(Hjorth-Simonsen and Jeune, 197Bpth subayers contain a large variety of interneurons.
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[.1.4.2 Afferentsto HCP

The entorhinal input to CA3/CA2 follows a fairly similar topography as the EC projections to DG
(Witter, 1993) LEC predominantly projects tosuperficial parts of stratum lacunosum
moleculare, while MEC projects mainly deeper portions of this layeMost of this direct

input arises from layer Il in ESteward and Scoville, 1976&C input to CA1 originates mainly
from layer 1l (sometimes referred to as the temporoammonic path) and the topography of
these connections is quite different to the ones to CA3/C3&ward and Scoville, 197&)EC
projects most heavily to distal parts of CA1 (close to SUB) and MEC ptojeatse proximal

parts (close to CA2).

Besides this, the CA subfields also receive direct input from subcortical areas, mainly from
septal nuclei, which tend to innervate CA3 much heavier than CA1l, terminating mainly in
stratum oriens(Mosko et al., 1978 There is a prominent hypothalamic projection from the
supramammillary area to CARlagloczky et al., 1994nd thalamic projections from midline
nuclei (especially nucleus reuniens) to stratum lacunosumeculare of CAIlHerkenham,
1978) Furthermore like DG, the CA subfields also receive projections from brain stem nuclei
which are mainly noradrenergic and serotoner{wanson et al., 1987Yhe noradrenergic
input terminates preferentially in stratum lucidum and stratum lacunosuwleculare and is
much more prominent than the serotonergic one, which is quite sparse. In general it seems

that CA3 receives much stronger monoaminergic input than(S#&anson et al., 1987)
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[.1.4.3Intrinsic connection®f HCP

Because of the stronger relevance to this projantoverview 6 the intrinsic connections of

HCP is given, which was not done for DG. The main focus lies on the projections from CAS to i)
ipsilateral CA3 (associational), ii) contralateral CA3 (commissural) and iii) to CA1 (Schaffer
collaterals). All thee different types of projections are true collaterals of the same cells in CA3,

indicating that they most likely convey very similar information to different parts of HCP.

The ipsilateral connections are also called associational connections, as thest prip other

CA3 pyramidal cells on thpsilateralside. They follow a broad kind of topography. Pyramidal
cells in CA3 near the border to DG project to ipsilateral pyramidal cells close to DG, while cells
located in nedial parts to parts close to CA&nd to project to much of the full extent of the

transverse axiglshizuka et al., 1990)

The commissural projections to contralateral HCP follow a similar topography, projecting to
homologous parts on the contralateral sid®lackstad, 1956)Both typesof recurrent
projections are much less prominent in CA1, where the recurrent loop seems to be restricted

to the septotemporal level of the cell of origiian Groen and Wyss, 1990a)

Before describing the Schaffer collaterals, it is noteworthy that inreshto the classical view,

there are back projections from all parts of HCP. There is a projection from CA3 pyramidal cells
to the hilus of DGLaurberg, 1979; Li et al., 19%hd also a projection from CA1 back to CA3
has been reportedAmaral et al., 291; Cenquizca and Swanson, 2007; Laurberg, 197&
projection arises most likely from interneurons in strata radiatum and oriens in CA1l, projecting

back to homologous sublayers in Q&&n Strien et al., 2009)

The by far most studied intrinsic conien of HCP are the Schaffer collaterals, which are

axons from CA3 pyramidal cells targeting pyramidal cells in(iSAizuka et al., 1990; Li et al.,
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1994) They generally terminate onto the basal dendrites of CA1l pyramidal cells in stratum
oriens and ond apical dendrites in stratum radiatum, exhibiting an intricate and complex
topography. In general a CA3 pyramidal cell at any septotemporal level sends collaterals to

roughly 2/3% of the CA1 septotemporal extent.

|.1.4.4Efferentsfrom HCP

The main outputrom HCP is comprised of projections from CALl to the adjacent SUB and to
EC. Fibres from CAL1 mainly terminate in the deepgfrthe molecular layer of SUBmaral

et al.,, 1991) The output from CA1l to SUB is topographically organised in a manner that
proximal parts of CAl (close to CA3) project to distal parts of SUB (close to PrS), while the
opposite is true for distal parts of CAL. Cells in between proximal and distal parts tend to
project to medial parts of SUB. A projection from a single CA1 pylahtgell can extent to
roughly 1/3° of the transverse and 1/30of the septotemporal axis of SUBamamaki et al.,

1987)

The main output from CA1 to EC is directed to deep layers (¢ &CGroen and Wyss, 1990a)

but direct connections are also reported more superficial layeréCenquizca and Swanson,
2007) The connections between CAl and EC are also topographically organised, such that cells
located in the septotemporal aspect of CAL project onto the dorsolateral to ventromedial axis
of EC, and prowial parts of CA1l innervate predominantly cells in MEC while distal parts

project most strongly to LEGlaber et al., 2001)
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[.1.5 Subiculum

[.1.5.1 Anatomyof SUB

Much less is known about the anatomy and function of SUB compared to other parts of HF.
Also as an Halepth description of its parts and connectivity is beyond the scope of this thesis,
GKS NBFRSNJ A& NBEFSNNBER (2 I (202 YhaNmbikuby s hedS NE
main output structure of HF and lies adjacent to the distal end of CA1l ilxahsverse axis of

the hippocampus. As DG and the CA subfields it has a-tayee structure which is continuous

with the layers of the CA subfields. Its deep polymorph layer is not very well characterised and
hardly any information on cell types and camtivity is currently available. The principal cell

layer of SUB is continuous with the pyramidal cell layer of CA1 and marked by a sudden

widening at the CA1/SUB border.

1.1.5.2 Connectivityof SUB

The CAZ0-SUB projections were already described ear(sge section 1.1.4.4. SUBalso
receives input from a variety of subcortical structures including e.g. septal nucdeés da

Silva et al., 199@®r the medial mammillary nucle§&onzaleRuiz et al., 1992)

SUB is the main output structure of HF, and itsjanafferent connection is to EChd&
connections of SUB with EC are reciprocal and follow a similar topography as the projections
from CA1 to ECseesectionl.1.4.4. EC projections to SUB originate mainly in layer Ill and to a

lesser extenin layer 1| while the projections from SU® ECterminate in the deep layeréV-
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VI) of EC with the strongest projections terminating in layer (K6hler, 1985b; Steward and

Scoville, 1976)

Other projections from SUB exist to PrS and E&anson and Cowan, 1978s well as to
cortical (e.g. retrosplenial cortefWyss and Van Groen, 1992nd subcortical areas, like e.g.
the lateral septum(Witter et al., 1990) mammillary nucle{Witter et al., 1990) amygdala

(Canteras and Swanson, 1982 the nucleus accunems(Witter and Groenewegen, 1990)

|.1.6 Interneurons ofthe hippocampal formation

The view that interneurons are merely dampening the neural activity of principal cells in the
hippocampus has long been substituted by models where these neurons play araintdgr

in orchestrating and synchronising the activity of large populations of principal(Seltsogyi

and Klausberger, 2005As now more than 15 types of interneurons are identified in CA1
alone, a complete description of this cell population is beythredscope of this thesis. A paper

by Freund an®Buzsak{1996)provides a comprehensive review on this topic.

In brief, interneurons of HF are GABAergic and are usually morphologically characterised by
the general targets of their axonal projections,.i®g. somata (e.g. basket cells), specific
dendritic segments (e.g.-OM cells) or axon initial segments (e.g. -@axonic cells). Another
characteristic is which cell types are targeted: principal cells (see examples above) or other
inhibitory interneurors (e.g. interneurorselective inhibitory cells). Finally the expression of
certain calciurbinding proteins like parvalbumin or neuropeptides like somatostatin can
distinguish subgroups of interneurons. Besides these structural and connectional differences
local circuit neurons in HF can exhibit very intricate connection patterns with gap junction

coupling between cells of the same class (e.g. basket cells) and highly divergent projections to
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many principal cells. In addition, some GABAergic cells in ¢j¢cpto the contralateral side
(commissures; e.g. somatostagoositive hilar neurons), the medial septum (e.g. hippocampal
septal cell) or receive projections from the medial septum, thus not being true local circuit

neurons.

|.1.7 Overview d parahippocampakbnatomy and connectivity

In this section | will give a rather short overview of the anatomy and connectivity of PHF,
focusing mainly on EC. All subsequently described structures exhibit more or less strongly the

classical sidayer structure of the isoatex.

1.1.7.1Prec and parasubiculum

Anatomyof PrS and PaS

The presubiculum (PrS) lies at the distal end of SUB, and its dorsal part is often referred to as
the postsubiculum (PoSjvan Groen and Wyss, 1990@resubicular principal cells are
pyramidal cellsand its deep layers are somewhat continuous with those of SUB on one side
and the deep layers of EC on the other. The parasubic(Res$)ies adjacent to PrS, and its
principal cells are pyramidal cells, too. Its deep layers are continuous with the mme<££C.

Both structures show theixlayer structure of isocortical areas.
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Connectivityof PrS and PaS

Both PrS and PaS have associational and commissural projections, the former especially
directed at layer | and Il of the contralateral sid#éan Groerand Wyss, 1990c)n terms of

their subcortical connections it is noteworthy that as far as HF is concerned, bothusésict
share uniqueand reciprocal connections with anterior thalamic nugéan Groen and Wyss,
1995) The input mainly arrives in laygel, 1l and IMwhile return projections mostly originate

from layer VI.

Both structures differ however in their connectivity with HF and (E@ballereBleda and

Witter, 1993; Kéhler, 1985b)While PrS almost exclusively projects to Iayesind Il of MEC,

PaS sends fibres to layer Il of LEC and MEC. Another difference can be observed for the
connections with HF. PrS sends only weak connections to all fields of HCP and DG. In contrast
to this, PaS has fairly strong connections with the molecular laydd@®fand sends weak
projections to stratum lacunoswmoleculare of the CA subfields and the molecular layer of

SUB.
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[.1.7.2 Entorhinal cortex
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Figure #4: Overview of band structure in EC as well as their interconnectivity with other argfastat

brain with location of medial (MEA) and lateral (LEA) entorhinal cortex (cerebellum is removed). rs:
rhinal sulcus. B: unfolded map showing the bands in EC (LB: lateral band, IB: intermediate band, MB:
medial band). Compass inset indicates axe€:(RostrocaudalD/L-V/M: dorsolateratlventromedial and
asterisk indicates area where grid cells are predominantly found. C: unfolded map of dentate gyrus (DG).
Colours correspond to entorhinal projections from different bands in B -T%D septal/dorsal
temporal/ventrd). D: summary of major afferents to EC. Strong connections are indicated by black
arrows, moderate ones by dark grey arrows and weak ones by light grey arrows. E: summary of major

efferents of EC with same arrow colour scheme as idapted from Kerr eal. (2007)
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Anatomyof EC

In the rat EC is located in the most caudal, ventral and lateral part of the braifitpae 14A)

and is thought to be the main interface between HCP and the cortex. Generally, EC can be
divided into LEC and MEBlackstad1956)with LEC occupying the rostrolateral and MEC the
caudomedial part, resulting in a roughly triangular shape for both subdivisions. Dolorfo and
Amaral (1998) suggested a different type of division of EC, based on the projections of EC
fibres to DG whie consist of three bands: a lateral, an intermediate and a medial band (see
Figure 4B, C). This will be explained in more detail below, after some remarks on the general
cytoarchitecture of EC, which is described in great detail in a review by CantteN@od and

Witter (2008)

EC shows the typical dixyer structure of the isocortex. Going from the pial surface ventrally,

the first layer (layer |) is rather devoid of cells and contains mainly fibres oriented transversally.

Layer Il is occupied byedfate and pyramidal cells, which both are often found in patches.

lf GK2dAK GKAa&a A& Y2NB | FSF{Gdz2NB 2F [9/ 3 Fa i
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cells (Steward and Scoville, 1976; Tamamaki and Nojyo, 199®)ir dendritic trees usually

branch only into layer | and Il, and stellate cells are much more common in MEC than LEC

(Canto et al., 2008; Klink and Alonso, 1997)

Layer Ill containgnainly pyramidal cells, but also a heterogeneous population of other cell
types The pyramidal cells send their projections to CA1 and ButBilso send collaterals to

layers Hlll (Steward and Scoville, 1976; Witter et al., 1988)

Layer 1V, the laminaissecans, is predominantly célée, but does contain some interneurons

and pyramidal cells.
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Layer V is again a cellular layer which shows a {ikadstructure containing mainly three
types of cells: Pyramidal cells, horizontal cells and polymorphe(Gainto et al., 2008xll of

which can be considered projection neurdiilamam et al., 2002)

Finally, layer VI, lying just above the white matter, is not very well described so far, but

contains multipolar cells and at least in MEC some pyramidal aglvel(Canto et al., 2008)

Connectivityof EC

A lot of the connections from EC to HF are reciprocal and were already partly described above

(seesectiors1.1.4.4 1.1.5.2andFigure {4).

An interesting feature is the difference in the targets of projections arising from the three
bands of LEC and MEQolorfo and Amaral, 1998eeFigure 44B-B). The lateral band projects

to the septal half of DG, the medial band to the temporal pole &f Bnd the intermediate one

to the portion of DG in between the projections of the lateral and medial band. But the more
precise topography of the EC to HF and PHF input/output relations are even more intricate,

and the reader is referred to a commentary this matter by Kerr et a(2007)

A special remark has to be made about the dorsocaudal part of MEC, the part where grid cells
can be found(Hafting et al., 2005)This area receives more than 50% of its input from HF,
almost exclusively arising fronestal levels, with the input from temporal levels being weak
(Kerr et al., 2007)It also receives a fairly strong input from the dorsal part of PrS

(postsubiculum), an area where head direction cells can be f¢Uadbe et al., 1990a)

EC is also connestl with a large variety of other corticéAgster and Burwell, 2009; Burwell
and Amaral, 1998; Burwell, 2000; Insausti et al., 1997; Kerr et al., 20@7}subcortical

structures (Kerr et al., 2007)see Figure 44D andB). Cortically directed efferents em to
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preferentially arise from deep layers (esp. layer V), while cortical input predominantly arrives
in superficial layerslll (Insausti et al., 1997; Swanson and Kohler, 1986yvever, this view of

a segregated neocortichlippocampalneocortical lop has been challenged by the
observation that many pyramidal cells in layer V have dendrites branching into the superficial
layers(Hamam et al., 2002, 20Q@yhere they do receive excitatory input onto their dendrites

(Lingenhohl and Finch, 1991; Medmidt al., 2013)

Strong additional cortical connections exist with the piriform cortex (LEC and MEC), insular
regions (LEC) and occipitafrigtal and frontal regions (mainly NI These connections also
show some differences regarding the bands theyare mostly uniformly distributed for &

and mainly target the intermediate and medial band in G{Eerr et al., 2007)For both LE

and MECnearly all these connections are reciprocated.

Subcortical projections to (Eabout 1/3 of total input) includestrong connections with
olfactory areas (endopiriform nucleus and piriform transition area) and amygdala (esp.
olfactory amygdalafPikkarainen et al., 1999Particularly the connections with the olfactory
areasare strongly reciprocatedEC has similarsubcortical connections, but in contrast to
LEC, where the input is roughly equal for all bands, most projections terminate in the
intermediate and medial band. Both Cand MEC send significant amount of fibres to the
basal gangliaand for both the main thalamic input arises in dorsal thalamic nuclei, another

region where head direction cells can be foyidube, 1995)
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1.1.7.3Perirhinal and postrhinal cortices
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Figure 15: Overview of connectivity of periand postrhinal cortices withother brain areas.A:
schematic lateral view of the rat brain indicating location of rhinal cortices (EC: entorhinal cortex, HC:
hippocampus, PER: perirhinal cortex, POR: postrhinal cortex, rs: rhinal sulcus). B: unfolded map of rhinal
cortices. Area 3536 indicate different parts of PER. Compass inset indicates aésd@rsoventral, R

C: rostrocaudal). C: summary of major afferent and efferent connections to and from POR. Black arrows
indicate strong connections, dark grey arrows indicate moderatescared light grey arrows indicate

weak ones. D: summary of major afferent connections to PER. Same arrow colour scheme as in C is
applied. E: summary of major efferent connections from PER. Same arrow colour scheme as in C is
applied.Adapted from Furtak etl. (2007)
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of PER and POR with HF, PHF and other regions of the(Buaiak et al., 2007(seeFigure 4

5).

The perirhinal and postrhinal cortices are la@dtdorsal to EC. POR lies at the caudal pole of

the brain, just dorsal to MEand caudal to PER. PER, consisting of Brodmann area 35 and 36, is
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situated rostral to POR along the rhinal sul¢Bsirwell et al., 1995)In general afferents to
POR aredominated by visuospatial inputwhile PER receives strong polymodal sensory

projections(Furtak et al., 2007)

In terms of cortical connections, POR is strongly reciprocally connected with occipital regions,
especially the lateral and medial visual asaticn areas and the primary visual cortex. Roughly

a quarter of the total input to POR arises from PHF and HF, with the strongest projections
originating in PER, PaS and EC. These connections are largely reciprocated with a strong
projection of POR to doogaudal MEC. In terms of HF the strongest (mostly afferent)

connections of POR exist with the septal portion of CAL.

Cortical input to PER seems to be generally separated in olfactory input from the piriform
cortex to area 35 and multimodal (auditory, vd@gand olfactory) sensory input to area 36 from

the ventral temporal cortex.
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|.1.8 Postnatal development othe hippocampal formation

In this section | will give an overview over the morphological and connectional development of

the structures described ithe previous section, but focusing mainly on HF.

1.1.8.1General principles of hippocampal development

In general the morphological development of connections in the brain involves three steps:
Axonal path finding, identification of target cells and synapse &tion. In the hippocampus
these processes are under the control of G&atzius cells (Ggells) and reelir{Stanfield and
Cowan, 1979)as well as components of the extracellular mafiorster et al.,, 1998)In
addition, semaphorins, ephrins and neur@phic factors play important roles as wéBkutella

and Nitsch, 2001)Some general principles, with a few exceptions, seem to govern the
structural development of HBayer, 1980a)First, there is a rhinal to dentate gradient with
areas closer to thehinal sulcus maturing before areas further away. Second, there is
superficial to deep gradient with deeper layers developing first. Third, fibres arriving earlier in
a target zone tend project onto distal portions of the dendritic arbor, while later fihseglly

target more proximal portions.
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1.1.8.2 Anatomical developnent of the hippocampus proper

CA subfields

The stem cells for pyramidal and granule cells originate from the ventricular germinal layers at
the hippocampal fissure. The peak of pyramiddl peliferation occurs around embryonic day

16 and 17 (E147), with CA3 development slightly preceding the one of CAl (peak CA3, E17;
peak CAl, E189) (Bayer, 1980b)Thus, the CA subfield is one of the exemptions of the rhinal
to dentate gradient as GAmatures earlier. The development follows the typical inside
process observed in the cortékrotscher, 1997)meaning that early formed cells inhabit the
deeper layers and later formed ones the more superficial layers. The overall volume of HCP
increases in spurts of growth between E15 and posthatal day 21 (P21), with most of the
increase after E20 accounted for by the growth of apical and basal den¢Bits®r, 1980a,
1980b) The growth of dendritic arborisation of CA1l continues up to P90 of ade|tis
strongest between P5 and P15, and in particular the apical dendrite ramification (where EC

fibres mainly project to) occurs between P28 (Pokorny and Yamamoto, 1981)

Dentate gyrus

The development of DG is somewhat special in the rat becausietlaionly 15% of the granule

cells are already generated, and in general DG is the last structure to appear in HF (after E20)
(Bayer, 1980b)Granule cell proliferation starts around E17 and continues well into postnatal
life. By P5 roughly 50% of adatll levels are reached and approximatel§®% are born after
P18(Bayer, 1980b)Dentate granule cells are therefore one of the few examples of postnatal

neurogenesis which continues into adulthood. There are also other peculiarities in the
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development of DG as the suprapyramidal blade development is earlier than the one of the
infrapyramidal bladé¢Bayer, 1980b)By P7 both blades of DG are homogeneous. Furthermore,

DG develops in an outside fashion, the opposite of the rest of HF.

[.1.8.3Interneurons

There is still some debatabout the exact locus of interneuron proliferation for HF in the
embryonic brain, but there is good evidence that in contrast to pyramidal cells, the majority of
interneurons originate from the subpallium of the telendgpon (the ventricular zone where
pyramidal cells are formed is part of the more dorsal pallium) (reviewed in Danglot et al.

(2006).

Local interneuron proliferation in HF generally precedes the generation of principal cells and
occurs between E13 and X&maral and Kurz, 1985blowever the exact layer position of
interneurons can change up to ca. P(bang et al., 2001)By P5, GABAergic cells form
synapses on pyramidal cells in HSEBress et al., 198%lthough the length of their dendrites
graduallyincreases until P2@Lang and Frotscher, 1990 this process CA1l lags slightly
behind CA3. By P20, nmyramidal cells in HCP exhibit all fine structures typical of adult cells

(Lang and Frotscher, 1990)
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1.1.8.4Hippocampeparahippocampal connectivity

By E22 EC shows its laminar structure and also Pr& BaS can be differentiate@Bayer,
1980a) In the mouse, fibres from EC reach HCP around E15 and DG arouhf, Bh8 the

first fibres from the medial septum arrive in HF around E3dpér and Soriand,994) In the

rat, at least a scaffold by @RIl projections from stratum lacunosumoleculare and the
outer molecular layer of DG to EC is formed by E17, along which the EC projectiongravil in

into HF(Ceranik et al., 1999 ommissures in CA3 stantbe apparent around E18 and by P2

in DG in the mouseso generally slightly later than the afferents from (S0pér and Soriano,
1994) Autoradiographical and degeneration studies in the rat by Loy €1@I.7)and Fricke &
Cowan(1977)showed that byP34, EC projections show the adilike laminar termination in

DG, although it is not until P12 that a substantial number of spines on dentate granule cells can

be observed.

Mossy fibres from granule cells are present in stratum lucidum of CA3 at R38ugtit the
axons are still rather immaturéAmaral and Dent, 1981 he typical postsynaptmomponent

of the mossy fibrégo-pyramidal cell synapses (thorny excrescences) is not present until P9,
although there is synaptic contact between these cells bdfanel. By P21, mossy fibres seem

to show most of the anatomical features of the adult ¢(Amaral and Dent, 1981)

It generally seems to be true that perforant path projections and the
associational/commissural fibre system are formed by the time of binth @ndergopostnatal

maturational processes like target cell contact and synapse formétiop et al., 1977)
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|.1.9 Summaryof hippocampal anatomy

In this section the anatomy of HF and PHF in terms of their respective neuron types and
interconnectivity was highlighted. The general flow of information starts in layer Il and Il of EC
and is directed at DG/CA3 and CA1 respectively. CA3 projects tanGAI1AL to SUB and the
deep layers of EC, as does SUB, thereby closing the neochipipatampaineocortical loop.

From deep layers of EC associational fibres project to more superficial layers as well as to other
cortical regions. Furthermore the topagphical organisation of the feedback projections in
this system is often poirto-point reciprocal, i.e. areas that project to a certain region usually
receive feedback projections from that very area. It is clear now that the view of the classical
unidirectional signalling pathway through HF is an oversimplification, as at nearly all levels
there are indeed backrojections to anterograde areas. The role of POR and PER as providers
of multimodal sensory and visuospatial information to th@gpocampeparahppocampal

system was also emphasised.

In the developmental section it is stressed that the connectivity of the hippocaenparhinal
system is far from being mature at birth. Generally by P21 most of it shows properties of the
adult rat, although certain grts, likee.g.the dendritic arborisation of CA1 neurons, are not

completed until at least P90.

All the anatomical features of this system have strong implications for its physiological function

and properties which shall be presented in the followingtisec
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|.2 Hippocampal physiology

In this chapter | will briefly review the electrophysiological properties of the hippocampal
network in the adult rat and try to emphasise differences to the developing hippocampus. As
all the data included this thesis wasllected using extracellular in vivo recordings, | will mainly
focus on the properties of the hippocampal local field potential (LFP) and single unit activity
which can be measured in extracellular recordinghe emphasis will be on the neural
mechanismghought to underlie the generation of oscillations (especially theta oscillations) in

HF. 1 will also briefly discuss synaptic plasticity.

|.2.1 Local field potential

Extracellularly placed recording electrodes can record the local field potential, whichtsefle
voltage changes caused by currents flowing in and out across dendrites over a large group of

neurons in an area in some vicinity to the recording @tezsaki et al., 2012)

In freely moving rats several types of oscillations over a range of freggseand correlated to

certain types of behaviours can be observed in the LFP of the hippocampal BEEBY SSF¥S >
2007) These are delta {4 Hz), theta (ca.-42 Hz), beta (ca. 180 Hz), gamma (ca. 2210 Hz)

and ripple (ca. 14@00 Hz) oscillations. Besidins oscillatory activity, there are also aperiodic
multiunit bursts, which give rise to the salled irregular activity, further subdivided into small
irregular activity (SIA) and large irregular activity (OIA QY SSTFS | yR bl RSt > wmd
1969). Apart from ripples and delta waves, oscillations in the hippocampal LFP are usually

associated with voluntary movement, while irregular activity is linked to quiescence and

42



consummatory behavioup . dzIl 4+ {AX wmdpycT . dz at { A $usbl f oz
Vanderwolf, 1969; Whishaw and Vanderwolf, 193)r reasons of relevance to the project of

this thesis | will only briefly review theta oscillations as well as LIA and ripples.

|.2.2 Theta

The most prominent oscillation (i.e. with the highest amplitude) that can be recorded
extracellularly in the hippocampus is a relatively slow oscillation in the rangel@f Mz,
termed theta(Vanderwolf, 1969)The exact frequency of theta depends on dets of factors
including the ongoing behavior (see below), body temperat(Whishaw and Vanderwolf,
1971) running speed WSS g+ 2SS S Ff & wnnwpnd aggeblandaddi | | |
Bland, 1979; Wills et al., 2010)heta oscillations are associated with a variety of behaviours,
all of which can be described as voluntary translational movement (e.g. walking, swimming,
climbing), and REM sleefvanderwolf, 1969; Whishaw and Vanderwolf, 1973heta
oscillations in tle hippocampeparahippocampal network are most prominent in CA1, but can
also be recorded from CA3 and QBuzséaki, 2002)s well as from subiculufAnderson and

h Qa I NI 2enterhinal cobtexXMitchell and Ranck, 198@nd other extrahippocampal brain
structures like the amygdaléParé and Collins, 2000y cingulate cortexXLeung and Borst,

1987)

Kramis et al.(1975) showed that there are two types of theta oscillations present in the
hippocampusi) type | theta, associated with translational movemésometimes referred to

as ttheta), andii) type Il theta associated with states of arousal, while the animal is more or
less immobile (sometimes referred to agheeta). Since under urethane anesthesia only type Il

theta is present in the LFP, it coldd shown that this type is abolished by the application of
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the cholinergic antagonist atropine, while type | theta remains unaffected by the drug in the
awake animalKramis et al., 1975Furthermore the frequency of type | theta is higherl¢Z

Hz) thantype Il (47 Hz). Bilateral lesions of the entorhinal cortex completely abolish type |
theta in the hippocampus, but leave type Il theta int§Bragin et al., 1995; Buzsaki et al.,
1983) On the other handlesions or pharmacological inactivation of theedial septum
completely abolish all theta oscillations in the hippocamfiLsnvson and Bland, 1993; Petsche
et al., 1962) These results show, that i) type | theta in the hippocampus is entrained by the
medial septum via layer Il and Il cells in EC, grttiai type Il theta is conveyed directly by

septo-hippocampal projections.

It is hypothesised (e.gBuzséki(2002) that acetylcholine ACh) providesa general
depolarisation for principal cells and interneurons, while GABAergic projections provide
rhythmic inhibitory postsynaptic potentials (IPSPs) to hippocampal internayrahich are
their only targets(Freund and Antal, 1988).ocal hippocampal interneurons would then in
turn rhythmically inhibit principal cells. This view is further supported bgcsiee toxin
ablation of septal cholinergic cells which only affects theta power but not frequency or

occurrence(Lee et al., 1994)

Theta was classically believed to be fairly coherent, i.e. in phase, across the septotemporal
extent of each layen HF(Bullock et al., 1990)Recent studies by Lubenov and Siaf2909)
and Patel et al(2012)challenge that view, by showing that a theta wave in stratum oriens of

CALl travels like a plane wave from septal to temporal portions of the hippocampus.
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|.2.3 Sharpwaves

Sharp waves (SPW) are part of thecatled LIA and occur frequently in the hippocampal LFP
during periods of immobility, slow wave sleep and consummatory behayBuzsaki et al.,
1983; Vanderwolf, 1969)asting for ca. 5100 msdé h QY S S ¥ Sel, 19y8R) They &e
virtually absent during walkingn the rat pyramidal cells in CA3 and CAl as well as granule
cells in DG show synchread multiunit bursts during SPW ever{Buzsaki et al., 1983Their
electrophysiological basisasdeciphered by isnultaneously recording the LFP from different
depth across the CAL lay@Buzséaki, 1986; Buzsaki et al., 1988)s thought that SPWs are
triggered by synchronous burst in CA3 during times when extrahippocampal afferent input is
absent. SPW events aresually associated with fast oscillations in the LFP-gBHz), so
called ripplesd h QY S S T Kipplesaatiginaté in CA1 and there is good evidence that local
circuit neurons firing a volley of action potentials at ripple frequency are the sourdecsét
oscillations(Buzséki et al., 1992; Ylinen et al., 1998hough SPWs and ripples usually co
occur they are indeed separate events as halothane blocks ripples, but not(Skves et al.,
1995) SPWs and ripples are believed to play an instrumeantelin the strengthening of cell
assemblies that were active together, e.g. during exploratory behaviours, based on the fact
that duringSPWdhere is often a replay of sequences of pyramidal cells representing previous
experiencegDiba and Buzsaki, 200T C2aGSNJ I yR 2 Af az2ys wnncT
McNaughton, 1996; Wilson and McNaughton, 199®is replay is compressed in the time
domain. Furthermore disrupting SRPWafter a training period impairs spatial learning
performance of rats, indating again the functional significance of these network events for
consolidation of memories in the hippocamp(BgeStengel and Wilson, 2010; Girardeau et

al., 2009; Jadhav et al., 2012)
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1.2.4 Single unit activity

In the hippocampus proper, it is possilitedistinguish between principal cells and local circuit
neurons due to their characteristic firing patterns and action potential waveforms. These are
the occurrence of sgalled complex spike bursts which typically comprigeation potentials

with deaeasing amplitude and with interspike intervals of less than 6(Rmx and Ranck,
1975; Harris et al., 2001; Ranck, 197Bhis firing pattern is a hallmark of pyramidal cells,
confirmed by parallel intraand extracellularrecordings(Henze et al., 2000)In contrast
interneurons do not show complex spiking, but exhibit a much more regular firing pattern.
Additionally, waveforms of action potentials from interneurons tend to be much narrower
(measured from peak to trough) than the ones of principal ¢éli2-0.4 ms vs. 04 ms) and

also their mean firing frequency is usually much higherl@0 Hz vs. <-2 Hz). However, for

short periods (< 2 s) pyramidal cells can exhibit a firing rate of up-8024z.

|.2.5 Plasticity

The adult hippocampus is the classnammalian model for studying synaptic plasticity due to
the rather easy accessibility of its prand postsynaptic neurons in hippocampal slice
preparations. In brief, the two most widely studied forms of synaptic plasticity aretkmy
potentiation (TP)(Bliss and Gardnévledwin, 1973; Bliss and Lomo, 1978)d longterm
depression (LTD(lto and Kano, 1982; Ito et al., 198 Both mechanisms describe plastic
changes at the synapse level, i.e. strengthening or weakening, following high frequeowy or |
frequency stimulation, respectively. LTP formation can NbenethylD-aspartate NMDA)

receptordependent or-independent, both of which occur at different synapses inside the
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hippocampus(Collingridge et al., 1983; Harris and Cotman, 1986; Harris ,el384) An
interesting feature of LTP induction in the hippocampal network is that stimulation with a
protocol mimicking several complex spike bursts repeated at theta frequency is particularly
effective in inducing LTP in vitfbarson et al., 1986; Rosed Dunwiddie, 1986)Indeed, if
theta is induced in a hippocampal slice preparation by carbachol (cholinergic agonist)
application, repeated stimulation at the positive peaks leads to strong synapse specific
facilitation, while the same protocol duringe troughs does not lead to a strengthening of the
postsynaptic responséHuerta and Lisman, 1993This result has been reproduced in vivo

under more physiological conditions in anesthetised anirtdtdscher et al., 1997)
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|.2.6 Development of hippocampal pysiology

1.2.6.1 Dual role of GABA in early development

Immature neurons and networks can have quite different properties and firing patterns
compared to adults. One of the most striking findings was the discabhetyGABA the most
abundant inhibitory neurotransmitter in the adult rat bra{i@Bloom and Iversen, 1971¢an
depolarise postsynaptic neurons in the developing hippocan(BestAri et al., 1989) This
depolarising response is mediated by GARAeptors and is due toraincreased intracellular
Cl-concentration of immature neurongRivera et al., 1999; Zhang et al., 199MNis effect is
thought to enable GAB#ediated responses exerting a dual role: Depolarisation of
postsynaptic cells leading to opening of voltagged C&'-channels(Leinekugel et al., 1995)
and activating NMDA recepto(keinekugel et al., 1997pDn the other hand it also shunts the
activity of other glutamatergic excitatory inputs on the postsynaptic cell because of its lower
reversal potential comgred to glutamatergic currents, thus preventing epileptiform activity of
the network(BenAri, 2001) This depolarising effect of GABA seems to be a general feature of
developing neurons as it has been demonstrated for a variety of structures in theaiat br
(Chen et al., 1996; Reichling et al., 1994; Serafini et al., 1986)switch to the adulGABA-
receptor mediated inhibition occurs postnatally around the beginning of the second week in

the hippocampugBenAri et al., 1989)
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1.2.6.2 Development of excitatory synaptic transmission in hippocampus

But it is not only the GABAergic system that undergoes significant maturational changes. It is
not until P14 that the adultike distribution of binding sites of NMDA aheamino-3-hydroxy
5-methyl4-isoxazolepropionic acidAMPA) receptors in CAl, CA3 and DG is reached, with
marked differences between the regions as generally CA3 seems to precede CA1 which in turn
precedes DGlnsel et al., 1990)it is noteworthy that thee is an overshoot of both receptor
binding sites (esp. AMPA receptors in CA3) during thei@ek, after which it decreases back

to adult levels, potentially indicating an elimination of synap$esel et al., 1990)

In general the postnatal developmeaf the excitatory synaptic transmission in HCP seems to
be more or less fully matured during th& eek, as stimulation of afferent fibres to CAnd

DG evokes adultke possynaptic responses by that tim@ekenstein and Lothman, 1991;
Dumas and Foste1995) There is good evidence that this is due to a mamd more efficient

presynaptic transmitter releas(bumas and Foster, 1995)

1.2.6.3Giant depolarising potentials

The above described depolarising effect of GABA exerts a crucial role in the predomina
network activity of the developing hippocampus during the first week of postnatgBgeAri

et al., 1989; Leinekugel et al., 200Zhese saalled giant depolarising potentials (GDPs) were
first described in vitro in hippocampal slic®enAri et al., 1989) but correlates have since
also been reported in vivo, where they are present as synckednimultiunit bursts

(Leinekugel et al., 2002Both in vitro and in vivo they have a GABAergic and a glutamatergic
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component (BertAri et al., 1989; Leineigel et al., 2002and represent the main network

activity of principal cells and interneurons in HCP unti{lleRthekugel, 2003)

At P1012 GDPs are not detectable anymore in hippocampal slices nor is the correlate
multiunit activity in vivo in extracellar recordings(BentAri et al., 1989; Leinekugel et al.,
2002) Furthermore,the occurrence of GDPs in viigstrongly correlated with sharp waves
which are absent in slice recordingseinekugel et al., 2002)he functional significance of
GDPs remain$o be elucidated, but it is hypothesised that the synchronised activity might
provide a basis for a Hebbian type strengthening of immature synaptic contacts in developing

networks(Durand et al., 1996; Hebb, 1949; Lowel and Singer, 1992)

1.2.6.4 Sharp waves imlevelopment

Behaviourally, multiunit activity in the hippocampus is associated with periods of immobility
(Leinekugel et al., 2002)in vivo, SPWs are the predominant oscillatory activity in the
hippocampal LFP until RRarlsson et al., 2006; Leinekugtlal., 2002; Mohns et al., 20Q7)
These earlySPWsalready show a strong similarity in extracellular recordings with the adult
type, as they reverse polarity across CA1 with the maximum negative peak in stratum radiatum
and their origin in CABuzsaki tal., 1983; Leinekugel et al., 2002)l these results indicate

that GDPs and SPWs most probably represent the same network activity, measured in vitro
(GDPs) and in vivo (SPWSs), respectively. Subsequently their amplitude increases until P18,
while theirwidth decreases in paralléMohns et al., 2007)SPWs are initially however devoid

of fast ripple oscillations which first occur around ®¥ohns et al., 2007)The probability of

ripple oscillations in SPW events reaches adult levels by cgMaiths ¢ al., 2007) although

there is a conflicting paper by Buhl aBdzsak{2005) which reports first ripple occurrence in

CAl only at P14. This difference might be explained by the fact that ripples occur only
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infrequently and at low amplitudesuntil P1213, which might not have been detected by a
spectral analysis used by Buhl a@dzs&k{2005) On the behavioural level, SBW neonates
are strongly correlated with scalled startles(Karlsson et al., 2006yhich are abrupt and
simultaneous contractions faskeletal muscles across the whole bo@ramsbergen et al.,

1970)

1.2.6.5Theta in development

5dzZNAyYy 3 GKS &aS02yR -likéSpatlerns? i®. tHeta At gafriia ocillafid®s andR dzt

ripples, start to dominate the population activity of the develugpihippocampus.

The first slow rhythmic oscillations (< 10 Hz) in the hippocampus can be observed arednd P8
although they are quite unreliable in terms of a behavioural correlate and their power in the
hippocampal LFP is rather Idlveblanc and Bland979; Mohns and Blumberg, 2008y P15,

a fairly consistent theta of about 5 Hz can be observed in CA1 and DG during voluntary
movement, while periods of immobility are accompanied by (Ué&blanc and Bland, 1979)
During the third week theta becomes mostrongly correlated with ongoing behaviours,
accompanied by a steady increase of frequency and by theetk the adult theta frequency

of 7-12 Hz is reache@_eblanc and Bland, 1979; Wills et al., 2010)parallel to the increase in
frequency there isalso a steady increase in thetanplitude, which reaches adtlike levels
during the .4 week (Leblanc and Bland, 1979; Mohns and Blumberg, 2008; Wills et al.,. 2010)
Interestingly there seem to be slight differences in the emergence of theta in HFE,iss i
observable first in CA3, then in DG and finally in CAftinen et al., 2002; Leblanc and Bland,

1979)
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1.2.6.6 Plasticity in development

LTP in CALl can be robustly inducedablyigh frequency stimulatioraround P78 with the
amount of postsynaptic poterdtion steadily increasing until P15, when an absolute maximum
is reached, that is even stronger than in adult rédsrris and Teyler, 1984)his is in line with

the observation of an increase in NMDA/AMPA receptor binding sites until the third week in

the hippocampuginsel et al., 1990)

There are also major differences in the mechanisms of synaptic plasticity in the developing
hippocampus. LTP formation in the CALl region of the hippocampus depends on different
molecular mechanisms in animals youngerrtia8(Yasuda et al., 2003pdditionally, a high
frequency tetanic stimulation of the mossy fibres, a protocol known to induce LTP in adults,
surprisingly induces LTD in slices from rat pups as young as2Pahd only results in adult

levels of synaptifacilitation around P18Battistin and Cherubini, 1994)
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1.2.7 Summaryof hippocampal physiology

In this section the physiology of the hippocampus was highlighted. Several oscillations (delta,
beta, theta and gammaippleg can be observed in theippocampal LFP of adult rats, as well

as irregular activitf SPWs)AIl of these are associated with certain types of behaviours. The
origin of theta oscillations was described in more detail, which is meditated to HF by the
medial septum and EC. Theteciigtions are believed to arise from the rhythmical discharge of
large populations of interneurons. In contrast SPWs and ripples are caused by multiunit activity
in CA3 and CA1 respectivegnd are present in the hippocampal LFP during periods of
immobility. These events are believed to play an instrumental role in the strengthening of

previously active connections.

The physiologpf the hippocampus of newborn rats is quite different to these patterns, which
only start emerging during the second week tnagally. Beforéhandthe main network activity
consists of GDPs which are thought to be important for the strengthening of connections in
the immature brain. In parallel the propensity for the induction of synaptic plasticity in the
hippocampus develops, hich most probably reflects maturation of receptor distributions at
the synapse level. In general it seems that by the end of the third/beginning of the fourth week

the physiology of the developing hippocampus is more or less similar to that of theratult
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|.3 Spatially modulated cells in the hippocampo

parahippocampal network

In this section | will provide an overview of the functional properties of the neurons within the
hippocampeparahippocampal network, whose firing is spatially modulated. Whilthé last
chapter the electrophysiological properties of single units and the population activity of
neurons in the hippocampus were described, this chapter will discuss in detail the spatial
properties of certain types of identified cell classes, narptdge cells, head direction cells and

grid cells as well as other spatially modulated cells like boundary vector cells (BVC) and border
cells. This is due to the fact that spatial navigation and memory are believed to be the main
functions of the rodent lgpocampus. For reasons of relevance | will mainly focus on place cells
and only briefly discuss the remaining cell types. | will start by reviewing data recorded from
adult rats and then go on to discuss what is known about the functional developments# th

celks.
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Overview of spatially modulated cells in the
hippocampo-parahippocampal system

A placecells (CA1) B grid cells (MEC)

C BVCs (Subiculum) D border cells (MEC)

N W

E head direction cells (e.g. MEC)

+hF

Figure 16: Overview of firing properties of spatially modulated cells in the hippocampo

parahippocampal network.Firing rate is shown as function of location iFfDAProgressively warmer
colours indicate progressively higher firing rates. Size of rat maps indicates relative environment
proportions. A: two examples of place cells recorded from CAl. B: two exampieisl @kells recorded

from MEC (courtesy of T. Wills)C: two examples of boundary vector cells (BMEsdrded from
subiculum (adapted from Lever et gR009). D: two examples of border cells recorded from MEC
(adapted from Solstad et al2008). E: twoexamples of head direction cells recorded from MEC
(courtesy of T. Wills)iring rate is presented as function of heading directiopolar coordinategsee

compass iget).
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|.3.1 Place cells

9PBSNI aAyOS (KSANORQAYGSSEFSNE YARD SIPKESINS PRRBEY ™M
cells have attracted the interest of researchers all around the world due to their relative simple
ARSYGAFAOIGAZ2Y Ay SEGNI OStfdzZ NI AY @Ag2 NBO:
Dostrovsky(1971) placed recordingelectrodes in the CALl area of freely moving rats, they
noticed that the firing of individual units correlated best with a certain specific location in the
recording environment, instead of any kind of the ongoing behaviour. Individual cells fired
volleys @ action potentials when the animal visited certain parts of the testing environment

while being more or less silent in all other parts. Because each cells was most active at a
dzy AljdzS t20F A2y GKS& yIFYSR (KS&aS rnént 6f#ts WL |

YIEAYdzY | OdA @AnQ ASIST(SEEGme®dA: 0F A St RQ

Place cells in the hippocampal formation are found predominantly in theCAIQY SSFS |y
Dostrovsky, 1971and CA3Olton et al., 1978%ubfields of the hippocampus propédit have

been described in other areas, like e.g. subicu{@marp and Green, 199dhd EGFrank et al.,

2000; Quirk et al., 1992)Since by far the most data in the literature is obtained from
recordings from septal portions of CA1 and CA3 | will mé&iays on the properties of place

cells found in these regions.

1.3.1.1 Anatomicalidentity of place cells

Anatomically there is good evidence that place cells correspond to pyramidal cells in CA1 and
CA3(Henze et al., 2000)nterestingly, there seems to be no topography of place cells in the

hippocampus, in that there is no recognisable correlation between anatomical location and
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place field proximity in a testing environment. Neighbouring cells in the hippocampus (i.e.
recorded from the same electrode) do not display place fields located in close proximity in
experimental environments, compared to cells recorded from different electr¢Beslish et

al., 2001)

1.3.1.2Basic propertie®f place cells

Hring ratesof place cells

As a rat traverses a place field of a given place cell in a standard laboratory open field
enclosure, the cell, on average, starts to fire increasing numbers of action potentials until the
centre of the field is reached, after which the firing rate decesaagainMuller et al., 1987)

In the field centre average firing rates of up to-20 Hz can be reached, while the firing

frequency outside the field usually approximates Q(Maller et al., 1987)

Apart from this firing rate code for signaling the drti f Q& LJ2 & A @natiRey’cdding K S NB
mechanism embedded in place cell firinthe position of the animak not thought to be
encoded only through a rate code, but also through a temporal cdd® Y SSFS YR w
(1993) were the first to notice an intriging correlation between place cells firing and the
ongoing theta rhythm, when they recorded place cells from rats running along a linear track.
As a rat entered a place field, the place cell emitted spikes at the trough of the theta oscillation
in the simultaneously recorded LFSkaggs et al., 1996As the animal traversed the place
field, spikes were emitted at progressively earlier phases of the ongoing theta oscillation. This

LKSy2YSy2y s+a OF t®SRQWERT &(SODYRE GRS Bey

57



LKF&a8 2F FTANRY3I O2NNBfF ISR 68ad 6AdK GKS

e.g. time since entering the field or other behavioural parameters.

Directionality of place cells

Place cell recordings in open field enclosuresvatd that firing rates of place cells are not
A0NRByYy3At & Y2RdzZ F GSR 0& GKS RANBOUGA2YyMdeFet 1 KS
Ff &> ™Moy 1T T.Suri¥i®y$, Wheh placeirells dre recorded on linear tracks or narrow
multi-arm mazes thy show a strong directional modulatighluxter et al., 2003; McNaughton

Si If dX Moy oT h QVYhatsFiRy dreoRly aatiBeQi@riSgrunsmigape direction
while being silent during runs in the opposite direction. These are not distinailatigns of
pyramidal cells, but the same cells are rdirectional in the open field and become directional

on a radial arm maze or when animaépeatedly runbetween specified goal locationis an

open field(Markus et al., 1995; Muller et al., 19948recent study by Navratilova et R012)
demonstrated that directionality of place cells on linear tracks is not an inherent property of
these cells, but develops with experience on the track. Initially place cells are also bidirectional

on linear track.

1.3.1.3Place field properties

Shapeof place fields

The shape of place fields in open field enclosures is ustiediylaror elliptical for fields in the

environment centre, irrespective of the shape of the testing environment. Place fields are
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crescent or haltircle shaped when situated along walls depending on whether the recording
environment is comprised of a circular or a rectangular enclogiMialler and Kubie, 1987;

Muller et al., 1987)

Sizeof place fields

The sizes of place field$ septally recorded units from CA1 can differ to some extent when
recorded in standard laboratory environmen@@run et al., 2002; Muller et al., 1987)hese

are the only fairly recent studies to my knowledge that present a quantitative assessment of
place field size across the whole population that was recorded. In both studies place field size
ranges between ca.-60% of the recording environment with a global average field size of ca.
10-20% of the testing environment. This is in line with other stuaiéch only report the
average field size and translates to roughly Z00 cnf, independent of whether the
recording environment was an open field enclosure or a linear ti@mkn et al., 2002;
Henriksen et al., 2010; Jung et al., 1994; Maurer et ah, @0 h QYSST¥S T yR wS OO
al., 2011; Poucet et al., 1994)ifferences between individual studies might at least in part be
due to the fact, that field size generally seems to increase with the size of the environment
(Fenton et al., 2008; Hehsden et al., 2010; Kjelstrup et al., 2008; Muller and Kubie, 1987; Park
et al., 2011) The increase seems to be much stronger for CA1 compared tqFR243 et al.,
2011) This rescaling of place field size is a general feature of place cells as it isnappar

open field enclosures and on linear tracks.

Place field size also increases from septal to temporal CAl in a somewhat graded fashion, such
that cells recorded more temporally have larger firing fields. Near the temporal poles place
fields are on average twice as large as the ones recorded from|geg&s(Jung et al., 1994;

Maurer et al., 2005)This increase in spatial scale of place cells at more temporal recording
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locations has also been reported for CA3 place cells on a linear track as well as in open field

enclosuregKjelstrup et al., 2008)

One general caveat of comparing results on pladd fieoperties like size arumbersof firing
fields across studies is that there is no consenstibaw a firing field is defined. Researche
employ different criteria for e.g. minimum size and/or minim firing rate to define the field
border. This is further complicated by the fact that different laboratories also use different

methods for the construction of rate mayfise. different smoothing algorithms)

Numbers of place fields

In standardlaboratory open fields (< 1 fnmost place cells in the more septal regions of CA1
only have one firing fieldMuller and Kubie, 1987; Muller et al., 198Djifferent estimates
exist about the percentage of place cells which have more than one firing liieMuller et al.
(1987)and Jung et. a1994)these comprise ca. 20% of the recorded population, while in a
study by Fenton et al2008)this proportion is 28%ln Henriksen et al(2010)the average
number of fields per cell is reported be around 11 whichwould translateto roughly 10% of

the recorded place ceflopulationhaving more than one field

However, the proportion of cells with more than one field increases dramatically, if place cells
are recorded in larger environments (> Z)nHere he majority (ca. 80%) of CA1 and CA3 place
cells show multiple place fields-Bfields on average) when recorded in a standard large box
as well as in a more complex environment with some thaleeensional aspectd~enton et al.,
2008; Park et al., 2011)nterestingly, there seems to be no systematic relationship between
the locations of multiple firing fields in an individual cell, unlike in entorhinal grid (¢4difing

et al.,, 2005) Interestingly, for linear tracks the correlation between field nuerb and
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environment size does not seem to exist as CA3 place cells do not show an increase in
numbers of firing fields when recorded on an 18mng linear trackKjelstrup et al., 2008)t is
noteworthy that Kjelstrup et al(2008)also recorded place cslifrom CA3 in a large circular
enclosure diameter @): 2 m) but surprisingly do not explicitly report an increase in field

number per cell.

Additionally,there is an interesting relation between the anatomical location of a place cell
along the transversexis of CA1 and its average number of fields per(etghriksen et al.,
2010) Cells located more proximally (i.e. near the border to CA3/CA2) tend to have rather
fewer place fields in a large circular enclosugZe2(m), than cells recorded from more tiibk
regions of CAL (i.e. near the border to SUB). Henriksen €2@l0)report a gradienike
increase in the number of place cells with more than one place field (ca. 40% for proximal and
intermediate regions and ca. 70% for distal regions) and alsnca@ase in average number of
fields per cell (ca. 1.6 for proximal and intermediate regions and ca. 2.1 for distal regions). This
gradient was also reported for a standard size environmeht (n), but with a much smaller

change between differempproximadistal positions of CAL.

Distribution of place fieldsn testing environments

Muller et al.(1987)report a uniform distribution of place fields across the environment in an
open field enclosurewhile another study(Hetherington and Shapiro, 1997 ports specific
clustering of place fields near the walls, especially those with polarising (i.e. salient) cues
There is also one report of place field clustering around the escape platform in a water maze

task(Hollup et al., 2001)
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On linear tracks tbre is sometimes a skewed distribution of firing fields towards the end
points of the track which can be overrepresented in comparison to more central parts
(Dombeck et al., 2010; Ziv et al., 201Bpwever, in a different study Gothard et §996)

report a uniform distribution of plee fields along a linear track.

1.3.1.4Time course for establishment of place fields

Wilson and McNaughto(1993)report that stable and reliable fields in a previously unvisited
part of a recording environment can be observedeafta. 10 min, while Frank et §2004)

show in a more detailed analysis that on an&ze stable location specific firing can be
observed as fast as 2 min. Furthermore place cells usually keep their firing fields in a given
environment over the course akpeated recording trials, and can actually be stable for at
least a week(Lever et al., 2002)There even is a report of place field stability for months
(Thompson and Best, 199®ut these cells were recorded with single electrodes, and it is thus

hardto know for sure whether really the same units could be followed over such a long period.

1.3.1.5Ensemble firingpf place cells

Active vs. silent cells

If the same place cell popation is recorded in sufficiently different environments (i.e.
environments in different experimental rooms or e.g. environments with different features like
shape, wall and/or floor texture and/or colour), and the animal had a fair amount of

experiencein these, it becomes clear that a substantial fraction of the place cell population is

62



not active in one (or more) of the chosen environmefBostock et al., 1991; Muller and
Ydzo ASS mMopyTT hQYSSFS | yR [ 2y dThedativenei Tefeifed ¢ K2 Y L
to as the active subset, thus only represent a certain fraction of all place cells that are located
in the vicinity of the tips of the recording electrodes and could potentially be recorded. The
question therefore is how big is this fraction amerage? Thompson and B€$089)recorded

place cells in three different environments and under light anesthesia (pentobarbital) with the
latter condition known to increase spontaneous firing in pyramidal ¢&&nck, 1973)They
concluded that only abat 35% of all complex spike cells identified under anesthesia have a
place field in at least one of the environments tested. Other studies classifid&ZQwWilson

and McNaughton, 1993nd 70%(Gothard et al., 19960f the total population of recorded
complex spike cells as place cells. These percentages are in line with a study assessing the
expression of the immediatearly geneArc(Lyford et al., 19950 CA1 and CAS3 after animals
explored two different environment§Guzowski et al., 19994l theseresults showthat the

code for the representation of space in the hippocampus is relatively sparse, a mechanism to

potentially maximise the number of possible unique environment representations.

Remappingof place cells

¢KS GSNY WNBY!Il bhdaghddascrdes the FffécCoSthe&ntviour of different
active subsets of place cells in different environments. It not only refers to the switching on
and off of place cells in different environments, but also to the shift of place fields to an
unpredictable new location between different environmer(Bostock et al., 1991; Muller and
Ydzo ASZ mMopy T T h QY S SheStermey Was originalsy lc@ingd by Bostgck et al.

(19916 K2 RATFFSNBYGAIGSR 080688y WNRbeatoh dafl f Q ¢
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field to a new unpredictable location) remapping. Throughout the literature various terms for
slightly different types of remappingadzd SR® { 2YS NBa S NOKimdEn, NS TS
2002; Moita et al., 2004; Skaggs and McNaughton, 1P9¥)R W A.éuRy@blet al), 2005b)
remapping, depending on whether remapping occurs only in a subset or the whole population

of therecorded §f f a® hdKSNA dzaS GKS GSNY WNIGS NBYL
field locations remain unchanged between two environments, but robust differences in
average firing rates across both environments eftisutgeb et al., 2006, 20054 this thess
remapping will generally refer to global changes in place cell firing, including both the shift of a
firing field to a new location as well as the environment specific activity/ceasing of activity of
place cells. The exact factors and the neuronal b#sisremapping are still not fully
understood. However, a few of the determinants that drive remapping of place fields have

been elucidated and several theories about their neuronal basis do exist.

In their original study Bostock et gl1991)trained rats on a random foraging task in a grey
cylinder with a white cue card. Then the animals were probed in the same environment with
either thewhite or a novel black car¥hen comparing the individual firing fields of place cells
recorded in both cylindeconfigurations they noticed that after less than two trials with the
black card present field locations were rather similar to the white card configuration (place
cells had homotopic fields or showed rotational remapping). Only a smaller subset showed
compex remapping. However, this ratio changed dramatically after more than two exposures
to the black card configuration, as now a much larger proportion of place cells (ca. 75%)
showed complex remapping between both card configurations. Moreotrer exact ime

point of the shift between rotational and complex remapping also varied between individual

animals and seemed to occur rather sudden.

This was confirmed in a study by Lever e{2002)who recorded place cells over the course

of several weeks in a square and circular open field. Initially the location of the firing fields of
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individual cells is very similar in both environments but over time the spatial representation
became more and me dissimilar. Lever et a[2002)also report major differences between
individual animals for the time course of this shift. Additiondley also show that even cells

from an individual animal vary in the time point when exactly remapping occurs.

Leugeb and colleagues put forward the functional difference between rate and global
remapping(Leutgeb et al., 2005a, 2006, 2004; Leutgeb and Leutgeb, .Z00&) argue that
global remapping occurs e.g. when thereaichange in spatial location (i.e. recamgs in
different rooms) and rate remapping occurs when the location (with respect to the recording
room) remains constant but the cue context changes (i.e. e.g. recording in environments of
different colours or shapes in the same physical location). Tintlgermore emphasise that

the ensemble of place cells in CA3 and CA1 show markiededifes between the conditions
when these two forms of remapping occ(lteutgeb et al., 2005b, 2004Place cells in CAl
show less pronounced rate remapping and react enstrongly to a change in the local cue
context. Recordings in similar environments in different rooms only lead to a partial change of
the spatial representation in CAL1. In contrast place cells in CA3 show strong rate remapping
when recorded in differenenvironments in the same physical location, and a much more
pronounced orthogonalisation between environments in different recording rooms. The

I dzi K2 NB | NBdzS (KIFG GKS&S RAFFSNByOSa LRAYD
subfields(Leutgdo and Leutgeb, 2007)n CAL1 the spatial representation is stronger bound to
the sensory cue context and can have different mépsthe same physical locatiomvhile in

CA3 a unique map is formed for a given location in space which could contain additiona

information conveyed by changes in firing rates.

While these differences between CA3 and CALl place cells and the idea of two forms of
remapping signaling different environmental changes can explain some results (e.g. similar

locatioral firing patterns ina squareand a circle in the same recording position) it fails to
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explain e.g. why in Bostock et £1991)a change of the cue card colour induces global as well
as rate remapping. In similar experiments in the Moser laboratory nearly all cells in GA3 an

CAL1 showed only rate remappifigeutgeb et al., 2005b)

Finally I want to stress that in contrast to this rather homogenous behavior of the whole
recorded cell population to environmental manipulations, other experiments (e.g. incongruent
rotation of local and distal cue@Renaudineau et al., 2007; Shapiro et al., 19%hpw that
individual place cells in one animal can indeed react with marked differences (i.e. remap or
follow one set of cues). All these results indicate that remapping is not a fpxeckss
underlying general rules, but critically seems to depend on various factors like previous
experience of the animald.eutgeb et al., 2005a; Wills et al., 200&sk demandMarkus et

al., 1995)nd interanimal variabilityBostock et al., 1991ker et al., 2002)

Pattern separation and pattern completion

In broad theoretical terms remapping is inevitably linked to two general hypothesised
processes of neuronal computing, pattern separation and pattern complétfumsaker and

Kesner, 2013; Légeb and Leutgeb, 2007; Marr, 1971; Rolls, 199®k former refers to the
orthogonalisationof spatial representations in the face of similar inputs, like the progressive
difference between place field locations of individual cells in different shapeosmeents in

the same recording position (e.g. Lever etf(2002). The latter process describes the opposite

effect, namely the preservation of spatial representations, if only part of the original input is
present. An example for this would be the pstsice of place cell firing in an environment in

the absence of some cues used in the original configuraiighSy 12y SG 't @ Hnan

Conway, 1978)
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The standardhypothesis is that pattern separation is a main function of BE&ed on synaptic
plasticity at the perforant pathio-granule cell synapses and the connectivity pattern of granule
cells to CA3 which is rather sparse, whilst pattern completion is proposed to occur in CA3,
based on the extensive recurrent collateralsG@A3 pyramidal cells (for reviews on this matter
see Rolls and Kesngé2006) or Hunsaker and Kesng¢R013). However, the experimental
evidence supporting this hypothesis is limited to a handful of studies. In one elegant study,
Nakazawa and colleagu¢Nalazawa et al., 2002)ould convincingly show that by selective
deletion of NMDA receptors in CA3 pyramidal cells, a specific deficit resembling an impairment
in pattern completion could be induced in mice. Wills et(2005)showed that, if place cells
which were remapped between two shapes (square and circle) were then presented with a set
of intermediate shapes, the entire place cell population appeared to make a cohereot; all
none categorisation of these shapes as either square or circle: no intesitediting patterns

were seen. This result is suggestive of the hippocampus acting as an attractor n@teaork

1971) as well as being consistent with both pattern separation and pattern completion in the

hippocampus, but see Leutgeb et @005a)

1.3.1.6 Determinants of place cell firing

Geometry of environmental boundaries

The first evidence that the distance to certain environmental boundaries might be an
important factor for place cell firing came from an experiment by Muller and K{1l887)in
which they recordedplace cells in two visually identical cylindrical or two visually identical
rectangular enclosures that only differed in their size. Most of the place cells that were active

in both environments of identical shape (ca. 50% of all recorddd)dehd place fields in the
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same angular position in each enclosure but scaled up in size when recorded in the larger
version. It is noteworthy that the scaling was not perfect since the large environment
represented a fourfold increase in size, while pldield sizes on average only increasedwo

fold.

Ly I &aSYAylf & dzRE96sidowes $hat By strefcRing ordzNE v &E6ts of
walls of a small square to a rectangle or a large square respectively, place fields stretched
proportionally in tke direction of the environmental expansion, develop a double peak or
cease firing. Their results showed that peak firing positions of nearly all place cells in CAl is
determined by a certain distance to one or more walls of the environment and/or the aispec
ratio of the distance between two walls (a very small subset was rather fixed to the recording
room walls). Additional evidence for the influence of environmental boundaries on place field
position comes from a study conducted by Lever ef2002)showing that small shifts of the

same box does not influence place field position, while removal of environmental walls leads

to remapping of the majority of place cells.

Sensory controbf place cell firing

Sensory control of place cell firing describes fact that place fields in an environment can be
anchored to certain sensory cues/stimuli. These can be external (to the animal) cues in the
environment (landmarks, features of environment, etc.) or internal ones caused by the
movement of the animal like.g. information about selmotion (path integration). External

cues can of course be of different sensory modalities, e.g. tactile, visual, auditory or olfactory
cues. In general one has to be cautious when trying to understand which types of cues are the

dominant ones for place cell anchoring, since often certain sets of sensory cues will
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intentionally be made unreliable by the experimenter, e.g. by cleaning the floor of an

environment in between recording trials.

One approach used to understand the importance of the presence of certain sensory cues over
place cell firing has been that of eliminating (e.g. through lesion) specific sensory inputs. For
instance, what happens in the total absence of visual informatea?e et al(1998)recorded

place cells from rats blinded shortly after birlly surgical removal of the eye ba(st P7).

They found that place cells recorded from blind rats (once the animals reached adulthood) had
very similar properties to the onesoim sighted rats. The onlgbserveddifferences to place

cells recorded from sighted rats were a lower firing rate and a stronger reliance on tactile cues
inside an environment. However, blinding rats very early in development might lead to a
compensationby other sensory modalities, and thus only shows that place cell firing is
generally not altered by a permanent absence of visual input. Hill and(B2&t)in an earlier

study had deafened rats pharmacologically and blindfolded thesfore recording plee cells

in a radial arm maze. Their results showed that place cell firing appears normal under such
conditions, but is now tightly bound to local cues inside the maze. This shows that visual input
is not necessary for normal place cell function in sightats and that place cells can
compensate the absence of visual information by using cues of other modalities (tactile and

olfactory) that signal a certain location in the testing environment.

Other studies did record place cells in total darkness in @@ animals in open field
enclosures as well as in a radial arm médarkus et al., 1994; Quirk et al., 1990; Save et al.,
2000) The general result is that place cell firing and place field properties are more or less
similar to the ones recorded unddight conditions, with a trend to convey less spatial
information and to be less coherent in darkness. Interestingly, if the animal is inside the
environment when the lights are extinguished, place fields usually keep their fields from the

light condition(Quirk et al., 1990; Save et al., 200@hile the majority (ca. 580%) remap
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when the animal is placed in the environment in the dévlarkus et al., 1994; Quirk et al.,
1990) These results demonstrate that if visual information is removed after thealsihad
already explored the environment in the light, place cells can compensate this by either using
the remaining sensory cues inside the environment or use information about theimséibn

to update the internal estimate of the current position. eflhemapping of place cells when
animals are put into the environment in the dark highlights the general importance of visual

cues for place cell firing.

In a study by Save et 4R000) the authors tried to investigate the importance of olfactory
cues inlight and dark conditions by either cleaning or not cleaning the floor of the testing
apparatus, while the animal was inside the environment (this resulted in four conditions:
light/cleaning, light/no cleaning, dark/cleaning and dark/no cleaning). Sciagtiie olfactory

cues in combination with an absence of visual information had a profound effect and led to
remapping of nearly all cells, although the animal was inside the environment during the
whole procedure. Moreover, it showed that when the sametpcol was done in light
conditions the amount of remapping was nearly equally strong, while most fields remained
stable when the floor of the environment was not cleaned. This shows that olfactory cues can
exert some control over the location specificirfg of place cells, albeit a weaker one than
prominent visual cues, at least over the course of a recording session during which the animal
is not removed from the environment. The fact that local tactile and/or olfactory cues appear
to provide much weakercontrol over place cell firing than visual cues can probably be
explained by the fact thausually experimenters aréeliberately trying to minimise their
influence (by cleaning the environment in between trials or exchange certain parts of an
environmentwith visually identical copies). These manipulations might result in the animals

ignoring these unreliable stimuli for signaling a certain location.
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Control of individual cues over place cell firing

The above described studies all contained experiments where all or at leaststimsti of a
certain modality vere manipulated. These results therefore do not allow any assumptions

about the specific control of individual stimuli over place cell firing.

The first evidence that individual cues in an environment can indeed exert control over place
cell firing was gathered by recording place cells in aamrgrolled environment and rotating

the environment in parallel to the cugsh QY SSFS | y R.If the nffagd vagrotatedh T y 0
in unison with the cues (keeping their spatial relationship intact), place fields of most recorded
units rotated correspondingly. Furthermore, this work showed that most place fields were
anchored by a configuration of at least tvenies, as removal of any two cues left nearly all
place fields intact, while the removal of more than two cues led to strong changtse in
locational firing of place cells. The exact cues which seemed to exert the strongest influence on
a given unit variedrom cell to cell, although visual ones seemed to generally dominate. This
shows the hippocampus ability to-activate spatial representations even in situations when
only a subset of the original cue configuration is present. Only once the mismatchdexae

certain threshold a new representation is formed by place cells.

The effect of cue control by polarising sensory (esp. visual) cues has been reproduced in many
subsequent studies with a larger cell population and better positional sampling of the
environment(Bostock et al., 1991; Fenton et al., 2000; Hetherington and Shapiro, 1997; Muller
YR YdzoASSES My TT hQY albtiHes studeR shdwlibiat alrovatioyf af ther oy 1
LRfIFINAAAY3I OdzS o6wO0dzS OF NRQU Ay alodzhEpbniingS R S
rotation of place field locations. This demonstrates that place cells are able to learn about the
SEFOG &aLI dAlt NBtFGA2YAKALI 60SG6SSy + t1 yRY!I

environment. However, this effect depends atsothe animals experience with the stability of
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the visual landmark, as they ignore rotations of the cue card, if e.g. they saw it being moved by
the experimenter6 WSTFSNE YR hQYSSTS>E mpppT WSTFSNEZ
1995; Rotenbrg and Muller, 1997)vhich demonstrates the hippocampus ability to use only

AYTF2NNYIEGA2Y | 02dzi GKS | OGdzrf LRaAAGA2Y 2F GKS

The overall picture of cue control of placdld&ing is further elucidatedby experiments where

the recording apparatus (proximal cues) and the distal cues (outside recording apparatus) are
rotated in opposite directions or one of the cue configuration is scram{@eshaudineau et al.,

2007; Shapiro et al., 1997; Tanila et al., 199R®sults from wch experiments indicate that

the majority of place cells (ca. 50%) are anchored to the specific configuration between both

cue sets, since these cells remap when a large mismatch between proximal and distal cues is
created. The exact influence of indiviicues in a specific configuration is nonetheless still an

open question. While some researchers report no effect of the removal of individual or all of

the distal salient cues in a familiar envionmentCSy 2y Si | f ®X wnnnT h
M T y Tefe lar@ B@akman, 198@hers do report slight changes in the firing properties of

individual cells after a removal of individual celetherington and Shapiro, 1997)

1.3.1.7 Differences between place cells in CA3 and CAl

At the single cell level firing properties between place cells recorded from CA3 and CAl are
very similar(Barnes et al., 1990; Leutgeb et al., 2004; Muller et al., 1987; Renaudineau et al.,
2007) In both regions principal pyramidal cells show complekispiand the formation of
place fields. Some different reports exist about either a higher spatial specificity in CA1 place
cells(McNaughton et al., 1983)r those recorded from CA@Barnes et al., 1990; Park et al.,
2011) Nonetheless place cells recomd from both subfields are often pooled for the

respective data analysis in various studies across the litera(Bestock et al., 1991;
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Renaudineau et al., 2007; Save et al., 2000; Siegel et al., 2008; Tanila et al., 1997b; Wilson et

al., 2004)

But, as &eady mentioned in the section about remappirge¢ section Remappingof place

cell) > 63) fldere are some stronger differences in terms of the behavior of the whole cell
ensemble(Lee et al., 2004; Leutgeb et al., 2005b, 2004; Vazdarjanova and GijzZ20@K
especially which environmental changes lead to which form of remapping (rate vs. global). An
exact description of these differences is beyond the scope of this thesis, but the reader is

referred to a comprehensive review on this matter by Leutget Leutgel{2007)

|.3.2 Other spatially modulated cells in the hippocampo

parahippocampal network

[.3.2.1Head direction cells

| SFR RANBOGAZ2Y OStfa ol5 OSfttav INB OSftfa 6K
into a certain directionTaube etal., 1990a)see Figure 16E). This sealled preferred firing

direction is different for each cell and all possible directions are equally distributed in the cell
population (Taube et al., 1990aHD cells were originally described in the postsubiculum
(Taube et al., 1990a, 1990bbut have subsequently been found in a large variety of brain
structures. This includes different parts of the classic Papez cifeajez, 1937)ike the

anterior dorsal thalamic nucleus (ADNaube, 1995)ateral mammillannuclei(Stackman and

Taube, 1998)retrosplenial corteXChen et al., 19949nd EQSargolini et al., 200&s well as
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other brain areas like lateral dorsal thalam({glizumori and Williams, 1993)r striatum

(Wiener, 1993]for a review see Taub@007).

Functionally head direction cells are usually characterised by their directional tuning curves
These curves typically have a Gaussian shape and show that this cell type increases its firing
rate approximatelylinear once the preferred firing direction IsLILINRE  OKSR o6& (K8

head while the rate is approximately zero when the animal is not facing in that direction.

hyS AYLRNIFYy(d FSFid2NBE 2F 15 OStfta Aa GKFEG Gf
but to a specific allocentric directiorefined by one or several salient landmark(Eaube et

al., 1990b) Hence, HD cells will have different preferred firing directions in two distinct
environments. Furthermore, HD cells behave in a very similar fashion to place cells upon
rotations of salienhvisual cues (i.e. e.g. a cue card). Just like place fields, the preferred firing
directions of HD cells rotate with approximately equal amounts as the(€aebe et al.,

1990b)

There is good evidence that the rotation of place fields is under the abafrhead direction

cells. First, place fields and simultaneously recorded HD cells tend to rotate in unison by similar
amounts, when animals were disorienténierim et al., 1995)And second, lesions of PoS
result in poor cue control of HD cells in tA®N as well as in place cells, although generally
leaving the formation of place fields largely intd€alton et al., 2003; Goodridge and Taube,

1997)

[.3.2.2Grid cells

Sincethe major input to the hippocampus originates EC, it was long hypothesised that a

spatially modulated signal should also be present in this parahippocampal region. Quirk et al.
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(1992)reported cells with location specific firing properties in the superficial layers of MEC
that were vaguely reseminlg place cell firing, albeit with a weaker spatial tuning and

differences in their response to environmental manipulations.

A more systematic choice in their recording locations lead to the discovery of a novel type of
spatially modulated cells in the gdal portions of MEC in the Moser laboratory more than ten

years later(Fyhn et al., 2004; Hafting et al., 200Bue to their intriguing spatially modulated

FTANRY I LI G00GSNYya GKSasSHathd dt al., 2005)MIsontiag wpiEde W3 N,
cells which typially only have one firing fielth normal laboratory environments, the firing

fields of these cells tessellate an open fieldclosurein repeated approximately equilateral
triangles, forming a highly regular patte(Hafting et al., 2005)seeFigure 16B). Anatomically

grid cells are thought to correspond to principal cells in MEC, that is stellate and pyramidal

cells(Domnisoru et al., 2013; Schmidieber and Hausser, 2013)

Originally grid cells were identified in layer Il of MBE@ting et al., 2005)but they have now
been found in all principal cell layers of ME&argolini et al., 2006as wells as in PrS and PaS
(Boccara et al., 2010%rid cells in layer Il are typically omnidirectional, while in deeper layers

most grid cells @ directionally modulated (conjunctive cel{§argolini et al., 2006)

The anatomical location in the dorsomediedntrolateral axis of MEC determines certain
properties of grid cell firing. With increasing distance from the postrhinal border the spacing
and sizes of individual grid peaks increadsarry et al., 2007; Brun et al., 2008b; Hafting et al.,
2005; Sargolini et al., 20Q6just as place cells recorded from more ventral parts of the

hippocampus have larger firing fields than those from dorsatipns (Jung et al., 1994)

Due to their regularly spaced firing peaks, grid cells were immediately thought to possibly
provide the navigational system with a metric sigffdbser and Moser, 2008However, grid

cell firing seems not to be an absolute metsignal, at least not at all times, as recently it
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could be shown that grid cells show a noveitguced expansion dgheir scale and firing peaks

(Barry et al., 2012a)

Finally there are some interesting functional relations between grid cells and place cells. Global
place cell remapping is associated with realignment of grid orientat{Basry et al., 2012a;

Fyhn et al., 2007)while rate remapping in place cells is@sated with stable grid fieldd=yhn

et al., 2007) Moreover, some computational models predict the location specific firing of place
cells to arise from the combined input from several grid g@lair et al., 2008; Solstad et al.,
2006) However, whendirect input from grid cells to CAl is abolished by lesions, location
specific firing of place cells in CA1 persists, albeit a reduction in the quality of the spatial tuning
is present(Brun et al., 2008a)interestingly, if the hippocampus is inactivatieg an injection

of muscimol, the spatial tuning of grid cells degrades completely and surprisingly grid cells

acquire a directional tuning in parali@onnevie et al., 2013)

1.3.2.3Boundary vector cells and border cells

Boundary vector cells (BVC) are spatiahodulated cells found in the dorsal subiculum, that
fire at a certain distance to environmental boundaries at a certain allocentric direitmrer

et al., 2009)seeFigure 16C). A boundary can consist of a wall or large obstacle as wafllaas
drop on the edges of an open platform that is located above the floor. Different BVCs are
tuned to different distances from environmental boundaries with a bias for shorter distances
(Lever et al., 2009)0One main difference to place cells is that BV&€sa remap in different
environments, but that thg are solely tuned by the abowveentioned parameters, irrespective

of shape or other cue contexts of different environmenitheir firing properties (ratand
waveform) indicate that they likely corresponid principal pyramidal cells in the subiculum

(Lever et al., 2009)
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BVC are a classic example of a theoretical construct that has been hypothesised before such
cells had actually be recorded from HF in (@arry et al., 2006; Hartley et al., 2008Jthough

the model which describes place cell firing by a thresholded linearly summed input from
several different BVCs is rather simple, it can quite accurately describe the change in locational

specific firing of place cells in environments of different getoyn

Border cells in all layers of MEC were identified and described in parallel to the discovery of
BVCs(Solstad et al., 2008)These cells have some similarity to BVCs, but also show some
marked differences. Border cells tend to fire along one or s#wealls of an environment,
which is one of the differences to BVCs, as some units fire along all four walls of a square
environment (sed-igure 16D). Furthermore only a very small subset seems to be tuned to fire

at a certain distance to environmental daries. Most border cells have firing fields just
adjacent to the wall(s). Another marked difference is that border cells tend to remap when all
walls are removed and the border of the environment now is constituted by a drop. It is so far
not clear wheher border cell firing is based on inputs from BVCs, or if these two cell types are

independent of each other.
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|.3.3 Functional developmenbf spatially modulated cells

Only four studies have so far recorded place cells and/or head direction cells aneltgithc
very young animals ($€50), in an attempt to assess their properties and functional
development(Langston et al., 2010; Martin and Berthoz, 2002; Scott et al., 2011; Wills et al.,
2010) All studies recorded place cells in young rats, while heaedttibn cells were recorded

in three (Langston et al., 2010; Martin and Berthoz, 2002; Wills et al., 2&id@)grid cells in

two (Langston et al., 2010; Wills et al., 201)the studies. In general, | will focus on the
results of the three most recent pers, as the earliest study from Martin and Berti{@202)

only contains a very small sampmeunits (27 complex spike cel3 HD cells) in comparison to

the others. The reason for this generally rather scant amount of data on this topic is due to the
technical difficulties of conducting these kinds of experiments (esp. chronic implantation of

recording electrodesyith young rats

1.3.3.1Place cellsn development

Both Wills et al(2010)and Langston et a{2010)report an increase in the proportioaf plae

cells in the CA1 region from thdirst occurrence at P16 and P28 @3respectively

This is accompanied by a steady increase in place field stability both across and within
recording trials. For both types of correlations adult levels are reachedndr P31(Langston

et al., 2010) Wills et al(2010)report a significant increase in the quality of the locational firing

of place cells between P16 and P28 (measured by spatial information content). Spatial
information (Skaggs et al., 1998)easures the information content of individual spikes and is

by AYRAOFG2NI 2F K2¢ 6Stt GKS FYAYFEEQ LI2E&AGA
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by an individual cell. While in this study adult levels of average spatial information content pe
cell are not reached at P28, Langston et(2010)report similar average values to adults as
early as P16, although there is a msignificant trend for a small increase between P16 and
P35. Thids surprisingsince both studies use the same method fiace cell definition, the

same smoothing algorithm for constructing firing rate maps and the same recording system.

What is even more surprising is the fact that in the Scott e(2011)study a very similar
functional development with increasing age reported, albeit starting at a later time point

(P23). This difference is rather difficult to explain as all three studies contain a large sample of
complex spike units (> 300). One of the reasons for this difference might be the different
criteria for classifying a unit as place cell. In the paper by Scott ef2élll) an age
independent, fixed arbitrary threshold for the coherence of the locational firing is used.
Langston et al(2010)and Wills et al(2010)both use the 98 percentile of an agenatched
null-distribution for spatial information based on spikbuffled data. The idea here is to
RA2&420AFGS GKS aLA1S GNXYAYy FTNRBY GKS |YyAYLI f ac
an objective threshold for spatial information, above which écbmes very unlikely to find

certain spatial information scores by chance. Only data exceeding this threshold is then
considered for further analysis. A fixed and arbitrary cutoff value (as in Scott €04all)

might bias the data towards selecting onfyK S wo6SaaQ LX I+ OS OStta .
threshold derived from the actual data and depending on the age of the animals might be
more feasible as a selection criterion during a time period nviptace cells undergo a
functional maturation towards adulike levels. MoreoverScott et al.(2011)do not smooth

the rate maps of recorded place cells which might account for the much lower-tidér

stability reported in this paper (ca=0.3 at P30) compared to the other two studies (.6

at P30). Theeason for this rather protracted development of place cell firing described by

Scott et al.(2011) remains unclear. One general caveat of Scott et(2011)is, that no

recordings from adult animals were included, and thus it not possible to assesbewvlhbe
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above mentioned methodological differences generally lead to different results even for adult
data. Finally there is some preliminary evidence for phase precession in place cells recorded on

a linear track as early as P18 (Langston et al., 201®ills et al., 2010)

As a summary it seems safe to conclude that neither the stability nor the quality of thelspatia
tuning of place cells in CAlhut see Langston et a2010)for a different report on the latter
measure) is preconfigured to adult kg by P16. The time line for the functional maturation of
place cell properties approximating adult levels between the end of the second and fourth
week described in the two of the studi¢sangston et al., 2010; Wills et al., 208@nerally

matches wellvith the behavioural development of young rateé sectiorl.4).

1.3.3.2Headdirection cellsin development

The data on HD cells is the most consistent across all studies which include recordings of this
cell type in young rat§Langston et al., 2010; Willst al., 2010) Both report significant
proportions of head direction cells with addike properties from the earliest time point of

recordings (P15 in Langston et@010) P1416 in Wills et al(2010).

Neither the percentage of directionally modtda units nor the quality of the directional
tuning and inteftrial stability of directional modulation of individual cells increases
significantly with age. Furthermore Wills et §R010) report coherent rotations of head
direction cell ensembles in twdifferent environments as early as P16. It is noteworthy that
head direction cells were recorded from different brain regions in the individual studies (PrS
and PaSn Langston et al(2010) MEC and Pr# Wills et al.(2010) which implies that the
neuronal network that encodes heading direction is more or less fully mature throughout the

hippocampeparahippocampal system by the end of the second week at P14.
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1.3.3.3Grid cellsin development

Both studies that recorded grid cells from MEC between-B8.6r P1634 respectively
(Langston et al., 2010; Wills et al., 20Mtained similar results, although the respective
authors interpret the data in different ways. Wills et @010)report the first occurrence of
adultlike grid cells around P21, while Langgin et al.(2010)report grid cell firing as early as
P16. However, looking at the data of both papers it becomes clear that the respective results
are actually quite similar. The firing of putative grid cells in Langston €l0)before P21
mostly laks the strict periodicity of adult grid cells and the authors acknowledge in their
discussion that it is not until the end of the third week that this periodicity occurs. As far as the
quantification of the quality of grid cell firing is concerned, bothdés come to comparable
timelines. Wills et al(2010)report a rapid and rather abrupt increase in the percentage of grid
cellsfrom the whole cell population, as well as an increase in stability of grid cell firing across
trials between P2@4, when adit levels are reached; see also Wills et(2a012) In Langston

et al. (2010)this development progresses until the end of the fourth/beginning of the fifth
week and seems to be more gradullis noteworthy that in this study no increase in the
proportions of grid cells is reported between PB&, but a general significantly higher

proportion for adult animals.

The delayed emergence of grid cells compared to place cells challenges the view of the
importance of grid cell input for the spatialifig of place celléBlair et al., 2008; Solstad et al.,
2006) It rather suggests that other spatially modulated cell types in the hippocampo
parahippocampal network like e.g. border cgBolstad et al., 2008)r boundary vector cells
(Lever et al., 2009might play a role in stabilising the location specific firing ofcplaells in

early development.
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|.3.4 Summaryof spatially modulated cells

This section described in great detail the properties and deteamti of place cell firing in the

CA3 and CAarea of thehippocampusof adult rats Place cell firing correlates best with a
certain location in physical space and is under the influence of external and internal sensory
cues. Place cells seem to be largely configural, meaning that they only reguiseqgb the
original sensory input to ractivate a representation of an environment. Different
environments are represented by theectivity of different place cell ensembles. Furthermore

the hippocampeparahippocampahetwork also contains a head directicsignal (HD cells in

PoS and MEC) as wellagotential metric signal (grid cells in MEC, PrS and PaS).

All these cell types emerge at different time points during the postnatal development, and
show a different time course of their functional maturaticHD cells are present first (R18)

and seem to be adulike from the time point of their emergence, while place cells emerge
slightly later and show a gradual maturation between 856 Grid cells only emerge around
P21 and show a very rapid and abrdpnctional maturation until P24 (seEigure {7 for a

schematic overview of the emergence of the different cell types).
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===head direction cells
===place cells
===crid cells

functional development

P11 P13 P15 P17 P19 P21 P23 P25 P27 P29 P31 P33 P35
age

Figure 17: Schematic oveview of the timeline of the functional emergence ohead direction cells
(green), place cells (blue) and grid cells (red) between Bh1Figure indicates period from emergence
until when approximately aduHike levels are reachedscheme is based on results from Wills and
colleaguegWills et al., 2012, 201@nd Lang®n et al.(2010)
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|.4 Developmental milestones

The preceding chapters highlighted tpestnatalfunctional and anatomical development of
the hippocampal system in ratsAs the experiments reported in this thesis are aimed at
shedding light on the functional development of the neuronal systems which underlie spatial
navigation and memory, it is also important to present a timeline of the behavioural

development of youngats.

Rats are altricial animals, as they are born in a rather premature state and only develop the
adult behavioural repertoire postnatally during a prolonged pérspanning several weekA.

broad overview of the development of the motor and sensoryjteays will also be provided

here as: i) spatial navigation requires active locomotion and, ii) place cell firing is sensitive to
the presence of environmental sensory stimsieé¢ section.3.1.9. A detailed description of

the development of the neuronalystems underlying locomotion and sensory processing are
beyond the scope of this thesis, which is why the emphasis will be on the behavioural

aspects/expression of these systems.

The discussion will mainly focus on the development of hippocaugéndent

skills/behaviours with reference to the time points when adike performance is reached.

|.4.1 General overviewof behavioural development

During the first 10 to 14 days of life, rat pups only rarely leave the nest for extended pefiod

time, and spend early all their time in the litter huddI€Bolles and Wood, 1964; Gerrish and
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Alberts, 1996; Loewen et al., 2009}he main activities rat pups engage in during that time

period are sleeping and nursing

A variety of social behaviours like e.g. plahting and social grooming (i.e. grooming of

littermates) startto emergeduring the third weekBolles and Wood, 1964; Thiels et al., 1990)

In terms of their consummatory behaviour rat pups first show an interest in solid food (i.e.
typical laboratory rat bow) and water around P156, but they still get nursed regularly by
their mothers until the age of weanin@olles and Wood, 1964; Thiels et al., 19%aning is
typically induced at P21 in laboratory ratBolles and Wood, 1964; Moye and Rudy, 1985;
Stenk, 1985)which probably does not reflect the situation in wild rats as rat pups continue

to suckle until P34 if they are kept with their moth€mhiels et al., 1990)

1.4.2 Development of motor behaviour

On the day of birth the behavioural motor reperteirof rats is only poorly developed.
Coordinated, quadrupedal locomotion is not yet present, but the animals are however capable
of certain maternally directed orienting behaviours like turning upside down, vocalising or
attaching to a teat, all of which &l to occur in a systematic sequen@olan and Hofer, 1999;

Polan et al., 2002)

In terms of the development of locomotion two articles offer a particularly detailed qualitative
description of when a specific set of motor skills develop, both under staisgd laboratory

testing conditions(Altman and Sudarshan, 1976)y R dzy RSNJ Y2 NB Wy | { dzNJ f
home caggBolles and Wood, 1964Both studies describe the gradual emergence of aliket

f202Y20A2Yy RdNAY3I GKS FTANBRG GKNBS 4S5S8S1a 27
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motor behaviours prevail. Rat pups show a righting reflex (i.e. turning around on their feet
when gdaced on their back) already at PO, although the speed and level of coordinated
movements increases with age until P1B when adult speed of rightingc 1 s)is reached.
Together with the righting reflex, pivoting movements develop. These are circulay bod
movements due to activity of the front limbs and parallel inactivity of the hind limbs. The first
pattern of true locomotion that emerges is crawling, and this becomes apparent during the
middle to end of the first weekFull, speciespecific, quadrupeal walkingcan first be
observed around P1@lthough it is often sluggish and rather a mix of walking and crawling at
that age. Around P14 quadrupedal walking occurs frequently and by2P2@lult patterns of
walking are reachedQuadrupedal walking dewabs with a frontto-back limb pattern,
meaning that the former develapearlier, resulting in an initial paddlidike movement
pattern (Westerga and Gramsbergen, 199Grom my own personal observations, the

locomotion of rat pups looks indistinguishalftem that of adult rats around P121.

One important point to note is that behaviours lilkeg. adult-like walking can actually be
expressed much earlier by rat pups in certain aversive conditions \iki&ing on a

refrigerated surface by P4) than thegaur spontaneousl{Altman and Sudarshan, 1975)
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|.4.3 Development of sensory processing

Wdza G Fa GKS Y20G2N)J aeaidSYyx GKS NIGQa #sg az2NE

rats are deaf, their ey@ls are sealed and their whiskenseammobile when they are born.

[.4.3.10lfaction

The olfactory system is the first sensory system to emerge. Already shortly after bir) (P3
rat pups can discriminate between different odours and show a preference for nest shavings
over e.g. lemon scenfCornwdl-Jones and Sobrian, 197 Moreover if rat pupsdt P2) are
exposed to an odour and nausea is induced by Lithihioride injections soon after, they
show a clear aversion to this odour at P8. This indicates that not only can these animals detect
the odaur at P2, but they also possess the ability for associative olfactory learning very early in

development(Rudy and Cheatle, 1977)

[.4.3.2Touch

Whisking behaviour (active vibrissae movements) in rodents plays an important part in tactile
perception(Zucker andVelker, 1969pand is involved i variety of behavioursuch asurface

or object detection as well as social behaviours (for an extensive review séE986).

Whisking in rat pups emerges in parallel with sniffing betweenBland its frequency and
amplitude increases until around P28 when adult levels are rea¢hadders and Zeigler,

2006; Welker, 1964)In a recent study it was shown that contaldpendentmodulation of
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whisking shows a gradual emergence and maturation between P11 and P17, and furthermore
that whisking behaviour develops in parallel with the motor systems (on behavioural level)

(Grant et al., 2012)

1.4.3.3Hearing

The auditory system of infant tais not functional until at least P8 as this is the time point
when cochlear microphonic potentials can be observed for the first time from the round
window of the inner ear in response to sound stimulat{@owley and HepRaymond, 1966;
Uziel et al, 1981) By P1%112 the first action potentials can be recorded from the
vestibulocochlear nerv@Uziel et al., 1981 By P14 rat pups can already discriminate between
sounds differing by only 200 HRudy and Hyson, 1984nd also their ability to learnhe
association between a sound and a sucrose reward emerges around this timghbyéon and
Rudy, 1984) By P1718 young rats can differentiate between two sounds of different

frequendesin a differential appetitive classical conditioning paradig@udyand Hyson, 1984)

[.4.3.4Vision

Vision is the last sensory system to emerge with the opening of the eyes usuailyring
between P1417 (Altman and Sudarshan, 1975; Bolles and Wood, 1964; Fagiolini et al., 1994;
Foreman and Altaha, 1991; Moye and Rudy, 198&yvost et al., 2010; Routtenberg et al.,
1978) Electrophysiological recordings from primary visual cortex (V1) reveal that neurons
already show adullike spatiotemporal tuning functions to sinusoidal gratings approximately

48 hours after eyelid openingPrévost et al., 2010)However, in a more detailed study
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reporting extracellular recordings from the binocular portion of V1 (OC1B), Fagiolini et al.
(1994) showed that the visual system undergoes protracted maturational changes, which
continue until P45In their article, the authors report that the animals opened their eyes at
P1415 and it was not until P19 that the eye optics became totally clear. Aikalt
responsiveness of cells in OC1B to moving and flashing visual stimuli was reached by 23, whil
by P30 adult proportions of orientation selectivity (i.e. cells that preferentially respond to a
visual stimulus at specific rotational angles and directions of a moving stimulus) are reached.
Particularly relevant to the results reported in this thesise findings related to the
development of visual acuity. Visual acuity in rat pups increases quickly between P19 and P30

and adult levels are reached around PAEXFagiolini et al., 1994)

Moye and Rudy1985)showed, through behavioural testing, that while P15 pups are able to
detect a visual stimulus (flashing light) it is only at around-F8 that they are able to learn an

association of the stimulus with an electric shock in a classical aversive condjpamadigm.

|.4.4 Development of spatial navigatiomnd hippocampal

dependent behaviours

1.4.4.1 Development of &ploratory behaviour

Rat pups typically start leaving their nest around R8&4Altman and Sudarshan, 1975; Bolles
and Wood, 1964; Gerrish and Alberi996; Loewen et al., 200%nd the duration of these
excursions increases steadily with age until the end of the third week when huddles are not

formed anymore(Loewen et al., 2005)The emergence of an exploratory motive in rat pups
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around the mid to enaf the third week is further supported by the fact that young rats start
to show a preference for a novel side of an environment at ([&ddwin and Yacko, 2004t
P24 rat pups show a preference for a novel objacan object recognition teshnd by P30
young rats have a memory @flocation where they hadreviouslyencountered an object
(Ainge and Langston, 2012Both of these behaviours are present in adult rdx and
Aggleton, 1999; Ennaceur and Delacour, 1988) the latter is impaired by cytoxkic

hippocampal lesion@umby et al., 2002)

1.4.4.2 Development of @th integration

Path integration or dead reckoning describes the ability of an animal to home back in a straight
trajectory to a starting position (e.g. nest) after an excursion, taking &mmount only the
distance and directions traversed during the outbound jour(iEyenne and Jeffery, 200450r
rodents it has been conclusively shown that these animals possess this @bdigwinkel et

al., 1999; Mittelstaedt and Mittelstaedt, 1982; \ighaw and Maaswinkel, 1998; Whishaw and
Tomie, 1997)and that this ability depends to some extent on a functioning hippocampus

(Maaswinkel et al., 1999; Whishaw and Maaswinkel, 1998)

Rat pups, when placed on a circular platform in between their home aadean empty cage,
already show a pivoting orienting response towards the home cage as early as P3 and fully and
reliably orient towards the home cage at P&8ltman and Sudarshan, 1973t this age they
also can home physically to the home cage from a@m@ent empty caggAltman and

Sudarshan, 1975)

In terms of path integration there is good evidence that rat pups have abiities from the

start of nest egressigrand at least over the environment used in the study (& 1.5 m circular
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platform) this seems to be fully functional from P16 (due to the increasing length of the
outward journeys it is difficult to directly compare path integration of pups at difie ages)

(Loewen et al., 2005)

1.4.4.3T-mazein development

Although very simple in design thenlaze offers fairly easy assessment of hippocampal
function, using a varietyof different tasks, measuringpontaneous alternation as well
alternation in a delayed forced choice des{@reacon and Rawlins, 2008} the name implies,
itconsistsofaBhald R y I NNB & FN¥Y YIT S 6AGK GKS aidl NIAyY
and two goal arms which extend fromeéhFjunction. In a typical experimenthe animal is
released from a start box at thieottom of the start arm anddepending on the taskone or

both goal arms are open. By offering the animal access to both goal arms, rates of
spontaneous alternatiorfunrewarded) between trials can be assessedwell as alternation
(rewarded) in a delayed forced choice desigierea trial consists of two runsgn the firstrun

only one gal arm is open whilén the second both are opened, but only entry to the
previously unvisitedrm is rewarded. By varying the delay betwethiese tworuns this allows

an assessment of working memory function. Finally, referaneenory can be tested in & T
maze as well, by only rewarding entrance to one particular goal arm througtioaut
behavioural training.For adult rats it is well established that hippocampal lesions impair
spontaneous alternatiorfJohnson et al., 1978s wdl as performance on the forced choice

version(Dudchenko et al., 2000)

Kirkby(1967)reported a gradual increase in the average spontaneous alternation rates-ina T
maze between P20 and P80, with P20 animals performing at chance levels. Douglas et al

(1973) report that, on average, rat pups reach a criterion (75% alternation across 20
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