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Abstract 

ΨtƭŀŎŜ ŎŜƭƭǎΩ ŀǊŜ ƘƛǇǇƻŎŀƳǇŀƭ ǇȅǊŀƳƛŘŀƭ ƴŜǳǊƻƴǎ ǿƘƛŎƘ ŦƛǊŜ ƻƴƭȅ ǿƘŜƴ ŀƴ ŀƴƛƳŀƭ Ǿƛǎƛǘǎ ŀ 

parǘƛŎǳƭŀǊ ƭƻŎŀǘƛƻƴ ƛƴ ŀƴ ŜƴǾƛǊƻƴƳŜƴǘ όΨǇƭŀŎŜ ŦƛŜƭŘǎΩύΦ ¢ƘŜƛǊ ƭƻŎŀǘƛƻƴ-specific firing is supported 

by configurations of multi-modal sensory cues. Almost all work on place cells focused on the 

properties of these cells in adult rats. Recent work (Langston et al., 2010; Scott et al., 2011; 

Wills et al., 2010) however could identify place cells in the hippocampus of very young rat pups 

(ca. 2 weeks old), and furthermore show that these cells undergo a strong functional 

maturation in terms of their location-specific firing properties. 

In this thesis, we investigated when the configural integration of sensory information first 

emerges during the postnatal development of the hippocampus, by probing the response of 

place cells to manipulations of sensory cues in a familiar environment in pre- (aged 2-3 weeks) 

and post-weanling (aged 3-4 weeks) rat pups as well as in adult controls. These included 

changing certain parts of the local olfactory/tactile cues as well as removing visual cues. 

Recordings were also undertaken in a completely novel environment. These experiments will 

ŦǳǊǘƘŜǊ ƻǳǊ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ŀōƻǳǘ Ƙƻǿ ǘƘŜ ōǊŀƛƴΩǎ ǎȅǎǘŜƳ ŦƻǊ ǘƘŜ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƻŦ ǎǇŀŎŜ 

develops and in particular will shed light on the question whether place cells in young rat pups 

are driven by single cues or already have configural properties as in adult rats.  

The results described in this thesis are compatible with the view that place cell responses 

recorded in very young rat pups already integrate multimodal cues, as in adults, suggesting 

that hippocampal spatial responses are inherently configural. However, some evidence points 

out to a stronger influence of local non-visual intra-maze cues early in development, while the 

influence of vision seems to increase across development. This could be due to the concurrent 

maturation of the sensory systems. In a novel environment, animals of all ages form a novel 
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spatial representation, showing that even animals as old as 2 weeks can already distinguish 

between two distinct environments. 
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From an ethological perspective the ability of rodents and other animals to navigate from a 

ǎŀŦŜ ǎƘŜƭǘŜǊ ǘƻ ŦƻƻŘ ǎƻǳǊŎŜǎ ŀƴŘ ōŀŎƪ ƛǎ ƻŦ ƳŀƧƻǊ ƛƳǇƻǊǘŀƴŎŜ ŦƻǊ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭΩǎ ǎǳǊǾƛǾŀƭΦ 

Behavioural studies with laboratory rats in thŜ мфплΩǎ (Tolman et al., 1946a, 1946b) led Tolman 

to propose that the brain of these animals contains a system for the representation of space, 

that allows the formation of a map-like representation of an environment (Tolman, 1948). This 

would enable animals to react flexibly to changes in their surroundings like e.g. the use of 

short cuts or the use of novel alternative routes to a goal location. 

!ŦǘŜǊ ǘƘŜ ŘƛǎŎƻǾŜǊȅ ƻŦ ǇƭŀŎŜ ŎŜƭƭǎ ƛƴ ǘƘŜ ƘƛǇǇƻŎŀƳǇǳǎ ƻŦ ŀŘǳƭǘ Ǌŀǘǎ ōȅ hΩYŜŜŦŜ ŀƴŘ 5ƻǎǘǊƻǾǎƪȅ 

(1971) in thŜ ŜŀǊƭȅ мфтлΩǎ, the building blocks for this map-like representation in the 

ƳŀƳƳŀƭƛŀƴ ōǊŀƛƴ ǎŜŜƳŜŘ ǘƻ ƘŀǾŜ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘΦ ¢Ƙƛǎ ŘƛǎŎƻǾŜǊȅ ƭŜŀŘ hΩYŜŜŦŜ ŀƴŘ bŀŘŜƭ 

(1978a) to propose their cognitive map theory: as the main function of individual pyramidal 

cells inside the hippocampus appeared to be the representation of different locations in an 

environment, hΩYŜŜŦŜ ŀƴŘ bŀŘŜƭ proposed that the hippocampal system contains a map-like 

representation of an environment. This representation was thought to be unique to a given 

environment and furthermore stable over time. Subsequent work gathered compelling 

evidence that place cells are not something specific to the rodent brain, but rather a general 

property of the hippocampus of vertebrates: place cells have also been described in pigeons 

(Bingman et al., 2006), bats (Ulanovsky and Moss, 2007; Yartsev and Ulanovsky, 2013) and 

even humans (Ekstrom et al., 2003). 

By investigating the properties of place cells in more detail it quickly became clear that, rather 

than responding to simple sensory cues, these cells form a higher-order representation of 

space. However, a sufficiently large manipulation of sensory stimuli present in an environment 

can lead to a complete change in the pattern of place cell activity meaning that the same 

physical space can be represented by a different ensemble of place cells (Bostock et al., 1991; 

hΩYŜŜŦŜ ŀƴŘ /ƻƴǿŀȅΣ мфтуύΣ ŀ ǇǊƻŎŜǎǎ ŎŀƭƭŜŘ ΨǊŜƳŀǇǇƛƴƎΩΦ 
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However, in contrast to the vast abundance of literature on place cell function in freely moving 

adult rats, only very little is known about how these cells behave/function in very young rat 

ǇǳǇǎΦ Lƴ ǘƘŜƛǊ ǇǊƻǇƻǎŀƭ ƻŦ ǘƘŜ ŎƻƎƴƛǘƛǾŜ ƳŀǇ ǘƘŜƻǊȅ hΩYŜŜŦŜ ŀƴŘ badel (1978a) argued that this 

system should be a synthetic a priori system, thus not requiring any behavioural experience. 

This is in line with a Kantian view of the perception of space, as Kant argued that organisms are 

born with an a priori ƪƴƻǿƭŜŘƎŜ ƻŦ ǎǇŀŎŜ ŀƴŘ ƘŜƴŎŜ Řƻ ƴƻǘ ƴŜŜŘ ǘƻ ΨƭŜŀǊƴΩ ǘƘƛǎ ŀōƛƭƛǘȅ (Kant, 

1781). 

The work presented in this thesis builds on recent work (Langston et al., 2010; Scott et al., 

2011; Wills et al., 2010) which showed that place cells can be identified in developing animals 

(ca. 2-4 weeks old), but that these cells undergo a strong functional maturation in terms of 

their firing properties. This already seems to indicate that the hippocampal representation of 

space is not a strict synthetic a priori system. Furthermore, these studies did not test whether 

place cells in these animals do already form a higher-order representation of space as in adult 

rats and more generally what sensory cues drive place cell firing in young animals. This thesis 

aims to shed light on exactly these properties of place cells in young rat pups, thus trying to 

elucidate exactly which sensory modalities are integrated at the place cell level in such 

animals, and whether these properties might also show an experience-dependent maturation. 

This thesis will mainly focus on the responses of place cells of pre-weanling rat pups (i.e. less 

than 3 weeks old) to sensory manipulations of a familiar environment. The reason for this 

focus will become clear throughout the introduction of this thesis: most sensory systems do 

not yet show adult-like properties at these ages and furthermore functional input from 

ŀƴƻǘƘŜǊ Ŏƭŀǎǎ ƻŦ ǎǇŀǘƛŀƭƭȅ ǘǳƴŜŘ ƴŜǳǊƻƴǎ όΨƎǊƛŘ ŎŜƭƭǎΩύ ǘƻ ǇƭŀŎŜ ŎŜƭƭǎ ƛǎ Ƴƻǎǘ ǇǊƻōŀōƭȅ ǎǘƛƭƭ ŀōǎŜƴǘΦ   
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I.1 Anatomy of the hippocampal and 

parahippocampal cortices 

 

I.1.1 Geometry of structures 

 

In this chapter I will give an overview of the anatomy of the hippocampal (HF) and 

parahippocampal (PHF) formations and the interconnectivity of their parts in the laboratory 

rat, rattus norvegicus. Before going into detail it is important to clarify the geometrical logic I 

will follow and to give some definitions of terms that can be ambiguous in the literature. I will 

mainly follow the logic used by van Strien et al. (2009) and the book chapter by Amaral and 

Lavenex iƴ ǘƘŜ ΨIƛǇǇƻŎŀƳǇǳǎ .ƻƻƪΩ (Amaral and Lavenex, 2007) (for an overview of 

hippocampal anatomy see Figure I-1). 

¶ Hippocampal formation: consists of the dentate gyrus (DG), the hippocampus proper 

(HCP) which includes the CA subfields (CA1, CA2 and CA3), and the subiculum (SUB). 

¶ Parahippocampal formation: consists of the pre- (PrS) and parasubiculum (PaS), the 

entorhinal cortex (EC) and the peri- (PER) and postrhinal (POR) cortices. 

As far as the overall geometry of the hippocampal formation is concerned three axes are 

important to give a three-dimensional description of its parts:  

¶ The septotemporal axis which is often referred to as the long axis describing the 

trajectory of the hippocampal formation as it bends from its septal end ventrally to its 

temporal pole.  

¶ The transverse axis which runs perpendicular to the septotemporal axis and in parallel 

to the cell layers.  
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¶ The superficial-to-deep axis which is the axis electrodes will follow as they are lowered 

dorsoventrally during a typical electrophysiological experiment. This axis is running in 

opposite direction to the actual layer structure of HF since due to its inward bending 

the deep layers are actually lying more superficially inside the brain if one moves from 

dorsal to ventral (for CA1).  

For the structures of PHF different types of axes are used. They all share the superficial to deep 

orientation from the pial surface to deeper regions. For pre- and parasubiculum there is a 

septotemporal and a proximodistal aspect as for regions in HF. The entorhinal cortex is 

characterised by a dorsomedial to ventrolateral axis and peri- and postrhinal cortices by a 

dorsoventral axis. Entorhinal, peri- and postrhinal cortices also all have a rostral to caudal 

gradient. 
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Figure I-1: Overview of hippocampo-parahippocampal anatomy. A: schematic overview of location of 

hippocampus (HC) and rhinal cortices (PER: perirhinal cortex; EC: entorhinal cortex; POR: postrhinal 

cortex; rs: rhinal sulcus) inside the rat brain (lateral view; leftmost panel). Middle and right panel 

indicate axes of hippocampal (septotemporal, transverse (dotted line at a) and superficial-to-deep 

(dorsal-ventral)) and parahippocampal (only for EC: dorsolateral (dl) to ventromedial (vm) axis (white 

arrow)) formation by showing a schematic lateral (middle) and caudal (right) view of rat brain with the 

respective structures (colours indicate structures from B and C). Dotted lines in middle panel indicate 

horizontal (a, b) and coronal (c, d) sections shown in B. B: a, b: horizontal sections from A. c, d: coronal 

sections from A. C: enlarged view of Bb. Roman numbers indicate cortical layers. DG: dentate gyrus 

(dark brown), CA3 (medium brown), CA1 (orange), Sub: subiculum (yellow ochre), PrS: presubiculum 

(light blue), PaS: parasubiculum (dark blue), MEA: medial entorhinal cortex (light green), LEA: lateral 

entorhinal cortex (dark green), A35, 36 (perirhinal cortex): area 35 (pink), 36 (purple), POR: postrhinal 

cortex (turquoise). Adapted from Furtak et al. (2007) (A, leftmost panel) and van Strien et al. (2009) 

(remaining figure). 
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I.1.2 General overview of anatomy and connectivity of 

hippocampal formation 

 

HF in the rat is a C-shaped structure in each hemisphere of the brain which together vaguely 

resemble two bananas connected at their stems, with the connection being the corpus 

callosum. It lies in the more caudal part of the brain but generally spans a large portion of the 

more posterior portions of the rostrocaudal axis in the rat. As it is part of the so-called archi- or 

allocortex, it does not have the typical neocortical six-layer structure, but is instead comprised 

of three main layers: A deep polymorph layer, a principal cell layer and a superficial layer 

which is usually referred to as molecular layer.  

The central pathway for the flow of information in HF is the tri- or polysynaptic circuit 

(Anderson et al., 1971) which is formed by the perforant pathway connecting entorhinal cortex 

with dentate gyrus (1st synapse), the mossy fibres connecting dentate gyrus with the CA3 

subfield of the hippocampus proper (2nd synapse) and the Schaffer collaterals which connect 

CA3 to CA1 (3rd synapse) (see Figure I-2). From CA1 the output from HF is sent via projections 

to the subiculum and back to entorhinal cortex. In the classical literature this circuit is often 

described as unidirectional. However, due to better tracing and imaging tools this view is 

thought to be an oversimplification, and it is now widely accepted that the real picture is much 

more complex. In the following sections I will describe the anatomy of each part of HF (see 

Figure I-1 and Figure I-3 for an overview) and their interconnectivity, and then go on to 

describe the anatomy of PHF and its connectivity with HF as well as its interconnectivity. 
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Figure I-2: Overview of general flow of information in hippocampus (trisynaptic circuit). A: schematic 

hippocampal slice indicating major connections and information flow (red arrows). The input comes 

from entorhinal cortex (EC ς split into medial (MEC) and lateral (LEC) EC) and projects via the perforant 

path (PP ς split into medial (MPP, dark green) and lateral (LPP, pink)) to dentate gyrus (DG, red) and CA3 

(blue) as well as CA1 (pink) and subiculum (Sb, green). DG projects to CA3 via the mossy fibres (MF, red). 

CA3 projects to CA1 via Schaffer collaterals (SC) and to the contralateral hippocampus via the 

associational commissural pathway (AC). CA1 receives additional input from AC of contralateral side and 

projects to subiculum and EC. Roman numbers indicate EC layers. Adapted from 

www.bristol.ac.uk/synaptic/pathways. B: line drawing of rat brain (lateral view), indicating location of 

hippocampus and transverse slice shown in A (adapted from Amaral and Lavenex (2007)).  
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Figure I-3: Hippocampal anatomy. Top left shows line drawing of lateral view of rat brain with 

hippocampus (adapted from Amaral and Witter (1995)). Colour of coronal slices corresponds to boxes 

with coronal sections of rat brain (only left half of brain is shown in slices). Red box coronal slice is taken 

ca. 2.8 mm posterior to bregma and slice in blue box ca. 3.5 mm posterior to bregma. Numbers on slices 

indicate brain regions. 
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I.1.3 Dentate gyrus 

 

I.1.3.1 Anatomy of DG 

 

Dentate gyrus is a V- or U-shaped structure located at the proximal pole of the transverse axis 

of HF and comprised of a supra- and infra-pyramidal blade which encapsulate layer CA3 of the 

hippocampus proper in coronal and horizontal histological sections (see Figure I-3). The deep 

layer of DG is called the hilus and contains various afferent and efferent fibres as well as some 

interneurons. The most common one is the mossy cell whose dendrites usually stay within the 

hilus (Amaral, 1978). The main difference to other types of interneurons is that mossy cells are 

glutamatergic (Wenzel et al., 1997) and send axons to the molecular layer of the ipsi- and 

contralateral DG, thus possibly forming an associational network similar to the recurrent 

connections of CA3 (Ishizuka et al., 1990). Superficial to the hilus is the principal cell layer 

containing the somas of the principal cells which are called granule cells in DG. The dendritic 

trees of granule cells typically do not enter the hilus, but branch into the superficial molecular 

cell layer (Claiborne et al., 1990).  

 

I.1.3.2 Afferents to DG 

 

The main input to DG comes through the aforementioned perforant pathway from EC 

(Andersen et al., 1966a, 1966b; Ramon y Cajal, 1893; Steward and Scoville, 1976; Witter, 

2007). The perforant pathway is divided into a lateral and a medial part referring to its origin in 

lateral (LEC) and medial (MEC) entorhinal cortex (Andersen et al., 1966a, 1966b). The majority 

of EC-to-DG projections arise from layer II (Steward and Scoville, 1976), but also neurons from 
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layers III, V and VI contribute to the input to DG (Köhler, 1985a; Steward and Scoville, 1976; 

Witter, 2007). A large proportion of the perforant projections form asymmetrical synapses 

onto granule cell dendrites (Matthews et al., 1976; Nafstad, 1967), and only a minor part 

targets interneurons (Zipp et al., 1989). 

Apart from input originating in EC, DG also receives projections from other brain areas. There 

is a substantial subcortical input arising mainly from septal nuclei, i.e. the medial septum and 

the diagonal band of Broca (Amaral and Kurz, 1985a; Mosko et al., 1973). These projections 

mainly target cells in the hilar region of DG, in a zone just beneath the granule cell layer and 

are cholinergic or stain positive for ɹ-aminobutyric acid (GABA) (Köhler et al., 1984; Nyakas et 

al., 1987). 

 

I.1.3.3 Efferents from DG 

 

The main output from DG is transmitted via the mossy fibres, which are the axons of granule 

cells. They exclusively terminate in the CA3 subfield of HCP (Blackstad et al., 1970), forming 

large and complex en-passant presynaptic terminals on the proximal dendrites (in stratum 

lucidum) of CA3 pyramidal cells (the postsynaptic components on CA3 pyramidal cells are 

called thorny excrescences) (Chicurel and Harris, 1992). Each granule cell contacts on average 

ca. 15 principal cells in CA3 via its mossy fibres (Acsády et al., 1998). Mossy fibres usually span 

the full transverse axis of the hippocampus proper, while staying mainly at a constant 

septotemporal level (Blackstad et al., 1970).  
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I.1.4 Hippocampus proper 

 

I.1.4.1 Anatomy of HCP 

 

HCP contains the three CA subfields CA3, CA2 and CA1. Along the transverse axis CA3 is located 

close to DG (proximal) while CA2 (between CA3 and CA1) and CA1 are situated in progressively 

distal parts (see Figure I-1). As for DG, all subfields show a three-layer structure. The deepest 

layer is called stratum oriens and contains the basal dendrites of pyramidal cells, some of the 

CA3 commissural connections and Schaffer collaterals, as well as a variety of interneurons. Just 

deep to the stratum oriens lays the alveus which contains axons from pyramidal cells of the CA 

subfields passing on to the fimbria/fornix fibre bundle and providing a major output route 

from HCP. Superficial to stratum oriens is the principal cell layer, which contains the somata of 

principal cells and is thus called pyramidal cell layer. This layer is more tightly packed in CA1 

than in CA3/CA2, and pyramidal cells in CA3/CA2 are on average larger than the ones in CA1. 

Also, pyramidal cells in CA3 are much more heterogeneous in terms of their dendritic length 

and distribution of their dendritic trees across the layers, compared to those in CA1 (Ishizuka 

et al., 1995; Pyapali et al., 1998). In CA3 just superficial to the pyramidal cell layer is the 

stratum lucidum, which contains the mossy fibres from DG (stratum lucidum is absent in CA2 

and CA1). The molecular layer (the most superficial layer) of the CA subfields is further 

subdivided from deep to superficial into stratum radiatum (deep) and stratum lacunosum-

moleculare. The former contains the apical dendrites of pyramidal cells as well as CA3 

commissures and Schaffer collaterals. The latter consists of the apical tufts of the pyramidal 

dendrites and is also the zone where most of the direct entorhinal input to HCP terminates 

(Hjorth-Simonsen and Jeune, 1972). Both sub-layers contain a large variety of interneurons. 
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I.1.4.2 Afferents to HCP 

 

The entorhinal input to CA3/CA2 follows a fairly similar topography as the EC projections to DG 

(Witter, 1993). LEC predominantly projects to superficial parts of stratum lacunosum-

moleculare, while MEC projects mainly to deeper portions of this layer. Most of this direct 

input arises from layer II in EC (Steward and Scoville, 1976). EC input to CA1 originates mainly 

from layer III (sometimes referred to as the temporoammonic path) and the topography of 

these connections is quite different to the ones to CA3/CA2 (Steward and Scoville, 1976). LEC 

projects most heavily to distal parts of CA1 (close to SUB) and MEC projects to more proximal 

parts (close to CA2).  

Besides this, the CA subfields also receive direct input from subcortical areas, mainly from 

septal nuclei, which tend to innervate CA3 much heavier than CA1, terminating mainly in 

stratum oriens (Mosko et al., 1973). There is a prominent hypothalamic projection from the 

supramammillary area to CA2 (Maglóczky et al., 1994) and thalamic projections from midline 

nuclei (especially nucleus reuniens) to stratum lacunosum-moleculare of CA1 (Herkenham, 

1978). Furthermore, like DG, the CA subfields also receive projections from brain stem nuclei 

which are mainly noradrenergic and serotonergic (Swanson et al., 1987). The noradrenergic 

input terminates preferentially in stratum lucidum and stratum lacunosum-moleculare and is 

much more prominent than the serotonergic one, which is quite sparse. In general it seems 

that CA3 receives much stronger monoaminergic input than CA1 (Swanson et al., 1987). 

 

 

 



25 
 

I.1.4.3 Intrinsic connections of HCP 

 

Because of the stronger relevance to this project an overview of the intrinsic connections of 

HCP is given, which was not done for DG. The main focus lies on the projections from CA3 to i) 

ipsilateral CA3 (associational), ii) contralateral CA3 (commissural) and iii) to CA1 (Schaffer 

collaterals). All these different types of projections are true collaterals of the same cells in CA3, 

indicating that they most likely convey very similar information to different parts of HCP. 

The ipsilateral connections are also called associational connections, as they project onto other 

CA3 pyramidal cells on the ipsilateral side. They follow a broad kind of topography. Pyramidal 

cells in CA3 near the border to DG project to ipsilateral pyramidal cells close to DG, while cells 

located in medial parts to parts close to CA1 tend to project to much of the full extent of the 

transverse axis (Ishizuka et al., 1990).  

The commissural projections to contralateral HCP follow a similar topography, projecting to 

homologous parts on the contralateral side (Blackstad, 1956). Both types of recurrent 

projections are much less prominent in CA1, where the recurrent loop seems to be restricted 

to the septotemporal level of the cell of origin (Van Groen and Wyss, 1990a). 

Before describing the Schaffer collaterals, it is noteworthy that in contrast to the classical view, 

there are back projections from all parts of HCP. There is a projection from CA3 pyramidal cells 

to the hilus of DG (Laurberg, 1979; Li et al., 1994) and also a projection from CA1 back to CA3 

has been reported (Amaral et al., 1991; Cenquizca and Swanson, 2007; Laurberg, 1979). This 

projection arises most likely from interneurons in strata radiatum and oriens in CA1, projecting 

back to homologous sublayers in CA3 (Van Strien et al., 2009). 

The by far most studied intrinsic connection of HCP are the Schaffer collaterals, which are 

axons from CA3 pyramidal cells targeting pyramidal cells in CA1 (Ishizuka et al., 1990; Li et al., 
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1994). They generally terminate onto the basal dendrites of CA1 pyramidal cells in stratum 

oriens and onto apical dendrites in stratum radiatum, exhibiting an intricate and complex 

topography. In general a CA3 pyramidal cell at any septotemporal level sends collaterals to 

roughly 2/3rds of the CA1 septotemporal extent.  

 

I.1.4.4 Efferents from HCP 

 

The main output from HCP is comprised of projections from CA1 to the adjacent SUB and to 

EC. Fibres from CA1 mainly terminate in the deep parts of the molecular layer of SUB (Amaral 

et al., 1991). The output from CA1 to SUB is topographically organised in a manner that 

proximal parts of CA1 (close to CA3) project to distal parts of SUB (close to PrS), while the 

opposite is true for distal parts of CA1. Cells in between proximal and distal parts tend to 

project to medial parts of SUB. A projection from a single CA1 pyramidal cell can extent to 

roughly 1/3rd of the transverse and 1/3rd of the septotemporal axis of SUB (Tamamaki et al., 

1987). 

The main output from CA1 to EC is directed to deep layers of EC (Van Groen and Wyss, 1990a), 

but direct connections are also reported to more superficial layers (Cenquizca and Swanson, 

2007). The connections between CA1 and EC are also topographically organised, such that cells 

located in the septotemporal aspect of CA1 project onto the dorsolateral to ventromedial axis 

of EC, and proximal parts of CA1 innervate predominantly cells in MEC while distal parts 

project most strongly to LEC (Naber et al., 2001). 
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I.1.5 Subiculum 

 

I.1.5.1 Anatomy of SUB 

 

Much less is known about the anatomy and function of SUB compared to other parts of HF. 

Also as an in-depth description of its parts and connectivity is beyond the scope of this thesis, 

ǘƘŜ ǊŜŀŘŜǊ ƛǎ ǊŜŦŜǊǊŜŘ ǘƻ ŀ ŎƻƳǇǊŜƘŜƴǎƛǾŜ ǊŜǾƛŜǿ ōȅ hΩaŀǊŀ Ŝǘ ŀƭΦ (2001). The subiculum is the 

main output structure of HF and lies adjacent to the distal end of CA1 in the transverse axis of 

the hippocampus. As DG and the CA subfields it has a three-layer structure which is continuous 

with the layers of the CA subfields. Its deep polymorph layer is not very well characterised and 

hardly any information on cell types and connectivity is currently available. The principal cell 

layer of SUB is continuous with the pyramidal cell layer of CA1 and marked by a sudden 

widening at the CA1/SUB border.  

 

I.1.5.2 Connectivity of SUB 

 

The CA1-to-SUB projections were already described earlier (see section I.1.4.4). SUB also 

receives input from a variety of subcortical structures including e.g. septal nuclei (Lopes da 

Silva et al., 1990) or the medial mammillary nucleus (Gonzalo-Ruiz et al., 1992).  

SUB is the main output structure of HF, and its major efferent connection is to EC. The 

connections of SUB with EC are reciprocal and follow a similar topography as the projections 

from CA1 to EC (see section I.1.4.4). EC projections to SUB originate mainly in layer III and to a 

lesser extent in layer II, while the projections from SUB to EC terminate in the deep layers (IV-
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VI) of EC, with the strongest projections terminating in layer IV (Köhler, 1985b; Steward and 

Scoville, 1976).  

Other projections from SUB exist to PrS and PaS (Swanson and Cowan, 1977), as well as to 

cortical (e.g. retrosplenial cortex (Wyss and Van Groen, 1992)) and subcortical areas, like e.g. 

the lateral septum (Witter et al., 1990), mammillary nuclei (Witter et al., 1990), amygdala 

(Canteras and Swanson, 1992) and the nucleus accumbens (Witter and Groenewegen, 1990). 

 

I.1.6 Interneurons of the hippocampal formation 

 

The view that interneurons are merely dampening the neural activity of principal cells in the 

hippocampus has long been substituted by models where these neurons play an integral role 

in orchestrating and synchronising the activity of large populations of principal cells (Somogyi 

and Klausberger, 2005). As now more than 15 types of interneurons are identified in CA1 

alone, a complete description of this cell population is beyond the scope of this thesis. A paper 

by Freund and Buzsáki (1996) provides a comprehensive review on this topic.  

In brief, interneurons of HF are GABAergic and are usually morphologically characterised by 

the general targets of their axonal projections, i.e. e.g. somata (e.g. basket cells), specific 

dendritic segments (e.g. O-LM cells) or axon initial segments (e.g. axo-axonic cells). Another 

characteristic is which cell types are targeted: principal cells (see examples above) or other 

inhibitory interneurons (e.g. interneuron-selective inhibitory cells). Finally the expression of 

certain calcium-binding proteins like parvalbumin or neuropeptides like somatostatin can 

distinguish subgroups of interneurons. Besides these structural and connectional differences, 

local circuit neurons in HF can exhibit very intricate connection patterns with gap junction 

coupling between cells of the same class (e.g. basket cells) and highly divergent projections to 
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many principal cells. In addition, some GABAergic cells in HF project to the contralateral side 

(commissures; e.g. somatostatin-positive hilar neurons), the medial septum (e.g. hippocampal-

septal cell) or receive projections from the medial septum, thus not being true local circuit 

neurons. 

 

I.1.7 Overview of parahippocampal anatomy and connectivity 

 

In this section I will give a rather short overview of the anatomy and connectivity of PHF, 

focusing mainly on EC. All subsequently described structures exhibit more or less strongly the 

classical six-layer structure of the isocortex. 

 

I.1.7.1 Pre ς and parasubiculum 

 

Anatomy of PrS and PaS 

 

The presubiculum (PrS) lies at the distal end of SUB, and its dorsal part is often referred to as 

the postsubiculum (PoS) (Van Groen and Wyss, 1990b). Presubicular principal cells are 

pyramidal cells and its deep layers are somewhat continuous with those of SUB on one side 

and the deep layers of EC on the other. The parasubiculum (PaS) lies adjacent to PrS, and its 

principal cells are pyramidal cells, too. Its deep layers are continuous with the ones from EC. 

Both structures show the six-layer structure of isocortical areas. 
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Connectivity of PrS and PaS 

 

Both PrS and PaS have associational and commissural projections, the former especially 

directed at layer I and III of the contralateral side (Van Groen and Wyss, 1990c). In terms of 

their subcortical connections it is noteworthy that as far as HF is concerned, both structures 

share unique and reciprocal connections with anterior thalamic nuclei (Van Groen and Wyss, 

1995). The input mainly arrives in layers I, II and IV, while return projections mostly originate 

from layer VI.  

Both structures differ however in their connectivity with HF and EC (Caballero-Bleda and 

Witter, 1993; Köhler, 1985b). While PrS almost exclusively projects to layers I and III of MEC, 

PaS sends fibres to layer II of LEC and MEC. Another difference can be observed for the 

connections with HF. PrS sends only weak connections to all fields of HCP and DG. In contrast 

to this, PaS has fairly strong connections with the molecular layer of DG and sends weak 

projections to stratum lacunosum-moleculare of the CA subfields and the molecular layer of 

SUB.  
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I.1.7.2 Entorhinal cortex 

 

Figure I-4: Overview of band structure in EC as well as their interconnectivity with other areas. A: rat 

brain with location of medial (MEA) and lateral (LEA) entorhinal cortex (cerebellum is removed). rs: 

rhinal sulcus. B: unfolded map showing the bands in EC (LB: lateral band, IB: intermediate band, MB: 

medial band). Compass inset indicates axes (R-C: rostrocaudal, D/L-V/M: dorsolateral-ventromedial and 

asterisk indicates area where grid cells are predominantly found. C: unfolded map of dentate gyrus (DG). 

Colours correspond to entorhinal projections from different bands in B (S/D-T/V: septal/dorsal-

temporal/ventral). D: summary of major afferents to EC. Strong connections are indicated by black 

arrows, moderate ones by dark grey arrows and weak ones by light grey arrows. E: summary of major 

efferents of EC with same arrow colour scheme as in D. Adapted from Kerr et al. (2007). 
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Anatomy of EC 

 

In the rat EC is located in the most caudal, ventral and lateral part of the brain (see Figure I-4A) 

and is thought to be the main interface between HCP and the cortex. Generally, EC can be 

divided into LEC and MEC (Blackstad, 1956) with LEC occupying the rostrolateral and MEC the 

caudomedial part, resulting in a roughly triangular shape for both subdivisions. Dolorfo and 

Amaral (1998) suggested a different type of division of EC, based on the projections of EC 

fibres to DG which consist of three bands: a lateral, an intermediate and a medial band (see 

Figure I-4B, C). This will be explained in more detail below, after some remarks on the general 

cytoarchitecture of EC, which is described in great detail in a review by Canto, Wouterlood and 

Witter (2008).  

EC shows the typical six-layer structure of the isocortex. Going from the pial surface ventrally, 

the first layer (layer I) is rather devoid of cells and contains mainly fibres oriented transversally.  

Layer II is occupied by stellate and pyramidal cells, which both are often found in patches. 

!ƭǘƘƻǳƎƘ ǘƘƛǎ ƛǎ ƳƻǊŜ ŀ ŦŜŀǘǳǊŜ ƻŦ [9/Σ ŀǎ ǘƘŜ ŎŜƭƭǎ ƛƴ a9/ ŀǊŜ ƭŀǊƎŜǊ ŀƴŘ Řƻ ƴƻǘ ŦƻǊƳ ŎƭŜŀǊ ΨŎŜƭƭ 

ƛǎƭŀƴŘǎΩΦ .ƻǘƘ ŎŜƭƭ ǘȅǇŜǎ ǇǊƻƧŜŎǘ ǘƻ 5D ŀƴŘ /!оΣ ǿƛǘƘ ǘƘŜ Ƴŀƛƴ ǇǊƻƧŜŎǘƛƻƴǎ ŀǊƛǎƛƴƎ ŦǊƻƳ ǎǘellate 

cells (Steward and Scoville, 1976; Tamamaki and Nojyo, 1993). Their dendritic trees usually 

branch only into layer I and II, and stellate cells are much more common in MEC than LEC 

(Canto et al., 2008; Klink and Alonso, 1997).  

Layer III contains mainly pyramidal cells, but also a heterogeneous population of other cell 

types. The pyramidal cells send their projections to CA1 and SUB, but also send collaterals to 

layers I-III (Steward and Scoville, 1976; Witter et al., 1988).  

Layer IV, the lamina dissecans, is predominantly cell-free, but does contain some interneurons 

and pyramidal cells.  
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Layer V is again a cellular layer which shows a band-like structure containing mainly three 

types of cells: Pyramidal cells, horizontal cells and polymorphic cells (Canto et al., 2008), all of 

which can be considered projection neurons (Hamam et al., 2002).  

Finally, layer VI, lying just above the white matter, is not very well described so far, but 

contains multipolar cells and at least in MEC some pyramidal cells as well (Canto et al., 2008). 

 

Connectivity of EC 

 

A lot of the connections from EC to HF are reciprocal and were already partly described above 

(see sections I.1.4.4, I.1.5.2 and Figure I-4).  

An interesting feature is the difference in the targets of projections arising from the three 

bands of LEC and MEC (Dolorfo and Amaral, 1998) (see Figure I-4B-E). The lateral band projects 

to the septal half of DG, the medial band to the temporal pole of DG, and the intermediate one 

to the portion of DG in between the projections of the lateral and medial band. But the more 

precise topography of the EC to HF and PHF input/output relations are even more intricate, 

and the reader is referred to a commentary on this matter by Kerr et al. (2007).  

A special remark has to be made about the dorsocaudal part of MEC, the part where grid cells 

can be found (Hafting et al., 2005). This area receives more than 50% of its input from HF, 

almost exclusively arising from septal levels, with the input from temporal levels being weak 

(Kerr et al., 2007). It also receives a fairly strong input from the dorsal part of PrS 

(postsubiculum), an area where head direction cells can be found (Taube et al., 1990a).  

EC is also connected with a large variety of other cortical (Agster and Burwell, 2009; Burwell 

and Amaral, 1998; Burwell, 2000; Insausti et al., 1997; Kerr et al., 2007) and subcortical 

structures (Kerr et al., 2007) (see Figure I-4D and E). Cortically directed efferents seem to 
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preferentially arise from deep layers (esp. layer V), while cortical input predominantly arrives 

in superficial layers I-III (Insausti et al., 1997; Swanson and Köhler, 1986). However, this view of 

a segregated neocortical-hippocampal-neocortical loop has been challenged by the 

observation that many pyramidal cells in layer V have dendrites branching into the superficial 

layers (Hamam et al., 2002, 2000), where they do receive excitatory input onto their dendrites 

(Lingenhöhl and Finch, 1991; Medinilla et al., 2013). 

Strong additional cortical connections exist with the piriform cortex (LEC and MEC), insular 

regions (LEC) and occipital, parietal and frontal regions (mainly MEC). These connections also 

show some differences regarding the bands, as they are mostly uniformly distributed for LEC, 

and mainly target the intermediate and medial band in MEC (Kerr et al., 2007). For both LEC 

and MEC nearly all these connections are reciprocated.  

Subcortical projections to LEC (about 1/3 of total input) include strong connections with 

olfactory areas (endopiriform nucleus and piriform transition area) and amygdala (esp. 

olfactory amygdala) (Pikkarainen et al., 1999). Particularly the connections with the olfactory 

areas are strongly reciprocated. MEC has similar subcortical connections, but in contrast to 

LEC, where the input is roughly equal for all bands, most projections terminate in the 

intermediate and medial band. Both LEC and MEC send significant amount of fibres to the 

basal ganglia, and for both the main thalamic input arises in dorsal thalamic nuclei, another 

region where head direction cells can be found (Taube, 1995). 
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I.1.7.3 Perirhinal and postrhinal cortices 

 

Figure I-5: Overview of connectivity of peri- and postrhinal cortices with other brain areas. A: 

schematic lateral view of the rat brain indicating location of rhinal cortices (EC: entorhinal cortex, HC: 

hippocampus, PER: perirhinal cortex, POR: postrhinal cortex, rs: rhinal sulcus). B: unfolded map of rhinal 

cortices. Area 35, 36 indicate different parts of PER. Compass inset indicates axes (D-V: dorsoventral, R-

C: rostrocaudal). C: summary of major afferent and efferent connections to and from POR. Black arrows 

indicate strong connections, dark grey arrows indicate moderate ones and light grey arrows indicate 

weak ones. D: summary of major afferent connections to PER. Same arrow colour scheme as in C is 

applied. E: summary of major efferent connections from PER. Same arrow colour scheme as in C is 

applied. Adapted from Furtak et al. (2007). 

 

! ǊŜŎŜƴǘ ŀǊǘƛŎƭŜ ŦǊƻƳ wŜōŜŎŎŀ .ǳǊǿŜƭƭΩǎ ƎǊƻǳǇ ƎƛǾŜǎ ŀ ŘŜǘŀƛƭŜŘ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ǘƘŜ ŎƻƴƴŜŎǘƛǾƛǘȅ 

of PER and POR with HF, PHF and other regions of the brain (Furtak et al., 2007) (see Figure I-

5). 

The perirhinal and postrhinal cortices are located dorsal to EC. POR lies at the caudal pole of 

the brain, just dorsal to MEC and caudal to PER. PER, consisting of Brodmann area 35 and 36, is 
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situated rostral to POR along the rhinal sulcus (Burwell et al., 1995). In general afferents to 

POR are dominated by visuospatial input, while PER receives strong polymodal sensory 

projections (Furtak et al., 2007). 

In terms of cortical connections, POR is strongly reciprocally connected with occipital regions, 

especially the lateral and medial visual association areas and the primary visual cortex. Roughly 

a quarter of the total input to POR arises from PHF and HF, with the strongest projections 

originating in PER, PaS and EC. These connections are largely reciprocated with a strong 

projection of POR to dorsocaudal MEC. In terms of HF the strongest (mostly afferent) 

connections of POR exist with the septal portion of CA1. 

Cortical input to PER seems to be generally separated in olfactory input from the piriform 

cortex to area 35 and multimodal (auditory, visual and olfactory) sensory input to area 36 from 

the ventral temporal cortex.  
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I.1.8 Postnatal development of the hippocampal formation 

 

In this section I will give an overview over the morphological and connectional development of 

the structures described in the previous section, but focusing mainly on HF. 

 

I.1.8.1 General principles of hippocampal development 

 

In general the morphological development of connections in the brain involves three steps: 

Axonal path finding, identification of target cells and synapse formation. In the hippocampus 

these processes are under the control of Cajal-Retzius cells (CR-cells) and reelin (Stanfield and 

Cowan, 1979), as well as components of the extracellular matrix (Förster et al., 1998). In 

addition, semaphorins, ephrins and neurotrophic factors play important roles as well (Skutella 

and Nitsch, 2001). Some general principles, with a few exceptions, seem to govern the 

structural development of HF (Bayer, 1980a). First, there is a rhinal to dentate gradient with 

areas closer to the rhinal sulcus maturing before areas further away. Second, there is 

superficial to deep gradient with deeper layers developing first. Third, fibres arriving earlier in 

a target zone tend project onto distal portions of the dendritic arbor, while later fibres usually 

target more proximal portions.  
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I.1.8.2 Anatomical development of the hippocampus proper 

 

CA subfields 

 

The stem cells for pyramidal and granule cells originate from the ventricular germinal layers at 

the hippocampal fissure. The peak of pyramidal cell proliferation occurs around embryonic day 

16 and 17 (E16-17), with CA3 development slightly preceding the one of CA1 (peak CA3, E17; 

peak CA1, E18-19) (Bayer, 1980b). Thus, the CA subfield is one of the exemptions of the rhinal 

to dentate gradient as CA3 matures earlier. The development follows the typical inside-out 

process observed in the cortex (Frotscher, 1997), meaning that early formed cells inhabit the 

deeper layers and later formed ones the more superficial layers. The overall volume of HCP 

increases in spurts of growth between E15 and postnatal day 21 (P21), with most of the 

increase after E20 accounted for by the growth of apical and basal dendrites (Bayer, 1980a, 

1980b). The growth of dendritic arborisation of CA1 continues up to P90 of adult life, is 

strongest between P5 and P15, and in particular the apical dendrite ramification (where EC 

fibres mainly project to) occurs between P15-24 (Pokorný and Yamamoto, 1981). 

 

Dentate gyrus 

 

The development of DG is somewhat special in the rat because at birth only 15% of the granule 

cells are already generated, and in general DG is the last structure to appear in HF (after E20) 

(Bayer, 1980b). Granule cell proliferation starts around E17 and continues well into postnatal 

life. By P5 roughly 50% of adult cell levels are reached and approximately 5-10 % are born after 

P18 (Bayer, 1980b). Dentate granule cells are therefore one of the few examples of postnatal 

neurogenesis which continues into adulthood. There are also other peculiarities in the 
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development of DG as the suprapyramidal blade development is earlier than the one of the 

infrapyramidal blade (Bayer, 1980b). By P7 both blades of DG are homogeneous. Furthermore, 

DG develops in an outside-in fashion, the opposite of the rest of HF. 

 

I.1.8.3 Interneurons 

 

There is still some debate about the exact locus of interneuron proliferation for HF in the 

embryonic brain, but there is good evidence that in contrast to pyramidal cells, the majority of 

interneurons originate from the subpallium of the telencephalon (the ventricular zone where 

pyramidal cells are formed is part of the more dorsal pallium) (reviewed in Danglot et al. 

(2006)).  

Local interneuron proliferation in HF generally precedes the generation of principal cells and 

occurs between E13 and 18 (Amaral and Kurz, 1985b). However the exact layer position of 

interneurons can change up to ca. P15 (Jiang et al., 2001). By P5, GABAergic cells form 

synapses on pyramidal cells in HCP (Seress et al., 1989), although the length of their dendrites 

gradually increases until P20 (Lang and Frotscher, 1990). In this process CA1 lags slightly 

behind CA3. By P20, non-pyramidal cells in HCP exhibit all fine structures typical of adult cells 

(Lang and Frotscher, 1990). 
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I.1.8.4 Hippocampo-parahippocampal connectivity 

 

By E22, EC shows its laminar structure and also PrS and PaS can be differentiated (Bayer, 

1980a). In the mouse, fibres from EC reach HCP around E15 and DG around E18-19, and the 

first fibres from the medial septum arrive in HF around E17 (Supèr and Soriano, 1994). In the 

rat, at least a scaffold by CR-cell projections from stratum lacunosum-moleculare and the 

outer molecular layer of DG to EC is formed by E17, along which the EC projections will in-grow 

into HF (Ceranik et al., 1999). Commissures in CA3 start to be apparent around E18 and by P2 

in DG in the mouse, so generally slightly later than the afferents from EC (Supèr and Soriano, 

1994). Autoradiographical and degeneration studies in the rat by Loy et al. (1977) and Fricke & 

Cowan (1977) showed that by P3-4, EC projections show the adult-like laminar termination in 

DG, although it is not until P12 that a substantial number of spines on dentate granule cells can 

be observed.  

Mossy fibres from granule cells are present in stratum lucidum of CA3 at P3, although the 

axons are still rather immature (Amaral and Dent, 1981). The typical postsynaptic component 

of the mossy fibre-to-pyramidal cell synapses (thorny excrescences) is not present until P9, 

although there is synaptic contact between these cells beforehand. By P21, mossy fibres seem 

to show most of the anatomical features of the adult rat (Amaral and Dent, 1981). 

It generally seems to be true that perforant path projections and the 

associational/commissural fibre system are formed by the time of birth and undergo postnatal 

maturational processes like target cell contact and synapse formation (Loy et al., 1977). 
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I.1.9 Summary of hippocampal anatomy 

 

In this section the anatomy of HF and PHF in terms of their respective neuron types and 

interconnectivity was highlighted. The general flow of information starts in layer II and III of EC 

and is directed at DG/CA3 and CA1 respectively. CA3 projects to CA1 and CA1 to SUB and the 

deep layers of EC, as does SUB, thereby closing the neocortical-hippocampal-neocortical loop. 

From deep layers of EC associational fibres project to more superficial layers as well as to other 

cortical regions. Furthermore the topographical organisation of the feedback projections in 

this system is often point-to-point reciprocal, i.e. areas that project to a certain region usually 

receive feedback projections from that very area. It is clear now that the view of the classical 

unidirectional signalling pathway through HF is an oversimplification, as at nearly all levels 

there are indeed back-projections to anterograde areas. The role of POR and PER as providers 

of multimodal sensory and visuospatial information to the hippocampo-parahippocampal 

system was also emphasised. 

In the developmental section it is stressed that the connectivity of the hippocampo-entorhinal 

system is far from being mature at birth. Generally by P21 most of it shows properties of the 

adult rat, although certain parts, like e.g. the dendritic arborisation of CA1 neurons, are not 

completed until at least P90. 

All the anatomical features of this system have strong implications for its physiological function 

and properties which shall be presented in the following section. 
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I.2 Hippocampal physiology 

 

In this chapter I will briefly review the electrophysiological properties of the hippocampal 

network in the adult rat and try to emphasise differences to the developing hippocampus. As 

all the data included this thesis was collected using extracellular in vivo recordings, I will mainly 

focus on the properties of the hippocampal local field potential (LFP) and single unit activity 

which can be measured in extracellular recordings. The emphasis will be on the neural 

mechanisms thought to underlie the generation of oscillations (especially theta oscillations) in 

HF. I will also briefly discuss synaptic plasticity. 

 

I.2.1 Local field potential 

 

Extracellularly placed recording electrodes can record the local field potential, which reflects 

voltage changes caused by currents flowing in and out across dendrites over a large group of 

neurons in an area in some vicinity to the recording site (Buzsáki et al., 2012).  

In freely moving rats several types of oscillations over a range of frequencies and correlated to 

certain types of behaviours can be observed in the LFP of the hippocampal EEG όhΩYŜŜŦŜΣ 

2007): These are delta (1-4 Hz), theta (ca. 4-12 Hz), beta (ca. 10-20 Hz), gamma (ca. 25-140 Hz) 

and ripple (ca. 140-200 Hz) oscillations. Besides this oscillatory activity, there are also aperiodic 

multiunit bursts, which give rise to the so-called irregular activity, further subdivided into small 

irregular activity (SIA) and large irregular activity (LIA) όhΩYŜŜŦŜ ŀƴŘ bŀŘŜƭΣ мфтуōΤ ±ŀƴŘŜǊǿƻƭŦΣ 

1969). Apart from ripples and delta waves, oscillations in the hippocampal LFP are usually 

associated with voluntary movement, while irregular activity is linked to quiescence and 
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consummatory behaviour ό.ǳȊǎłƪƛΣ мфусΤ .ǳȊǎłƪƛ Ŝǘ ŀƭΦΣ мффнΤ hΩYŜŜŦŜ ŀƴŘ bŀŘŜƭΣ 1978b; 

Vanderwolf, 1969; Whishaw and Vanderwolf, 1973). For reasons of relevance to the project of 

this thesis I will only briefly review theta oscillations as well as LIA and ripples. 

 

I.2.2 Theta 

 

The most prominent oscillation (i.e. with the highest amplitude) that can be recorded 

extracellularly in the hippocampus is a relatively slow oscillation in the range of 4-12 Hz, 

termed theta (Vanderwolf, 1969). The exact frequency of theta depends on a variety of factors 

including the ongoing behavior (see below), body temperature (Whishaw and Vanderwolf, 

1971), running speed όWŜŜǿŀƧŜŜ Ŝǘ ŀƭΦΣ нллуΤ {ƱŀǿƛƵǎƪŀ ŀƴŘ YŀǎƛŎƪƛΣ мффуύ and age (Leblanc and 

Bland, 1979; Wills et al., 2010). Theta oscillations are associated with a variety of behaviours, 

all of which can be described as voluntary translational movement (e.g. walking, swimming, 

climbing), and REM sleep (Vanderwolf, 1969; Whishaw and Vanderwolf, 1973). Theta 

oscillations in the hippocampo-parahippocampal network are most prominent in CA1, but can 

also be recorded from CA3 and DG (Buzsáki, 2002), as well as from subiculum (Anderson and 

hΩaŀǊŀΣ нллоύ, entorhinal cortex (Mitchell and Ranck, 1980) and other extrahippocampal brain 

structures like the amygdala (Paré and Collins, 2000) or cingulate cortex (Leung and Borst, 

1987).  

Kramis et al. (1975) showed that there are two types of theta oscillations present in the 

hippocampus: i) type I theta, associated with translational movement (sometimes referred to 

as t-theta), and ii) type II theta associated with states of arousal, while the animal is more or 

less immobile (sometimes referred to as a-theta). Since under urethane anesthesia only type II 

theta is present in the LFP, it could be shown that this type is abolished by the application of 
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the cholinergic antagonist atropine, while type I theta remains unaffected by the drug in the 

awake animal (Kramis et al., 1975). Furthermore the frequency of type I theta is higher (7-12 

Hz) than type II (4-7 Hz). Bilateral lesions of the entorhinal cortex completely abolish type I 

theta in the hippocampus, but leave type II theta intact (Bragin et al., 1995; Buzsáki et al., 

1983). On the other hand, lesions or pharmacological inactivation of the medial septum 

completely abolish all theta oscillations in the hippocampus (Lawson and Bland, 1993; Petsche 

et al., 1962). These results show, that i) type I theta in the hippocampus is entrained by the 

medial septum via layer II and III cells in EC, and ii) that type II theta is conveyed directly by 

septo-hippocampal projections.  

It is hypothesised (e.g. Buzsáki (2002)) that acetylcholine (ACh) provides a general 

depolarisation for principal cells and interneurons, while GABAergic projections provide 

rhythmic inhibitory postsynaptic potentials (IPSPs) to hippocampal interneurons, which are 

their only targets (Freund and Antal, 1988). Local hippocampal interneurons would then in 

turn rhythmically inhibit principal cells. This view is further supported by selective toxin-

ablation of septal cholinergic cells which only affects theta power but not frequency or 

occurrence (Lee et al., 1994).  

Theta was classically believed to be fairly coherent, i.e. in phase, across the septotemporal 

extent of each layer in HF (Bullock et al., 1990). Recent studies by Lubenov and Siapas (2009) 

and Patel et al. (2012) challenge that view, by showing that a theta wave in stratum oriens of 

CA1 travels like a plane wave from septal to temporal portions of the hippocampus.  
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I.2.3 Sharp waves 

 

Sharp waves (SPW) are part of the so-called LIA and occur frequently in the hippocampal LFP 

during periods of immobility, slow wave sleep and consummatory behaviour (Buzsáki et al., 

1983; Vanderwolf, 1969), lasting for ca. 50-100 ms όhΩYŜŜŦŜ ŀƴŘ bŀŘel, 1978b). They are 

virtually absent during walking. In the rat pyramidal cells in CA3 and CA1 as well as granule 

cells in DG show synchronised multiunit bursts during SPW events (Buzsáki et al., 1983). Their 

electrophysiological basis was deciphered by simultaneously recording the LFP from different 

depth across the CA1 layer (Buzsáki, 1986; Buzsáki et al., 1983). It is thought that SPWs are 

triggered by synchronous burst in CA3 during times when extrahippocampal afferent input is 

absent. SPW events are usually associated with fast oscillations in the LFP (140-200 Hz), so-

called ripples όhΩYŜŜŦŜΣ мфтсύ. Ripples originate in CA1 and there is good evidence that local 

circuit neurons firing a volley of action potentials at ripple frequency are the source of these 

oscillations (Buzsáki et al., 1992; Ylinen et al., 1995). Although SPWs and ripples usually co-

occur they are indeed separate events as halothane blocks ripples, but not SPWs (Ylinen et al., 

1995). SPWs and ripples are believed to play an instrumental role in the strengthening of cell 

assemblies that were active together, e.g. during exploratory behaviours, based on the fact 

that during SPWs there is often a replay of sequences of pyramidal cells representing previous 

experiences (Diba and Buzsáki, 200тΤ CƻǎǘŜǊ ŀƴŘ ²ƛƭǎƻƴΣ нллсΤ hΩbŜƛƭƭ Ŝǘ ŀƭΦΣ нллуΤ {ƪŀƎƎǎ ŀƴŘ 

McNaughton, 1996; Wilson and McNaughton, 1994). This replay is compressed in the time 

domain. Furthermore disrupting SPWs after a training period impairs spatial learning 

performance of rats, indicating again the functional significance of these network events for 

consolidation of memories in the hippocampus (Ego-Stengel and Wilson, 2010; Girardeau et 

al., 2009; Jadhav et al., 2012). 
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I.2.4 Single unit activity 

 

In the hippocampus proper, it is possible to distinguish between principal cells and local circuit 

neurons due to their characteristic firing patterns and action potential waveforms. These are 

the occurrence of so-called complex spike bursts which typically comprise 2-6 action potentials 

with decreasing amplitude and with interspike intervals of less than 6 ms (Fox and Ranck, 

1975; Harris et al., 2001; Ranck, 1973). This firing pattern is a hallmark of pyramidal cells, 

confirmed by parallel intra- and extracellular recordings (Henze et al., 2000). In contrast 

interneurons do not show complex spiking, but exhibit a much more regular firing pattern. 

Additionally, waveforms of action potentials from interneurons tend to be much narrower 

(measured from peak to trough) than the ones of principal cells (0.2-0.4 ms vs. 0.4-1 ms) and 

also their mean firing frequency is usually much higher (30-100 Hz vs. < 1-2 Hz). However, for 

short periods (< 2 s) pyramidal cells can exhibit a firing rate of up to 20-30 Hz.  

 

I.2.5 Plasticity 

 

The adult hippocampus is the classic mammalian model for studying synaptic plasticity due to 

the rather easy accessibility of its pre- and postsynaptic neurons in hippocampal slice 

preparations. In brief, the two most widely studied forms of synaptic plasticity are long-term 

potentiation (LTP) (Bliss and Gardner-Medwin, 1973; Bliss and Lomo, 1973) and long-term 

depression (LTD) (Ito and Kano, 1982; Ito et al., 1982). Both mechanisms describe plastic 

changes at the synapse level, i.e. strengthening or weakening, following high frequency or low 

frequency stimulation, respectively. LTP formation can be N-methyl-D-aspartate (NMDA) 

receptor-dependent or -independent, both of which occur at different synapses inside the 
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hippocampus (Collingridge et al., 1983; Harris and Cotman, 1986; Harris et al., 1984). An 

interesting feature of LTP induction in the hippocampal network is that stimulation with a 

protocol mimicking several complex spike bursts repeated at theta frequency is particularly 

effective in inducing LTP in vitro (Larson et al., 1986; Rose and Dunwiddie, 1986). Indeed, if 

theta is induced in a hippocampal slice preparation by carbachol (cholinergic agonist) 

application, repeated stimulation at the positive peaks leads to strong synapse specific 

facilitation, while the same protocol during the troughs does not lead to a strengthening of the 

postsynaptic response (Huerta and Lisman, 1993). This result has been reproduced in vivo 

under more physiological conditions in anesthetised animals (Hölscher et al., 1997). 
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I.2.6 Development of hippocampal physiology  

 

I.2.6.1 Dual role of GABA in early development 

 

Immature neurons and networks can have quite different properties and firing patterns 

compared to adults. One of the most striking findings was the discovery that GABA, the most 

abundant inhibitory neurotransmitter in the adult rat brain (Bloom and Iversen, 1971), can 

depolarise postsynaptic neurons in the developing hippocampus (Ben-Ari et al., 1989). This 

depolarising response is mediated by GABAA receptors and is due to an increased intracellular 

Cl--concentration of immature neurons (Rivera et al., 1999; Zhang et al., 1991). This effect is 

thought to enable GABA-mediated responses exerting a dual role: Depolarisation of 

postsynaptic cells leading to opening of voltage-gated Ca2+-channels (Leinekugel et al., 1995) 

and activating NMDA receptors (Leinekugel et al., 1997). On the other hand it also shunts the 

activity of other glutamatergic excitatory inputs on the postsynaptic cell because of its lower 

reversal potential compared to glutamatergic currents, thus preventing epileptiform activity of 

the network (Ben-Ari, 2001). This depolarising effect of GABA seems to be a general feature of 

developing neurons as it has been demonstrated for a variety of structures in the rat brain 

(Chen et al., 1996; Reichling et al., 1994; Serafini et al., 1995). The switch to the adult GABAA-

receptor mediated inhibition occurs postnatally around the beginning of the second week in 

the hippocampus (Ben-Ari et al., 1989).  
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I.2.6.2 Development of excitatory synaptic transmission in hippocampus  

 

But it is not only the GABAergic system that undergoes significant maturational changes. It is 

not until P14 that the adult-like distribution of binding sites of NMDA and -hamino-3-hydroxy-

5-methyl-4-isoxazolepropionic acid (AMPA) receptors in CA1, CA3 and DG is reached, with 

marked differences between the regions as generally CA3 seems to precede CA1 which in turn 

precedes DG (Insel et al., 1990). It is noteworthy that there is an overshoot of both receptor 

binding sites (esp. AMPA receptors in CA3) during the 3rd week, after which it decreases back 

to adult levels, potentially indicating an elimination of synapses (Insel et al., 1990).  

In general the postnatal development of the excitatory synaptic transmission in HCP seems to 

be more or less fully matured during the 4th week, as stimulation of afferent fibres to CA1 and 

DG evokes adult-like postsynaptic responses by that time (Bekenstein and Lothman, 1991; 

Dumas and Foster, 1995). There is good evidence that this is due to a more and more efficient 

presynaptic transmitter release (Dumas and Foster, 1995).  

 

I.2.6.3 Giant depolarising potentials 

 

The above described depolarising effect of GABA exerts a crucial role in the predominant 

network activity of the developing hippocampus during the first week of postnatal life (Ben-Ari 

et al., 1989; Leinekugel et al., 2002). These so-called giant depolarising potentials (GDPs) were 

first described in vitro in hippocampal slices (Ben-Ari et al., 1989), but correlates have since 

also been reported in vivo, where they are present as synchronised multiunit bursts 

(Leinekugel et al., 2002). Both in vitro and in vivo they have a GABAergic and a glutamatergic 
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component (Ben-Ari et al., 1989; Leinekugel et al., 2002) and represent the main network 

activity of principal cells and interneurons in HCP until P7 (Leinekugel, 2003).  

At P10-12 GDPs are not detectable anymore in hippocampal slices nor is the correlate 

multiunit activity in vivo in extracellular recordings (Ben-Ari et al., 1989; Leinekugel et al., 

2002). Furthermore, the occurrence of GDPs in vivo is strongly correlated with sharp waves 

which are absent in slice recordings (Leinekugel et al., 2002). The functional significance of 

GDPs remains to be elucidated, but it is hypothesised that the synchronised activity might 

provide a basis for a Hebbian type strengthening of immature synaptic contacts in developing 

networks (Durand et al., 1996; Hebb, 1949; Löwel and Singer, 1992).  

 

I.2.6.4 Sharp waves in development 

 

Behaviourally, multiunit activity in the hippocampus is associated with periods of immobility 

(Leinekugel et al., 2002). In vivo, SPWs are the predominant oscillatory activity in the 

hippocampal LFP until P7 (Karlsson et al., 2006; Leinekugel et al., 2002; Mohns et al., 2007). 

These early SPWs already show a strong similarity in extracellular recordings with the adult 

type, as they reverse polarity across CA1 with the maximum negative peak in stratum radiatum 

and their origin in CA3 (Buzsáki et al., 1983; Leinekugel et al., 2002). All these results indicate 

that GDPs and SPWs most probably represent the same network activity, measured in vitro 

(GDPs) and in vivo (SPWs), respectively. Subsequently their amplitude increases until P18, 

while their width decreases in parallel (Mohns et al., 2007). SPWs are initially however devoid 

of fast ripple oscillations which first occur around P7 (Mohns et al., 2007). The probability of 

ripple oscillations in SPW events reaches adult levels by ca. P14 (Mohns et al., 2007), although 

there is a conflicting paper by Buhl and Buzsáki (2005), which reports first ripple occurrence in 

CA1 only at P14. This difference might be explained by the fact that ripples occur only 
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infrequently and at low amplitudes until P12-13, which might not have been detected by a 

spectral analysis used by Buhl and Buzsáki (2005). On the behavioural level, SPWs in neonates 

are strongly correlated with so-called startles (Karlsson et al., 2006) which are abrupt and 

simultaneous contractions of skeletal muscles across the whole body (Gramsbergen et al., 

1970). 

 

I.2.6.5 Theta in development 

 

5ǳǊƛƴƎ ǘƘŜ ǎŜŎƻƴŘ ǿŜŜƪ ƻŦ ŀ ǊŀǘΩǎ ƭƛŦŜ ŀŘǳƭǘ-like patterns, i.e. theta and gamma oscillations and 

ripples, start to dominate the population activity of the developing hippocampus. 

The first slow rhythmic oscillations (< 10 Hz) in the hippocampus can be observed around P8-9, 

although they are quite unreliable in terms of a behavioural correlate and their power in the 

hippocampal LFP is rather low (Leblanc and Bland, 1979; Mohns and Blumberg, 2008). By P15, 

a fairly consistent theta of about 5 Hz can be observed in CA1 and DG during voluntary 

movement, while periods of immobility are accompanied by LIA (Leblanc and Bland, 1979). 

During the third week theta becomes more strongly correlated with ongoing behaviours, 

accompanied by a steady increase of frequency and by the 4th week the adult theta frequency 

of 7-12 Hz is reached (Leblanc and Bland, 1979; Wills et al., 2010). In parallel to the increase in 

frequency there is also a steady increase in theta amplitude, which reaches adult-like levels 

during the 4th week (Leblanc and Bland, 1979; Mohns and Blumberg, 2008; Wills et al., 2010). 

Interestingly there seem to be slight differences in the emergence of theta in HF, as it is 

observable first in CA3, then in DG and finally in CA1 (Lahtinen et al., 2002; Leblanc and Bland, 

1979). 
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I.2.6.6 Plasticity in development 

 

LTP in CA1 can be robustly induced by a high frequency stimulation around P7-8 with the 

amount of postsynaptic potentiation steadily increasing until P15, when an absolute maximum 

is reached, that is even stronger than in adult rats (Harris and Teyler, 1984). This is in line with 

the observation of an increase in NMDA/AMPA receptor binding sites until the third week in 

the hippocampus (Insel et al., 1990). 

There are also major differences in the mechanisms of synaptic plasticity in the developing 

hippocampus. LTP formation in the CA1 region of the hippocampus depends on different 

molecular mechanisms in animals younger than P8 (Yasuda et al., 2003). Additionally, a high 

frequency tetanic stimulation of the mossy fibres, a protocol known to induce LTP in adults, 

surprisingly induces LTD in slices from rat pups as young as P11-12, and only results in adult 

levels of synaptic facilitation around P18 (Battistin and Cherubini, 1994). 
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I.2.7 Summary of hippocampal physiology 

 

In this section the physiology of the hippocampus was highlighted. Several oscillations (delta, 

beta, theta and gamma, ripples) can be observed in the hippocampal LFP of adult rats, as well 

as irregular activity (SPWs). All of these are associated with certain types of behaviours. The 

origin of theta oscillations was described in more detail, which is meditated to HF by the 

medial septum and EC. Theta oscillations are believed to arise from the rhythmical discharge of 

large populations of interneurons. In contrast SPWs and ripples are caused by multiunit activity 

in CA3 and CA1 respectively, and are present in the hippocampal LFP during periods of 

immobility. These events are believed to play an instrumental role in the strengthening of 

previously active connections.  

The physiology of the hippocampus of newborn rats is quite different to these patterns, which 

only start emerging during the second week postnatally. Beforehand the main network activity 

consists of GDPs which are thought to be important for the strengthening of connections in 

the immature brain. In parallel the propensity for the induction of synaptic plasticity in the 

hippocampus develops, which most probably reflects maturation of receptor distributions at 

the synapse level. In general it seems that by the end of the third/beginning of the fourth week 

the physiology of the developing hippocampus is more or less similar to that of the adult rat. 
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I.3 Spatially modulated cells in the hippocampo-

parahippocampal network 

 

In this section I will provide an overview of the functional properties of the neurons within the 

hippocampo-parahippocampal network, whose firing is spatially modulated. While in the last 

chapter the electrophysiological properties of single units and the population activity of 

neurons in the hippocampus were described, this chapter will discuss in detail the spatial 

properties of certain types of identified cell classes, namely place cells, head direction cells and 

grid cells as well as other spatially modulated cells like boundary vector cells (BVC) and border 

cells. This is due to the fact that spatial navigation and memory are believed to be the main 

functions of the rodent hippocampus. For reasons of relevance I will mainly focus on place cells 

and only briefly discuss the remaining cell types. I will start by reviewing data recorded from 

adult rats and then go on to discuss what is known about the functional development of these 

cells. 
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Figure I-6: Overview of firing properties of spatially modulated cells in the hippocampo-

parahippocampal network. Firing rate is shown as function of location in A-D. Progressively warmer 

colours indicate progressively higher firing rates. Size of rat maps indicates relative environment 

proportions. A: two examples of place cells recorded from CA1. B: two examples of grid cells recorded 

from MEC (courtesy of T. Wills). C: two examples of boundary vector cells (BVCs) recorded from 

subiculum (adapted from Lever et al. (2009)). D: two examples of border cells recorded from MEC 

(adapted from Solstad et al. (2008)). E: two examples of head direction cells recorded from MEC 

(courtesy of T. Wills). Firing rate is presented as function of heading direction in polar coordinates (see 

compass inset).   
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I.3.1 Place cells 

 

9ǾŜǊ ǎƛƴŎŜ ǘƘŜƛǊ ŘƛǎŎƻǾŜǊȅ ƛƴ ǘƘŜ мфтлΩǎ όhΩYŜŜŦŜ ŀƴŘ 5ƻǎǘǊƻǾǎƪȅΣ мфтмΤ hΩYŜŜŦŜΣ мфтсύ place 

cells have attracted the interest of researchers all around the world due to their relative simple 

ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ƛƴ ŜȄǘǊŀŎŜƭƭǳƭŀǊ ƛƴ ǾƛǾƻ ǊŜŎƻǊŘƛƴƎǎ ƛƴ ŦǊŜŜƭȅ ƳƻǾƛƴƎ ǊƻŘŜƴǘǎΦ ²ƘŜƴ hΩYŜŜŦŜ ŀƴŘ 

Dostrovsky (1971) placed recording electrodes in the CA1 area of freely moving rats, they 

noticed that the firing of individual units correlated best with a certain specific location in the 

recording environment, instead of any kind of the ongoing behaviour. Individual cells fired 

volleys of action potentials when the animal visited certain parts of the testing environment 

while being more or less silent in all other parts. Because each cells was most active at a 

ǳƴƛǉǳŜ ƭƻŎŀǘƛƻƴ ǘƘŜȅ ƴŀƳŜŘ ǘƘŜǎŜ ŎŜƭƭǎ ΨǇƭŀŎŜ ŎŜƭƭǎΩ ŀƴŘ ǘƘŜ ŀǊŜŀ ƛƴ ǘƘŜ ŜƴǾƛǊƻnment of its 

ƳŀȄƛƳǳƳ ŀŎǘƛǾƛǘȅ ƛǘǎ ΨǇƭŀŎŜ ŦƛŜƭŘΩ όhΩYŜŜŦŜΣ мфтсύ (see Figure I-6A).  

Place cells in the hippocampal formation are found predominantly in the CA1 όhΩYŜŜŦŜ ŀƴŘ 

Dostrovsky, 1971) and CA3 (Olton et al., 1978) subfields of the hippocampus proper, but have 

been described in other areas, like e.g. subiculum (Sharp and Green, 1994) and EC (Frank et al., 

2000; Quirk et al., 1992). Since by far the most data in the literature is obtained from 

recordings from septal portions of CA1 and CA3 I will mainly focus on the properties of place 

cells found in these regions. 

 

I.3.1.1 Anatomical identity of place cells 

 

Anatomically there is good evidence that place cells correspond to pyramidal cells in CA1 and 

CA3 (Henze et al., 2000). Interestingly, there seems to be no topography of place cells in the 

hippocampus, in that there is no recognisable correlation between anatomical location and 
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place field proximity in a testing environment. Neighbouring cells in the hippocampus (i.e. 

recorded from the same electrode) do not display place fields located in close proximity in 

experimental environments, compared to cells recorded from different electrodes (Redish et 

al., 2001). 

 

I.3.1.2 Basic properties of place cells 

 

Firing rates of place cells 

 

As a rat traverses a place field of a given place cell in a standard laboratory open field 

enclosure, the cell, on average, starts to fire increasing numbers of action potentials until the 

centre of the field is reached, after which the firing rate decreases again (Muller et al., 1987). 

In the field centre average firing rates of up to 20-30 Hz can be reached, while the firing 

frequency outside the field usually approximates 0 Hz (Muller et al., 1987).  

Apart from this firing rate code for signaling the aniƳŀƭΩǎ ǇƻǎƛǘƛƻƴΣ ǘƘŜǊŜ ƛǎ another coding 

mechanism embedded in place cell firing. The position of the animal is not thought to be 

encoded only through a rate code, but also through a temporal code. hΩYŜŜŦŜ ŀƴŘ wŜŎŎŜ 

(1993) were the first to notice an intriguing correlation between place cells firing and the 

ongoing theta rhythm, when they recorded place cells from rats running along a linear track. 

As a rat entered a place field, the place cell emitted spikes at the trough of the theta oscillation 

in the simultaneously recorded LFP (Skaggs et al., 1996). As the animal traversed the place 

field, spikes were emitted at progressively earlier phases of the ongoing theta oscillation. This 

ǇƘŜƴƻƳŜƴƻƴ ǿŀǎ ŎŀƭƭŜŘ ΨǇƘŀǎŜ ǇǊŜŎŜǎǎƛƻƴΩΦ hΩYŜŜŦŜ ŀƴŘ wŜŎŎŜ (1993) could show that the 
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ǇƘŀǎŜ ƻŦ ŦƛǊƛƴƎ ŎƻǊǊŜƭŀǘŜŘ ōŜǎǘ ǿƛǘƘ ǘƘŜ ŀƴƛƳŀƭΩǎ Ǉƻǎƛǘƛƻƴ ƛƴǎƛŘŜ ǘƘŜ ǇƭŀŎŜ ŦƛŜƭŘ ŀƴŘ ƴƻǘ ǿƛǘƘ 

e.g. time since entering the field or other behavioural parameters.  

 

Directionality of place cells 

 

Place cell recordings in open field enclosures showed that firing rates of place cells are not 

ǎǘǊƻƴƎƭȅ ƳƻŘǳƭŀǘŜŘ ōȅ ǘƘŜ ŘƛǊŜŎǘƛƻƴ ƻŦ ǘƘŜ ŀƴƛƳŀƭΩǎ ƳƻǾŜƳŜƴǘ ǘƘǊƻǳƎƘ ŀ ǇƭŀŎŜ ŦƛŜƭŘ (Muller et 

ŀƭΦΣ мфутΤ hΩYŜŜŦŜΣ мфтсύ. Surprisingly, when place cells are recorded on linear tracks or narrow 

multi-arm mazes they show a strong directional modulation (Huxter et al., 2003; McNaughton 

Ŝǘ ŀƭΦΣ мфуоΤ hΩYŜŜŦŜ ŀƴŘ wŜŎŎŜΣ мффоύ. That is, they are only active during runs in one direction 

while being silent during runs in the opposite direction. These are not distinct populations of 

pyramidal cells, but the same cells are non-directional in the open field and become directional 

on a radial arm maze or when animals repeatedly run between specified goal locations in an 

open field (Markus et al., 1995; Muller et al., 1994). A recent study by Navratilova et al. (2012) 

demonstrated that directionality of place cells on linear tracks is not an inherent property of 

these cells, but develops with experience on the track. Initially place cells are also bidirectional 

on linear tracks. 

 

I.3.1.3 Place field properties 

 

Shape of place fields 

 

The shape of place fields in open field enclosures is usually circular or elliptical for fields in the 

environment centre, irrespective of the shape of the testing environment. Place fields are 
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crescent or half-circle shaped when situated along walls depending on whether the recording 

environment is comprised of a circular or a rectangular enclosure (Muller and Kubie, 1987; 

Muller et al., 1987).  

 

Size of place fields 

 

The sizes of place fields of septally recorded units from CA1 can differ to some extent when 

recorded in standard laboratory environments (Brun et al., 2002; Muller et al., 1987). These 

are the only fairly recent studies to my knowledge that present a quantitative assessment of 

place field size across the whole population that was recorded. In both studies place field size 

ranges between ca. 5-60% of the recording environment with a global average field size of ca. 

10-20% of the testing environment. This is in line with other studies which only report the 

average field size and translates to roughly 400-700 cm2, independent of whether the 

recording environment was an open field enclosure or a linear track (Brun et al., 2002; 

Henriksen et al., 2010; Jung et al., 1994; Maurer et al., 20лрΤ hΩYŜŜŦŜ ŀƴŘ wŜŎŎŜΣ мффоΤ tŀǊƪ Ŝǘ 

al., 2011; Poucet et al., 1994). Differences between individual studies might at least in part be 

due to the fact, that field size generally seems to increase with the size of the environment 

(Fenton et al., 2008; Henriksen et al., 2010; Kjelstrup et al., 2008; Muller and Kubie, 1987; Park 

et al., 2011). The increase seems to be much stronger for CA1 compared to CA3 (Park et al., 

2011). This rescaling of place field size is a general feature of place cells as it is apparent in 

open field enclosures and on linear tracks.  

Place field size also increases from septal to temporal CA1 in a somewhat graded fashion, such 

that cells recorded more temporally have larger firing fields. Near the temporal poles place 

fields are on average twice as large as the ones recorded from septal poles (Jung et al., 1994; 

Maurer et al., 2005). This increase in spatial scale of place cells at more temporal recording 
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locations has also been reported for CA3 place cells on a linear track as well as in open field 

enclosures (Kjelstrup et al., 2008).  

One general caveat of comparing results on place field properties like size or numbers of firing 

fields across studies is that there is no consensus of how a firing field is defined. Researchers 

employ different criteria for e.g. minimum size and/or minimum firing rate to define the field 

border. This is further complicated by the fact that different laboratories also use different 

methods for the construction of rate maps (i.e. different smoothing algorithms).  

 

Numbers of place fields  

 

In standard laboratory open fields (< 1 m2) most place cells in the more septal regions of CA1 

only have one firing field (Muller and Kubie, 1987; Muller et al., 1987). Different estimates 

exist about the percentage of place cells which have more than one firing field. In Muller et al. 

(1987) and Jung et. al (1994) these comprise ca. 20% of the recorded population, while in a 

study by Fenton et al. (2008) this proportion is 28%. In Henriksen et al. (2010) the average 

number of fields per cell is reported to be around 1.1 which would translate to roughly 10% of 

the recorded place cell population having more than one field.  

However, the proportion of cells with more than one field increases dramatically, if place cells 

are recorded in larger environments (> 2 m2). Here the majority (ca. 80%) of CA1 and CA3 place 

cells show multiple place fields (3-5 fields on average) when recorded in a standard large box 

as well as in a more complex environment with some three-dimensional aspects (Fenton et al., 

2008; Park et al., 2011). Interestingly, there seems to be no systematic relationship between 

the locations of multiple firing fields in an individual cell, unlike in entorhinal grid cells (Hafting 

et al., 2005). Interestingly, for linear tracks the correlation between field number and 



61 
 

environment size does not seem to exist as CA3 place cells do not show an increase in 

numbers of firing fields when recorded on an 18m-long linear track (Kjelstrup et al., 2008). It is 

noteworthy that Kjelstrup et al. (2008) also recorded place cells from CA3 in a large circular 

enclosure (diameter (Ø): 2 m) but surprisingly do not explicitly report an increase in field 

number per cell. 

Additionally, there is an interesting relation between the anatomical location of a place cell 

along the transverse axis of CA1 and its average number of fields per cell (Henriksen et al., 

2010). Cells located more proximally (i.e. near the border to CA3/CA2) tend to have rather 

fewer place fields in a large circular enclosure (Ø 2 m), than cells recorded from more distal 

regions of CA1 (i.e. near the border to SUB). Henriksen et al. (2010) report a gradient-like 

increase in the number of place cells with more than one place field (ca. 40% for proximal and 

intermediate regions and ca. 70% for distal regions) and also an increase in average number of 

fields per cell (ca. 1.6 for proximal and intermediate regions and ca. 2.1 for distal regions). This 

gradient was also reported for a standard size environment (Ø 1 m), but with a much smaller 

change between different proximodistal positions of CA1.  

 

Distribution of place fields in testing environments 

 

Muller et al. (1987) report a uniform distribution of place fields across the environment in an 

open field enclosure, while another study (Hetherington and Shapiro, 1997) reports specific 

clustering of place fields near the walls, especially those with polarising (i.e. salient) cues. 

There is also one report of place field clustering around the escape platform in a water maze 

task (Hollup et al., 2001). 
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On linear tracks there is sometimes a skewed distribution of firing fields towards the end 

points of the track which can be overrepresented in comparison to more central parts 

(Dombeck et al., 2010; Ziv et al., 2013). However, in a different study Gothard et al. (1996) 

report a uniform distribution of place fields along a linear track. 

 

I.3.1.4 Time course for establishment of place fields 

 

Wilson and McNaughton (1993) report that stable and reliable fields in a previously unvisited 

part of a recording environment can be observed after ca. 10 min, while Frank et al. (2004) 

show in a more detailed analysis that on a T-maze stable location specific firing can be 

observed as fast as 2 min. Furthermore place cells usually keep their firing fields in a given 

environment over the course of repeated recording trials, and can actually be stable for at 

least a week (Lever et al., 2002). There even is a report of place field stability for months 

(Thompson and Best, 1990), but these cells were recorded with single electrodes, and it is thus 

hard to know for sure whether really the same units could be followed over such a long period.  

 

I.3.1.5 Ensemble firing of place cells 

 

Active vs. silent cells 

 

If the same place cell population is recorded in sufficiently different environments (i.e. 

environments in different experimental rooms or e.g. environments with different features like 

shape, wall and/or floor texture and/or colour), and the animal had a fair amount of 

experience in these, it becomes clear that a substantial fraction of the place cell population is 
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not active in one (or more) of the chosen environments (Bostock et al., 1991; Muller and 

YǳōƛŜΣ мфутΤ hΩYŜŜŦŜ ŀƴŘ /ƻƴǿŀȅΣ мфтуΤ ¢ƘƻƳǇǎƻƴ ŀƴŘ .ŜǎǘΣ мфуфύ. The active cells, referred 

to as the active subset, thus only represent a certain fraction of all place cells that are located 

in the vicinity of the tips of the recording electrodes and could potentially be recorded. The 

question therefore is how big is this fraction on average? Thompson and Best (1989) recorded 

place cells in three different environments and under light anesthesia (pentobarbital) with the 

latter condition known to increase spontaneous firing in pyramidal cells (Ranck, 1973). They 

concluded that only about 35% of all complex spike cells identified under anesthesia have a 

place field in at least one of the environments tested. Other studies classified 30-45% (Wilson 

and McNaughton, 1993) and 70% (Gothard et al., 1996) of the total population of recorded 

complex spike cells as place cells. These percentages are in line with a study assessing the 

expression of the immediate-early gene Arc (Lyford et al., 1995) in CA1 and CA3 after animals 

explored two different environments (Guzowski et al., 1999). All these results show that the 

code for the representation of space in the hippocampus is relatively sparse, a mechanism to 

potentially maximise the number of possible unique environment representations. 

 

Remapping of place cells 

 

¢ƘŜ ǘŜǊƳ ΨǊŜƳŀǇǇƛƴƎΩ ƻŦ ǇƭŀŎŜ ŎŜƭƭs broadly describes the effect of the behaviour of different 

active subsets of place cells in different environments. It not only refers to the switching on 

and off of place cells in different environments, but also to the shift of place fields to an 

unpredictable new location between different environments (Bostock et al., 1991; Muller and 

YǳōƛŜΣ мфутΤ hΩYŜŜŦŜ ŀƴŘ /ƻƴǿŀȅΣ мфтуύ. The termed was originally coined by Bostock et al. 

(1991) ǿƘƻ ŘƛŦŦŜǊŜƴǘƛŀǘŜŘ ōŜǘǿŜŜƴ ΨǊƻǘŀǘƛƻƴŀƭΩ όƛΦŜΦ ǎƘƛŦǘ ƻŦ ǘƘŜ ŦƛǊƛƴƎ ŦƛŜƭŘ to a location that 

Ŏŀƴ ōŜ ŀŎƘƛŜǾŜŘ ōȅ ŀ ǎƛƳǇƭŜ Ǌƻǘŀǘƛƻƴ ƻŦ ǘƘŜ ƻǊƛƎƛƴŀƭ ŦƛǊƛƴƎ ŦƛŜƭŘύ ŀƴŘ ΨŎƻƳǇƭŜȄΩ όƛΦŜΦ ǎƘƛŦǘ ƻŦ ǘƘŜ 
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field to a new unpredictable location) remapping. Throughout the literature various terms for 

slightly different types of remapping are ǳǎŜŘΦ {ƻƳŜ ǊŜǎŜŀǊŎƘŜǊǎ ǊŜŦŜǊ ŜΦƎΦ ǘƻ ΨǇŀǊǘƛŀƭΩ (Knierim, 

2002; Moita et al., 2004; Skaggs and McNaughton, 1998) ŀƴŘ ΨƎƭƻōŀƭΩ (Leutgeb et al., 2005b) 

remapping, depending on whether remapping occurs only in a subset or the whole population 

of the recorded cŜƭƭǎΦ hǘƘŜǊǎ ǳǎŜ ǘƘŜ ǘŜǊƳ ΨǊŀǘŜ ǊŜƳŀǇǇƛƴƎΩ ŦƻǊ ǘƘŜ ǎǇŜŎƛŀƭ ŎŀǎŜΣ ǿƘŜƴ ǇƭŀŎŜ 

field locations remain unchanged between two environments, but robust differences in 

average firing rates across both environments exist (Leutgeb et al., 2006, 2005b). In this thesis 

remapping will generally refer to global changes in place cell firing, including both the shift of a 

firing field to a new location as well as the environment specific activity/ceasing of activity of 

place cells. The exact factors and the neuronal basis for remapping are still not fully 

understood. However, a few of the determinants that drive remapping of place fields have 

been elucidated and several theories about their neuronal basis do exist.  

In their original study Bostock et al. (1991) trained rats on a random foraging task in a grey 

cylinder with a white cue card. Then the animals were probed in the same environment with 

either the white or a novel black card. When comparing the individual firing fields of place cells 

recorded in both cylinder configurations they noticed that after less than two trials with the 

black card present field locations were rather similar to the white card configuration (place 

cells had homotopic fields or showed rotational remapping). Only a smaller subset showed 

complex remapping. However, this ratio changed dramatically after more than two exposures 

to the black card configuration, as now a much larger proportion of place cells (ca. 75%) 

showed complex remapping between both card configurations. Moreover, the exact time 

point of the shift between rotational and complex remapping also varied between individual 

animals and seemed to occur rather sudden.  

This was confirmed in a study by Lever et al. (2002) who recorded place cells over the course 

of several weeks in a square and circular open field. Initially the location of the firing fields of 
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individual cells is very similar in both environments but over time the spatial representation 

became more and more dissimilar. Lever et al. (2002) also report major differences between 

individual animals for the time course of this shift. Additionally, they also show that even cells 

from an individual animal vary in the time point when exactly remapping occurs.  

Leutgeb and colleagues put forward the functional difference between rate and global 

remapping (Leutgeb et al., 2005a, 2006, 2004; Leutgeb and Leutgeb, 2007). They argue that 

global remapping occurs e.g. when there is a change in spatial location (i.e. recordings in 

different rooms) and rate remapping occurs when the location (with respect to the recording 

room) remains constant but the cue context changes (i.e. e.g. recording in environments of 

different colours or shapes in the same physical location). They furthermore emphasise that 

the ensemble of place cells in CA3 and CA1 show marked differences between the conditions 

when these two forms of remapping occur (Leutgeb et al., 2005b, 2004). Place cells in CA1 

show less pronounced rate remapping and react more strongly to a change in the local cue 

context. Recordings in similar environments in different rooms only lead to a partial change of 

the spatial representation in CA1. In contrast place cells in CA3 show strong rate remapping 

when recorded in different environments in the same physical location, and a much more 

pronounced orthogonalisation between environments in different recording rooms. The 

ŀǳǘƘƻǊǎ ŀǊƎǳŜ ǘƘŀǘ ǘƘŜǎŜ ŘƛŦŦŜǊŜƴŎŜǎ Ǉƻƛƴǘ ƻǳǘ ǘƻ ŘƛŦŦŜǊŜƴǘ ǘȅǇŜǎ ƻŦ ΨǎǇŀǘƛŀƭ ƳŀǇǎΩ ƛƴ ōƻǘƘ /! 

subfields (Leutgeb and Leutgeb, 2007). In CA1 the spatial representation is stronger bound to 

the sensory cue context and can have different maps for the same physical location, while in 

CA3 a unique map is formed for a given location in space which could contain additional 

information conveyed by changes in firing rates. 

While these differences between CA3 and CA1 place cells and the idea of two forms of 

remapping signaling different environmental changes can explain some results (e.g. similar 

locational firing patterns in a square and a circle in the same recording position) it fails to 
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explain e.g. why in Bostock et al. (1991) a change of the cue card colour induces global as well 

as rate remapping. In similar experiments in the Moser laboratory nearly all cells in CA3 and 

CA1 showed only rate remapping (Leutgeb et al., 2005b).  

Finally, I want to stress that in contrast to this rather homogenous behavior of the whole 

recorded cell population to environmental manipulations, other experiments (e.g. incongruent 

rotation of local and distal cues (Renaudineau et al., 2007; Shapiro et al., 1997)) show that 

individual place cells in one animal can indeed react with marked differences (i.e. remap or 

follow one set of cues). All these results indicate that remapping is not a fixed process 

underlying general rules, but critically seems to depend on various factors like previous 

experience of the animals (Leutgeb et al., 2005a; Wills et al., 2005), task demand (Markus et 

al., 1995) and inter-animal variability (Bostock et al., 1991; Lever et al., 2002). 

 

Pattern separation and pattern completion 

 

In broad theoretical terms remapping is inevitably linked to two general hypothesised 

processes of neuronal computing, pattern separation and pattern completion (Hunsaker and 

Kesner, 2013; Leutgeb and Leutgeb, 2007; Marr, 1971; Rolls, 1996). The former refers to the 

orthogonalisation of spatial representations in the face of similar inputs, like the progressive 

difference between place field locations of individual cells in different shaped environments in 

the same recording position (e.g. Lever et al. (2002)). The latter process describes the opposite 

effect, namely the preservation of spatial representations, if only part of the original input is 

present. An example for this would be the persistence of place cell firing in an environment in 

the absence of some cues used in the original configuration όCŜƴǘƻƴ Ŝǘ ŀƭΦΣ нлллΤ hΩYŜŜŦŜ ŀƴŘ 

Conway, 1978).  
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The standard hypothesis is that pattern separation is a main function of DG, based on synaptic 

plasticity at the perforant path-to-granule cell synapses and the connectivity pattern of granule 

cells to CA3 which is rather sparse, whilst pattern completion is proposed to occur in CA3, 

based on the extensive recurrent collaterals of CA3 pyramidal cells (for reviews on this matter 

see Rolls and Kesner (2006) or Hunsaker and Kesner (2013)). However, the experimental 

evidence supporting this hypothesis is limited to a handful of studies. In one elegant study, 

Nakazawa and colleagues (Nakazawa et al., 2002) could convincingly show that by selective 

deletion of NMDA receptors in CA3 pyramidal cells, a specific deficit resembling an impairment 

in pattern completion could be induced in mice. Wills et al. (2005) showed that, if place cells 

which were remapped between two shapes (square and circle) were then presented with a set 

of intermediate shapes, the entire place cell population appeared to make a coherent, all-or-

none categorisation of these shapes as either square or circle: no intermediate firing patterns 

were seen. This result is suggestive of the hippocampus acting as an attractor network (Marr, 

1971), as well as being consistent with both pattern separation and pattern completion in the 

hippocampus, but see Leutgeb et al. (2005a). 

 

I.3.1.6 Determinants of place cell firing  

 

Geometry of environmental boundaries 

 

The first evidence that the distance to certain environmental boundaries might be an 

important factor for place cell firing came from an experiment by Muller and Kubie (1987) in 

which they recorded place cells in two visually identical cylindrical or two visually identical 

rectangular enclosures that only differed in their size. Most of the place cells that were active 

in both environments of identical shape (ca. 50% of all recorded cells) had place fields in the 
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same angular position in each enclosure but scaled up in size when recorded in the larger 

version. It is noteworthy that the scaling was not perfect since the large environment 

represented a fourfold increase in size, while place field sizes on average only increased two-

fold.  

Lƴ ŀ ǎŜƳƛƴŀƭ ǎǘǳŘȅ hΩYŜŜŦŜ ŀƴŘ .ǳǊƎŜǎǎ (1996) showed that by stretching one or two sets of 

walls of a small square to a rectangle or a large square respectively, place fields stretched 

proportionally in the direction of the environmental expansion, develop a double peak or 

cease firing. Their results showed that peak firing positions of nearly all place cells in CA1 is 

determined by a certain distance to one or more walls of the environment and/or the aspect 

ratio of the distance between two walls (a very small subset was rather fixed to the recording 

room walls). Additional evidence for the influence of environmental boundaries on place field 

position comes from a study conducted by Lever et al. (2002) showing that small shifts of the 

same box does not influence place field position, while removal of environmental walls leads 

to remapping of the majority of place cells.  

 

Sensory control of place cell firing 

 

Sensory control of place cell firing describes the fact that place fields in an environment can be 

anchored to certain sensory cues/stimuli. These can be external (to the animal) cues in the 

environment (landmarks, features of environment, etc.) or internal ones caused by the 

movement of the animal like e.g. information about self-motion (path integration). External 

cues can of course be of different sensory modalities, e.g. tactile, visual, auditory or olfactory 

cues. In general one has to be cautious when trying to understand which types of cues are the 

dominant ones for place cell anchoring, since often certain sets of sensory cues will 
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intentionally be made unreliable by the experimenter, e.g. by cleaning the floor of an 

environment in between recording trials. 

One approach used to understand the importance of the presence of certain sensory cues over 

place cell firing has been that of eliminating (e.g. through lesion) specific sensory inputs. For 

instance, what happens in the total absence of visual information? Save et al. (1998) recorded 

place cells from rats blinded shortly after birth by surgical removal of the eye balls (at P7). 

They found that place cells recorded from blind rats (once the animals reached adulthood) had 

very similar properties to the ones from sighted rats. The only observed differences to place 

cells recorded from sighted rats were a lower firing rate and a stronger reliance on tactile cues 

inside an environment. However, blinding rats very early in development might lead to a 

compensation by other sensory modalities, and thus only shows that place cell firing is 

generally not altered by a permanent absence of visual input. Hill and Best (1981) in an earlier 

study had deafened rats pharmacologically and blindfolded them, before recording place cells 

in a radial arm maze. Their results showed that place cell firing appears normal under such 

conditions, but is now tightly bound to local cues inside the maze. This shows that visual input 

is not necessary for normal place cell function in sighted rats and that place cells can 

compensate the absence of visual information by using cues of other modalities (tactile and 

olfactory) that signal a certain location in the testing environment. 

Other studies did record place cells in total darkness in untreated animals in open field 

enclosures as well as in a radial arm maze (Markus et al., 1994; Quirk et al., 1990; Save et al., 

2000). The general result is that place cell firing and place field properties are more or less 

similar to the ones recorded under light conditions, with a trend to convey less spatial 

information and to be less coherent in darkness. Interestingly, if the animal is inside the 

environment when the lights are extinguished, place fields usually keep their fields from the 

light condition (Quirk et al., 1990; Save et al., 2000), while the majority (ca. 50-60%) remap 
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when the animal is placed in the environment in the dark (Markus et al., 1994; Quirk et al., 

1990). These results demonstrate that if visual information is removed after the animals had 

already explored the environment in the light, place cells can compensate this by either using 

the remaining sensory cues inside the environment or use information about their self-motion 

to update the internal estimate of the current position. The remapping of place cells when 

animals are put into the environment in the dark highlights the general importance of visual 

cues for place cell firing.  

In a study by Save et al. (2000), the authors tried to investigate the importance of olfactory 

cues in light and dark conditions by either cleaning or not cleaning the floor of the testing 

apparatus, while the animal was inside the environment (this resulted in four conditions: 

light/cleaning, light/no cleaning, dark/cleaning and dark/no cleaning). Scrambling the olfactory 

cues in combination with an absence of visual information had a profound effect and led to 

remapping of nearly all cells, although the animal was inside the environment during the 

whole procedure. Moreover, it showed that when the same protocol was done in light 

conditions the amount of remapping was nearly equally strong, while most fields remained 

stable when the floor of the environment was not cleaned. This shows that olfactory cues can 

exert some control over the location specific firing of place cells, albeit a weaker one than 

prominent visual cues, at least over the course of a recording session during which the animal 

is not removed from the environment. The fact that local tactile and/or olfactory cues appear 

to provide much weaker control over place cell firing than visual cues can probably be 

explained by the fact that usually experimenters are deliberately trying to minimise their 

influence (by cleaning the environment in between trials or exchange certain parts of an 

environment with visually identical copies). These manipulations might result in the animals 

ignoring these unreliable stimuli for signaling a certain location.  
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Control of individual cues over place cell firing 

 

The above described studies all contained experiments where all or at least most stimuli of a 

certain modality were manipulated. These results therefore do not allow any assumptions 

about the specific control of individual stimuli over place cell firing. 

The first evidence that individual cues in an environment can indeed exert control over place 

cell firing was gathered by recording place cells in a cue-controlled environment and rotating 

the environment in parallel to the cues όhΩYŜŜŦŜ ŀƴŘ /ƻƴǿŀȅΣ мфтуύ. If the maze was rotated 

in unison with the cues (keeping their spatial relationship intact), place fields of most recorded 

units rotated correspondingly. Furthermore, this work showed that most place fields were 

anchored by a configuration of at least two cues, as removal of any two cues left nearly all 

place fields intact, while the removal of more than two cues led to strong changes in the 

locational firing of place cells. The exact cues which seemed to exert the strongest influence on 

a given unit varied from cell to cell, although visual ones seemed to generally dominate. This 

shows the hippocampus ability to re-activate spatial representations even in situations when 

only a subset of the original cue configuration is present. Only once the mismatch exceeds a 

certain threshold a new representation is formed by place cells.  

The effect of cue control by polarising sensory (esp. visual) cues has been reproduced in many 

subsequent studies with a larger cell population and better positional sampling of the 

environment (Bostock et al., 1991; Fenton et al., 2000; Hetherington and Shapiro, 1997; Muller 

ŀƴŘ YǳōƛŜΣ мфутΤ hΩYŜŜŦŜ ŀƴŘ {ǇŜŀƪƳŀƴΣ мфутύ. All these studies show that a rotation of the 

ǇƻƭŀǊƛǎƛƴƎ ŎǳŜ όΨŎǳŜ ŎŀǊŘΩύ ƛƴ ŎǳǊǘŀƛƴŜŘ ŜƴǾƛǊƻƴƳŜƴǘǎ ƛǎ ŀŎŎƻƳǇŀƴƛŜŘ ōȅ a corresponding 

rotation of place field locations. This demonstrates that place cells are able to learn about the 

ŜȄŀŎǘ ǎǇŀǘƛŀƭ ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ŀ ƭŀƴŘƳŀǊƪ όΨǾƛǎǳŀƭ ŎǳŜΩύ ŀƴŘ ŎŜǊǘŀƛƴ Ǉƻǎƛǘƛƻƴǎ ƛƴǎƛŘŜ ǘƘŜ 

environment. However, this effect depends also on the animals experience with the stability of 
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the visual landmark, as they ignore rotations of the cue card, if e.g. they saw it being moved by 

the experimenter όWŜŦŦŜǊȅ ŀƴŘ hΩYŜŜŦŜΣ мфффΤ WŜŦŦŜǊȅΣ мффуΤ WŜŦŦŜǊȅ Ŝǘ ŀƭΦΣ мффтΤ YƴƛŜǊƛƳ Ŝǘ ŀƭΦΣ 

1995; Rotenberg and Muller, 1997) which demonstrates the hippocampus ability to use only 

ƛƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ǘƘŜ ŀŎǘǳŀƭ Ǉƻǎƛǘƛƻƴ ƻŦ ǘƘŜ ŀƴƛƳŀƭ ǿƘƛŎƘ ƛǎ ΨƧǳŘƎŜŘΩ ǊŜƭƛŀōƭŜΦ 

The overall picture of cue control of place cell firing is further elucidated by experiments where 

the recording apparatus (proximal cues) and the distal cues (outside recording apparatus) are 

rotated in opposite directions or one of the cue configuration is scrambled (Renaudineau et al., 

2007; Shapiro et al., 1997; Tanila et al., 1997a). Results from such experiments indicate that 

the majority of place cells (ca. 50%) are anchored to the specific configuration between both 

cue sets, since these cells remap when a large mismatch between proximal and distal cues is 

created. The exact influence of individual cues in a specific configuration is nonetheless still an 

open question. While some researchers report no effect of the removal of individual or all of 

the distal salient cues in a familiar environment όCŜƴǘƻƴ Ŝǘ ŀƭΦΣ нлллΤ hΩYŜŜŦŜ ŀƴŘ /ƻƴǿŀȅΣ 

мфтуΤ hΩYŜefe and Speakman, 1987) others do report slight changes in the firing properties of 

individual cells after a removal of individual cues (Hetherington and Shapiro, 1997).  

 

I.3.1.7 Differences between place cells in CA3 and CA1 

 

At the single cell level firing properties between place cells recorded from CA3 and CA1 are 

very similar (Barnes et al., 1990; Leutgeb et al., 2004; Muller et al., 1987; Renaudineau et al., 

2007). In both regions principal pyramidal cells show complex spiking and the formation of 

place fields. Some different reports exist about either a higher spatial specificity in CA1 place 

cells (McNaughton et al., 1983) or those recorded from CA3 (Barnes et al., 1990; Park et al., 

2011). Nonetheless, place cells recorded from both subfields are often pooled for the 

respective data analysis in various studies across the literature (Bostock et al., 1991; 
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Renaudineau et al., 2007; Save et al., 2000; Siegel et al., 2008; Tanila et al., 1997b; Wilson et 

al., 2004). 

But, as already mentioned in the section about remapping (see section ΨRemapping of place 

cellsΩΣ ǇΦ 63) there are some stronger differences in terms of the behavior of the whole cell 

ensemble (Lee et al., 2004; Leutgeb et al., 2005b, 2004; Vazdarjanova and Guzowski, 2004), 

especially which environmental changes lead to which form of remapping (rate vs. global). An 

exact description of these differences is beyond the scope of this thesis, but the reader is 

referred to a comprehensive review on this matter by Leutgeb and Leutgeb (2007).  

 

I.3.2 Other spatially modulated cells in the hippocampo-

parahippocampal network 

 

I.3.2.1 Head direction cells 

 

IŜŀŘ ŘƛǊŜŎǘƛƻƴ ŎŜƭƭǎ όI5 ŎŜƭƭǎύ ŀǊŜ ŎŜƭƭǎ ǿƘƛŎƘ ǎǘŀǊǘ ŘƛǎŎƘŀǊƎƛƴƎ ǿƘŜƴ ŀƴ ŀƴƛƳŀƭΩǎ ƘŜŀŘ ƛǎ ŦŀŎƛƴƎ 

into a certain direction (Taube et al., 1990a) (see Figure I-6E). This so-called preferred firing 

direction is different for each cell and all possible directions are equally distributed in the cell 

population (Taube et al., 1990a). HD cells were originally described in the postsubiculum 

(Taube et al., 1990a, 1990b), but have subsequently been found in a large variety of brain 

structures. This includes different parts of the classic Papez circuit (Papez, 1937) like the 

anterior dorsal thalamic nucleus (ADN) (Taube, 1995), lateral mammillary nuclei (Stackman and 

Taube, 1998), retrosplenial cortex (Chen et al., 1994) and EC (Sargolini et al., 2006) as well as 
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other brain areas like lateral dorsal thalamus (Mizumori and Williams, 1993) or striatum 

(Wiener, 1993) (for a review see Taube (2007)). 

Functionally head direction cells are usually characterised by their directional tuning curves. 

These curves typically have a Gaussian shape and show that this cell type increases its firing 

rate approximately linear once the preferred firing direction is ŀǇǇǊƻŀŎƘŜŘ ōȅ ǘƘŜ ŀƴƛƳŀƭΩǎ 

head, while the rate is approximately zero when the animal is not facing in that direction.  

hƴŜ ƛƳǇƻǊǘŀƴǘ ŦŜŀǘǳǊŜ ƻŦ I5 ŎŜƭƭǎ ƛǎ ǘƘŀǘ ǘƘŜȅ ŀǊŜ ƴƻǘ ŀƴŎƘƻǊŜŘ ǘƻ ǘƘŜ ŜŀǊǘƘΩǎ ƳŀƎƴŜǘƛŎ ŦƛŜƭŘΣ 

but to a specific allocentric direction defined by one or several salient landmark(s) (Taube et 

al., 1990b). Hence, HD cells will have different preferred firing directions in two distinct 

environments. Furthermore, HD cells behave in a very similar fashion to place cells upon 

rotations of salient visual cues (i.e. e.g. a cue card). Just like place fields, the preferred firing 

directions of HD cells rotate with approximately equal amounts as the cue (Taube et al., 

1990b).  

There is good evidence that the rotation of place fields is under the control of head direction 

cells. First, place fields and simultaneously recorded HD cells tend to rotate in unison by similar 

amounts, when animals were disoriented (Knierim et al., 1995). And second, lesions of PoS 

result in poor cue control of HD cells in the ADN as well as in place cells, although generally 

leaving the formation of place fields largely intact (Calton et al., 2003; Goodridge and Taube, 

1997).  

 

I.3.2.2 Grid cells 

 

Since the major input to the hippocampus originates in EC, it was long hypothesised that a 

spatially modulated signal should also be present in this parahippocampal region. Quirk et al. 
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(1992) reported cells with location specific firing properties in the superficial layers of MEC 

that were vaguely resembling place cell firing, albeit with a weaker spatial tuning and 

differences in their response to environmental manipulations.  

A more systematic choice in their recording locations lead to the discovery of a novel type of 

spatially modulated cells in the caudal portions of MEC in the Moser laboratory more than ten 

years later (Fyhn et al., 2004; Hafting et al., 2005). Due to their intriguing spatially modulated 

ŦƛǊƛƴƎ ǇŀǘǘŜǊƴǎ ǘƘŜǎŜ ŎŜƭƭǎ ǿŜǊŜ ǘŜǊƳŜŘ ΨƎǊƛŘ ŎŜƭƭǎΩ (Hafting et al., 2005). In contrast to place 

cells which typically only have one firing field in normal laboratory environments, the firing 

fields of these cells tessellate an open field enclosure in repeated approximately equilateral 

triangles, forming a highly regular pattern (Hafting et al., 2005) (see Figure I-6B). Anatomically 

grid cells are thought to correspond to principal cells in MEC, that is stellate and pyramidal 

cells (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013).  

Originally grid cells were identified in layer II of MEC (Hafting et al., 2005), but they have now 

been found in all principal cell layers of MEC (Sargolini et al., 2006), as wells as in PrS and PaS 

(Boccara et al., 2010). Grid cells in layer II are typically omnidirectional, while in deeper layers 

most grid cells are directionally modulated (conjunctive cells) (Sargolini et al., 2006). 

The anatomical location in the dorsomedial-ventrolateral axis of MEC determines certain 

properties of grid cell firing. With increasing distance from the postrhinal border the spacing 

and sizes of individual grid peaks increases (Barry et al., 2007; Brun et al., 2008b; Hafting et al., 

2005; Sargolini et al., 2006), just as place cells recorded from more ventral parts of the 

hippocampus have larger firing fields than those from dorsal portions (Jung et al., 1994). 

Due to their regularly spaced firing peaks, grid cells were immediately thought to possibly 

provide the navigational system with a metric signal (Moser and Moser, 2008). However, grid 

cell firing seems not to be an absolute metric signal, at least not at all times, as recently it 
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could be shown that grid cells show a novelty-induced expansion of their scale and firing peaks 

(Barry et al., 2012a).  

Finally there are some interesting functional relations between grid cells and place cells. Global 

place cell remapping is associated with realignment of grid orientations (Barry et al., 2012a; 

Fyhn et al., 2007), while rate remapping in place cells is associated with stable grid fields (Fyhn 

et al., 2007). Moreover, some computational models predict the location specific firing of place 

cells to arise from the combined input from several grid cells (Blair et al., 2008; Solstad et al., 

2006). However, when direct input from grid cells to CA1 is abolished by lesions, location 

specific firing of place cells in CA1 persists, albeit a reduction in the quality of the spatial tuning 

is present (Brun et al., 2008a). Interestingly, if the hippocampus is inactivated by an injection 

of muscimol, the spatial tuning of grid cells degrades completely and surprisingly grid cells 

acquire a directional tuning in parallel (Bonnevie et al., 2013). 

 

I.3.2.3 Boundary vector cells and border cells 

 

Boundary vector cells (BVC) are spatially modulated cells found in the dorsal subiculum, that 

fire at a certain distance to environmental boundaries at a certain allocentric direction (Lever 

et al., 2009) (see Figure I-6C). A boundary can consist of a wall or large obstacle as well as of a 

drop on the edges of an open platform that is located above the floor. Different BVCs are 

tuned to different distances from environmental boundaries with a bias for shorter distances 

(Lever et al., 2009). One main difference to place cells is that BVCs do not remap in different 

environments, but that they are solely tuned by the above mentioned parameters, irrespective 

of shape or other cue contexts of different environments. Their firing properties (rate and 

waveform) indicate that they likely correspond to principal pyramidal cells in the subiculum 

(Lever et al., 2009). 
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BVC are a classic example of a theoretical construct that has been hypothesised before such 

cells had actually be recorded from HF in rats (Barry et al., 2006; Hartley et al., 2000). Although 

the model which describes place cell firing by a thresholded linearly summed input from 

several different BVCs is rather simple, it can quite accurately describe the change in locational 

specific firing of place cells in environments of different geometry. 

Border cells in all layers of MEC were identified and described in parallel to the discovery of 

BVCs (Solstad et al., 2008). These cells have some similarity to BVCs, but also show some 

marked differences. Border cells tend to fire along one or several walls of an environment, 

which is one of the differences to BVCs, as some units fire along all four walls of a square 

environment (see Figure I-6D). Furthermore only a very small subset seems to be tuned to fire 

at a certain distance to environmental boundaries. Most border cells have firing fields just 

adjacent to the wall(s). Another marked difference is that border cells tend to remap when all 

walls are removed and the border of the environment now is constituted by a drop. It is so far 

not clear whether border cell firing is based on inputs from BVCs, or if these two cell types are 

independent of each other.  
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I.3.3 Functional development of spatially modulated cells 

 

Only four studies have so far recorded place cells and/or head direction cells and grid cells in 

very young animals (< P50), in an attempt to assess their properties and functional 

development (Langston et al., 2010; Martin and Berthoz, 2002; Scott et al., 2011; Wills et al., 

2010). All studies recorded place cells in young rats, while head direction cells were recorded 

in three (Langston et al., 2010; Martin and Berthoz, 2002; Wills et al., 2010) and grid cells in 

two (Langston et al., 2010; Wills et al., 2010) of the studies. In general, I will focus on the 

results of the three most recent papers, as the earliest study from Martin and Berthoz (2002) 

only contains a very small sample of units (27 complex spike cells; 3 HD cells) in comparison to 

the others. The reason for this generally rather scant amount of data on this topic is due to the 

technical difficulties of conducting these kinds of experiments (esp. chronic implantation of 

recording electrodes) with young rats. 

 

I.3.3.1 Place cells in development 

 

Both Wills et al. (2010) and Langston et al. (2010) report an increase in the proportion of place 

cells in the CA1 region from their first occurrence at P16 and P28 or P35, respectively. 

This is accompanied by a steady increase in place field stability both across and within 

recording trials. For both types of correlations adult levels are reached around P31 (Langston 

et al., 2010). Wills et al. (2010) report a significant increase in the quality of the locational firing 

of place cells between P16 and P28 (measured by spatial information content). Spatial 

information (Skaggs et al., 1993) measures the information content of individual spikes and is 

ŀƴ ƛƴŘƛŎŀǘƻǊ ƻŦ Ƙƻǿ ǿŜƭƭ ǘƘŜ ŀƴƛƳŀƭǎΩ Ǉƻǎƛǘƛƻƴ Ŏŀƴ ōŜ ǇǊŜŘƛŎǘŜŘ ƻƴ ǘƘŜ ōŀǎƛǎ ƻŦ ǘƘŜ ǎǇƛƪŜǎ ŦƛǊŜŘ 
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by an individual cell. While in this study adult levels of average spatial information content per 

cell are not reached at P28, Langston et al. (2010) report similar average values to adults as 

early as P16, although there is a non-significant trend for a small increase between P16 and 

P35. This is surprising since both studies use the same method for place cell definition, the 

same smoothing algorithm for constructing firing rate maps and the same recording system.  

What is even more surprising is the fact that in the Scott et al. (2011) study a very similar 

functional development with increasing age is reported, albeit starting at a later time point 

(P23). This difference is rather difficult to explain as all three studies contain a large sample of 

complex spike units (> 300). One of the reasons for this difference might be the different 

criteria for classifying a unit as place cell. In the paper by Scott et al. (2011) an age-

independent, fixed arbitrary threshold for the coherence of the locational firing is used. 

Langston et al. (2010) and Wills et al. (2010) both use the 95th percentile of an age-matched 

null-distribution for spatial information based on spike-shuffled data. The idea here is to 

ŘƛǎǎƻŎƛŀǘŜ ǘƘŜ ǎǇƛƪŜ ǘǊŀƛƴ ŦǊƻƳ ǘƘŜ ŀƴƛƳŀƭǎΩ Ǉƻǎƛǘƛƻƴ ƛƴ ǘƘŜ ǊŜŎƻǊŘƛƴƎ ŜƴǾƛǊƻƴƳŜƴǘ ŀƴŘ ƻōǘŀƛƴ 

an objective threshold for spatial information, above which it becomes very unlikely to find 

certain spatial information scores by chance. Only data exceeding this threshold is then 

considered for further analysis. A fixed and arbitrary cutoff value (as in Scott et al. (2011)) 

might bias the data towards selecting only ǘƘŜ ΨōŜǎǘΩ ǇƭŀŎŜ ŎŜƭƭǎ ƛƴ ȅƻǳƴƎŜǊ ŀƴƛƳŀƭǎΦ ! 

threshold derived from the actual data and depending on the age of the animals might be 

more feasible as a selection criterion during a time period when place cells undergo a 

functional maturation towards adult-like levels. Moreover, Scott et al. (2011) do not smooth 

the rate maps of recorded place cells which might account for the much lower inter-trial 

stability reported in this paper (ca. r=0.3 at P30) compared to the other two studies (ca. r=0.6 

at P30). The reason for this rather protracted development of place cell firing described by 

Scott et al. (2011) remains unclear. One general caveat of Scott et al. (2011) is, that no 

recordings from adult animals were included, and thus it not possible to assess whether the 
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above mentioned methodological differences generally lead to different results even for adult 

data. Finally there is some preliminary evidence for phase precession in place cells recorded on 

a linear track as early as P17-18 (Langston et al., 2010; Wills et al., 2010).  

As a summary it seems safe to conclude that neither the stability nor the quality of the spatial 

tuning of place cells in CA1 (but see Langston et al. (2010) for a different report on the latter 

measure) is preconfigured to adult levels by P16. The time line for the functional maturation of 

place cell properties approximating adult levels between the end of the second and fourth 

week described in the two of the studies (Langston et al., 2010; Wills et al., 2010) generally 

matches well with the behavioural development of young rats (see section I.4). 

 

I.3.3.2 Head direction cells in development 

 

The data on HD cells is the most consistent across all studies which include recordings of this 

cell type in young rats (Langston et al., 2010; Wills et al., 2010). Both report significant 

proportions of head direction cells with adult-like properties from the earliest time point of 

recordings (P15 in Langston et al. (2010), P14-16 in Wills et al. (2010)).  

Neither the percentage of directionally modulated units nor the quality of the directional 

tuning and inter-trial stability of directional modulation of individual cells increases 

significantly with age. Furthermore Wills et al. (2010) report coherent rotations of head 

direction cell ensembles in two different environments as early as P16. It is noteworthy that 

head direction cells were recorded from different brain regions in the individual studies (PrS 

and PaS in Langston et al. (2010), MEC and PrS in Wills et al. (2010)) which implies that the 

neuronal network that encodes heading direction is more or less fully mature throughout the 

hippocampo-parahippocampal system by the end of the second week at P14.  
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I.3.3.3 Grid cells in development 

 

Both studies that recorded grid cells from MEC between P16-28 or P16-34 respectively 

(Langston et al., 2010; Wills et al., 2010) obtained similar results, although the respective 

authors interpret the data in different ways. Wills et al. (2010) report the first occurrence of 

adult-like grid cells around P20-21, while Langston et al. (2010) report grid cell firing as early as 

P16. However, looking at the data of both papers it becomes clear that the respective results 

are actually quite similar. The firing of putative grid cells in Langston et al. (2010) before P21 

mostly lacks the strict periodicity of adult grid cells and the authors acknowledge in their 

discussion that it is not until the end of the third week that this periodicity occurs. As far as the 

quantification of the quality of grid cell firing is concerned, both studies come to comparable 

timelines. Wills et al. (2010) report a rapid and rather abrupt increase in the percentage of grid 

cells from the whole cell population, as well as an increase in stability of grid cell firing across 

trials between P20-24, when adult levels are reached; see also Wills et al. (2012). In Langston 

et al. (2010) this development progresses until the end of the fourth/beginning of the fifth 

week and seems to be more gradual. It is noteworthy that in this study no increase in the 

proportions of grid cells is reported between P16-35, but a general significantly higher 

proportion for adult animals.  

The delayed emergence of grid cells compared to place cells challenges the view of the 

importance of grid cell input for the spatial firing of place cells (Blair et al., 2008; Solstad et al., 

2006). It rather suggests that other spatially modulated cell types in the hippocampo-

parahippocampal network like e.g. border cells (Solstad et al., 2008) or boundary vector cells 

(Lever et al., 2009) might play a role in stabilising the location specific firing of place cells in 

early development.  
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I.3.4 Summary of spatially modulated cells 

 

This section described in great detail the properties and determinants of place cell firing in the 

CA3 and CA1 area of the hippocampus of adult rats. Place cell firing correlates best with a 

certain location in physical space and is under the influence of external and internal sensory 

cues. Place cells seem to be largely configural, meaning that they only require parts of the 

original sensory input to re-activate a representation of an environment. Different 

environments are represented by the activity of different place cell ensembles. Furthermore 

the hippocampo-parahippocampal network also contains a head direction signal (HD cells in 

PoS and MEC) as well as a potential metric signal (grid cells in MEC, PrS and PaS).  

All these cell types emerge at different time points during the postnatal development, and 

show a different time course of their functional maturation. HD cells are present first (P14-15) 

and seem to be adult-like from the time point of their emergence, while place cells emerge 

slightly later and show a gradual maturation between P16-35. Grid cells only emerge around 

P21 and show a very rapid and abrupt functional maturation until P24 (see Figure I-7 for a 

schematic overview of the emergence of the different cell types). 
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Figure I-7: Schematic overview of the timeline of the functional emergence of head direction cells 

(green), place cells (blue) and grid cells (red) between P11-35. Figure indicates period from emergence 

until when approximately adult-like levels are reached. Scheme is based on results from Wills and 

colleagues (Wills et al., 2012, 2010) and Langston et al. (2010). 
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I.4 Developmental milestones 

 

The preceding chapters highlighted the postnatal functional and anatomical development of 

the hippocampal system in rats. As the experiments reported in this thesis are aimed at 

shedding light on the functional development of the neuronal systems which underlie spatial 

navigation and memory, it is also important to present a timeline of the behavioural 

development of young rats.  

Rats are altricial animals, as they are born in a rather premature state and only develop the 

adult behavioural repertoire postnatally during a prolonged period spanning several weeks. A 

broad overview of the development of the motor and sensory systems will also be provided 

here as: i) spatial navigation requires active locomotion and, ii) place cell firing is sensitive to 

the presence of environmental sensory stimuli (see section I.3.1.6). A detailed description of 

the development of the neuronal systems underlying locomotion and sensory processing are 

beyond the scope of this thesis, which is why the emphasis will be on the behavioural 

aspects/expression of these systems.  

The discussion will mainly focus on the development of hippocampal-dependent 

skills/behaviours with reference to the time points when adult-like performance is reached. 

 

I.4.1 General overview of behavioural development 

 

During the first 10 to 14 days of life, rat pups only rarely leave the nest for extended periods of 

time, and spend nearly all their time in the litter huddle (Bolles and Wood, 1964; Gerrish and 
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Alberts, 1996; Loewen et al., 2005). The main activities rat pups engage in during that time 

period are sleeping and nursing. 

A variety of social behaviours like e.g. play-fighting and social grooming (i.e. grooming of 

littermates) start to emerge during the third week (Bolles and Wood, 1964; Thiels et al., 1990).  

In terms of their consummatory behaviour rat pups first show an interest in solid food (i.e. 

typical laboratory rat chow) and water around P15-16, but they still get nursed regularly by 

their mothers until the age of weaning (Bolles and Wood, 1964; Thiels et al., 1990). Weaning is 

typically induced at P21 in laboratory rats (Bolles and Wood, 1964; Moye and Rudy, 1985; 

Schenk, 1985), which probably does not reflect the situation in wild rats as rat pups continue 

to suckle until P34 if they are kept with their mothers (Thiels et al., 1990). 

 

I.4.2 Development of motor behaviour 

 

On the day of birth the behavioural motor repertoire of rats is only poorly developed. 

Coordinated, quadrupedal locomotion is not yet present, but the animals are however capable 

of certain maternally directed orienting behaviours like turning upside down, vocalising or 

attaching to a teat, all of which tend to occur in a systematic sequence (Polan and Hofer, 1999; 

Polan et al., 2002).  

In terms of the development of locomotion two articles offer a particularly detailed qualitative 

description of when a specific set of motor skills develop, both under standardised laboratory 

testing conditions (Altman and Sudarshan, 1975) ŀƴŘ ǳƴŘŜǊ ƳƻǊŜ ΨƴŀǘǳǊŀƭΩ ŎƻƴŘƛǘƛƻƴǎ ƛƴ ǘƘŜ 

home cage (Bolles and Wood, 1964). Both studies describe the gradual emergence of adult-like 

ƭƻŎƻƳƻǘƛƻƴ ŘǳǊƛƴƎ ǘƘŜ ŦƛǊǎǘ ǘƘǊŜŜ ǿŜŜƪǎ ƻŦ ŀ ǊŀǘΩǎ ƭƛŦŜΦ 5ǳǊƛƴƎ ǘƘŜ ŦƛǊǎǘ ǿŜŜƪ ǊŜƭŀǘƛǾŜƭȅ ǎƛƳǇƭŜ 
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motor behaviours prevail. Rat pups show a righting reflex (i.e. turning around on their feet 

when placed on their back) already at P0, although the speed and level of coordinated 

movements increases with age until P10-15 when adult speed of righting (< 1 s) is reached. 

Together with the righting reflex, pivoting movements develop. These are circular body 

movements due to activity of the front limbs and parallel inactivity of the hind limbs. The first 

pattern of true locomotion that emerges is crawling, and this becomes apparent during the 

middle to end of the first week. Full, species-specific, quadrupedal walking can first be 

observed around P10, although it is often sluggish and rather a mix of walking and crawling at 

that age. Around P14 quadrupedal walking occurs frequently and by P20-21 adult patterns of 

walking are reached. Quadrupedal walking develops with a front-to-back limb pattern, 

meaning that the former develops earlier, resulting in an initial paddling-like movement 

pattern (Westerga and Gramsbergen, 1990). From my own personal observations, the 

locomotion of rat pups looks indistinguishable from that of adult rats around P19-21.  

One important point to note is that behaviours like e.g. adult-like walking can actually be 

expressed much earlier by rat pups in certain aversive conditions (like walking on a 

refrigerated surface by P4) than they occur spontaneously (Altman and Sudarshan, 1975).  
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I.4.3 Development of sensory processing 

 

Wǳǎǘ ŀǎ ǘƘŜ ƳƻǘƻǊ ǎȅǎǘŜƳΣ ǘƘŜ ǊŀǘΩǎ ǎŜƴǎƻǊȅ ǎȅǎǘŜƳǎ ŀǊŜ ǾŜǊȅ ǊǳŘƛƳŜƴǘŀǊȅ ŀǘ ōƛǊǘƘΦ CƻǊ ƛƴǎtance, 

rats are deaf, their eyelids are sealed and their whiskers are immobile when they are born. 

 

I.4.3.1 Olfaction 

 

The olfactory system is the first sensory system to emerge. Already shortly after birth (P3-5) 

rat pups can discriminate between different odours and show a preference for nest shavings 

over e.g. lemon scent (Cornwell-Jones and Sobrian, 1977). Moreover if rat pups (at P2) are 

exposed to an odour and nausea is induced by Lithium-chloride injections soon after, they 

show a clear aversion to this odour at P8. This indicates that not only can these animals detect 

the odour at P2, but they also possess the ability for associative olfactory learning very early in 

development (Rudy and Cheatle, 1977).  

 

I.4.3.2 Touch 

 

Whisking behaviour (active vibrissae movements) in rodents plays an important part in tactile 

perception (Zucker and Welker, 1969) and is involved in a variety of behaviours such as surface 

or object detection as well as social behaviours (for an extensive review see Ahl (1986)).  

Whisking in rat pups emerges in parallel with sniffing between P11-13 and its frequency and 

amplitude increases until around P28 when adult levels are reached (Landers and Zeigler, 

2006; Welker, 1964). In a recent study it was shown that contact-dependent modulation of 
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whisking shows a gradual emergence and maturation between P11 and P17, and furthermore 

that whisking behaviour develops in parallel with the motor systems (on behavioural level) 

(Grant et al., 2012). 

 

I.4.3.3 Hearing 

 

The auditory system of infant rats is not functional until at least P8-9, as this is the time point 

when cochlear microphonic potentials can be observed for the first time from the round 

window of the inner ear in response to sound stimulation (Crowley and Hepp-Raymond, 1966; 

Uziel et al., 1981). By P11-12 the first action potentials can be recorded from the 

vestibulocochlear nerve (Uziel et al., 1981). By P14 rat pups can already discriminate between 

sounds differing by only 200 Hz (Rudy and Hyson, 1984) and also their ability to learn the 

association between a sound and a sucrose reward emerges around this time point (Hyson and 

Rudy, 1984). By P17-18 young rats can differentiate between two sounds of different 

frequencies in a differential appetitive classical conditioning paradigm (Rudy and Hyson, 1984). 

 

I.4.3.4 Vision 

 

Vision is the last sensory system to emerge with the opening of the eyes usually occurring 

between P14-17 (Altman and Sudarshan, 1975; Bolles and Wood, 1964; Fagiolini et al., 1994; 

Foreman and Altaha, 1991; Moye and Rudy, 1985; Prévost et al., 2010; Routtenberg et al., 

1978). Electrophysiological recordings from primary visual cortex (V1) reveal that neurons 

already show adult-like spatiotemporal tuning functions to sinusoidal gratings approximately 

48 hours after eyelid opening (Prévost et al., 2010). However, in a more detailed study 
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reporting extracellular recordings from the binocular portion of V1 (OC1B), Fagiolini et al. 

(1994) showed that the visual system undergoes protracted maturational changes, which 

continue until P45. In their article, the authors report that the animals opened their eyes at 

P14-15 and it was not until P19 that the eye optics became totally clear. Adult-like 

responsiveness of cells in OC1B to moving and flashing visual stimuli was reached by P23, while 

by P30 adult proportions of orientation selectivity (i.e. cells that preferentially respond to a 

visual stimulus at specific rotational angles and directions of a moving stimulus) are reached. 

Particularly relevant to the results reported in this thesis are findings related to the 

development of visual acuity. Visual acuity in rat pups increases quickly between P19 and P30 

and adult levels are reached around P40-45 (Fagiolini et al., 1994).  

Moye and Rudy (1985) showed, through behavioural testing, that while P15 pups are able to 

detect a visual stimulus (flashing light) it is only at around P17-18 that they are able to learn an 

association of the stimulus with an electric shock in a classical aversive conditioning paradigm.  

 

I.4.4 Development of spatial navigation and hippocampal-

dependent behaviours 

 

I.4.4.1 Development of exploratory behaviour 

 

Rat pups typically start leaving their nest around P14-16 (Altman and Sudarshan, 1975; Bolles 

and Wood, 1964; Gerrish and Alberts, 1996; Loewen et al., 2005) and the duration of these 

excursions increases steadily with age until the end of the third week when huddles are not 

formed anymore (Loewen et al., 2005). The emergence of an exploratory motive in rat pups 
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around the mid to end of the third week is further supported by the fact that young rats start 

to show a preference for a novel side of an environment at P19 (Goodwin and Yacko, 2004). At 

P24 rat pups show a preference for a novel object in an object recognition test and by P30 

young rats have a memory of a location where they had previously encountered an object 

(Ainge and Langston, 2012). Both of these behaviours are present in adult rats (Dix and 

Aggleton, 1999; Ennaceur and Delacour, 1988) and the latter is impaired by cytotoxic 

hippocampal lesions (Mumby et al., 2002). 

 

I.4.4.2 Development of path integration 

 

Path integration or dead reckoning describes the ability of an animal to home back in a straight 

trajectory to a starting position (e.g. nest) after an excursion, taking into account only the 

distance and directions traversed during the outbound journey (Etienne and Jeffery, 2004). For 

rodents it has been conclusively shown that these animals possess this ability (Maaswinkel et 

al., 1999; Mittelstaedt and Mittelstaedt, 1982; Whishaw and Maaswinkel, 1998; Whishaw and 

Tomie, 1997) and that this ability depends to some extent on a functioning hippocampus 

(Maaswinkel et al., 1999; Whishaw and Maaswinkel, 1998).  

Rat pups, when placed on a circular platform in between their home cage and an empty cage, 

already show a pivoting orienting response towards the home cage as early as P3 and fully and 

reliably orient towards the home cage at P8 (Altman and Sudarshan, 1975). At this age they 

also can home physically to the home cage from an adjacent empty cage (Altman and 

Sudarshan, 1975). 

In terms of path integration there is good evidence that rat pups have such abilities from the 

start of nest egression, and at least over the environment used in the study (Ø 1.5 m circular 
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platform) this seems to be fully functional from P16 (due to the increasing length of the 

outward journeys it is difficult to directly compare path integration of pups at different ages) 

(Loewen et al., 2005). 

 

I.4.4.3 T-maze in development 

 

Although very simple in design the T-maze offers fairly easy assessment of hippocampal 

function, using a variety of different tasks, measuring spontaneous alternation as well 

alternation in a delayed forced choice design (Deacon and Rawlins, 2006). As the name implies, 

it consists of a T-shapŜŘ ƴŀǊǊƻǿ ŀǊƳ ƳŀȊŜ ǿƛǘƘ ǘƘŜ ǎǘŀǊǘƛƴƎ Ǉƻƛƴǘ ƭƻŎŀǘŜŘ ƛƴ ǘƘŜ ǎǘŜƳ ƻŦ ǘƘŜ Ψ¢Ω 

and two goal arms which extend from the T-junction. In a typical experiment, the animal is 

released from a start box at the bottom of the start arm and, depending on the task, one or 

both goal arms are open. By offering the animal access to both goal arms, rates of 

spontaneous alternation (unrewarded) between trials can be assessed as well as alternation 

(rewarded) in a delayed forced choice design. Here a trial consists of two runs: in the first run 

only one goal arm is open while in the second both are opened, but only entry to the 

previously unvisited arm is rewarded. By varying the delay between these two runs this allows 

an assessment of working memory function. Finally, reference memory can be tested in a T-

maze as well, by only rewarding entrance to one particular goal arm throughout the 

behavioural training. For adult rats it is well established that hippocampal lesions impair 

spontaneous alternation (Johnson et al., 1977) as well as performance on the forced choice 

version (Dudchenko et al., 2000). 

Kirkby (1967) reported a gradual increase in the average spontaneous alternation rates in a T-

maze between P20 and P80, with P20 animals performing at chance levels. Douglas et al. 

(1973) report that, on average, rat pups reach a criterion (75% alternation across 20 




