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The electronic and structural properties of Mo(100)/GaAs(100) interfaces and Mo diffusion into

GaAs are explored using first principle calculations. Our results show that the interface undergoes

substantial atomic rearrangement with respect to the bulk structures and the bilayer of the GaAs

adjacent to the interface becomes conducting. We study the n-type Schottky barrier height’s

dependence on Mo interdiffusion in the GaAs, with values ranging from �0.9 eV to �1.39 eV.

This range is caused by the diffusants acting as additional n–type doping at the surface and their

interaction with the metal-induced gap states. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4902009]

I. INTRODUCTION

Advances in the area of miniature microelectronic devi-

ces, such as nano-scale transistors, depend on the develop-

ment of technologies that can provide higher electron

mobilities and, at the same time, overcome the heat dissipa-

tion barriers in electrical contacts.1 In turn, this requires

metal-semiconductor interfaces that are Ohmic, have low re-

sistance, and compatible with the device dimensions.

Unfortunately, most metal-semiconductor interfaces form

the Schottky barriers. Approaches to minimizing Schottky

barrier height (SBH) are, therefore, of great interest.2–4

Transistors based on III-V semiconductors possess a higher

channel mobility than the traditional silicon variants and are

expected to form the basis of the next generation of transistors.5

It was recently shown6 that thin layers of III-V semiconductors

can be integrated into the existing silicon-based architecture.

However, further advances along this path are held back by

the lack of a low resistance nanoscale contact between the

source/drain and the III-V channel. Although Ohmic metal/III-V

semiconductor interfaces have been reported,3 without a detailed

characterisation of their electronic structure, the origin of the low

contact resistance remains unclear.7,8

Early studies of Mo films grown on (100) surface of

GaAs using electrodeposition,9 molecular beam epitaxy

(MBE),10 ion sputtering,11 and atomic layer deposition

(ALD)12 suggest that the Mo/GaAs interfaces show the

Schottky rectifying behavior with n–type SBH values in the

range of 0.55–0.9 eV (according to the I–V measurements)

and 0.9–1.3 eV (according to the C–V measurements)

depending on the growth conditions.11 Meyer et al. and

Batev et al. also showed that the Mo can form compounds

with the GaAs, but only if subjected to temperatures greater

than 800 K and thus, limit the temperature of their deposi-

tions to less than 800 K. These various experimental results

for the SBH show two key features, first, that the spread of

results indicates that subtle variations in growth conditions

can change the SBH and the second is that the C–V and I–V
measurement techniques present two differing values, which

has been attributed to non-uniformity at the interface, due to

the approximations used.13 More recently, it has been shown

that contacts formed by Mo metal deposited in situ using solid-

source MBE on InxGa1–xAs alloys are Ohmic and show resist-

ance as low as 0.5 6 0.3 X lm2.3 This result has been also been

reported by Kim et al.14 who report a record device perform-

ance with Mo Ohmic contacts with a resistance of 7 X lm.

Theoretical and computational modeling of interfaces is

often focused on idealized structures. At the same time, it is

well known that surface chemical reactions, together with

high substrate temperatures and non-negligible kinetic ener-

gies of impinging species typical for film deposition techni-

ques, result in intermixed interfaces.15 In the case of a metal

film grown on a semiconductor surface, migration of metal

atoms into the semiconductor can be expected.2,15

Microscopic descriptions of metal indiffusion are critical to

understanding these interfaces.13,15,16 Here, we use ab initio
simulations based on the density functional theory (DFT) to

investigate the effect of metal diffusion on our chosen exam-

ple of Mo(100)/GaAs(100) interfaces.

II. COMPUTATIONAL METHOD

Mo/GaAs interfaces were modeled using the periodic

heterostructures formed by a slab of n atomic planes of the

bulk Mo metal and a slab of m bilayers of GaAs. The major-

ity of the results presented below are obtained for the hetero-

structure with n¼ 5 and m¼ 8 (denoted as M5GA8). Both

slabs are terminated with (001) surfaces. Such heterostruc-

tures contain interfaces formed by the Ga- and As-

terminated surfaces of GaAs with Mo. The Mo slab was

rotated and translated in the plane of the interface so as its h100i
vector forms 11.4� angle with h110i vector of GaAs in order to

generate commensurate low-strain Mo/GaAs interface. In
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addition, energy changes due to the translation of the Mo and

GaAs slabs with respect to each other were found to be insignifi-

cant compared to the binding and reconstruction energies.

The calculations were carried out using the PBE

exchange-correlation functional17 and the projected aug-

mented waves method18 implemented in the Vienna ab initio
simulation program.19 A plane-wave basis set with the

500 eV energy cutoff and 5� 5� 2 Monkhorst-Pack k-grid

were used. The total energy of each system was minimized

with respect to the internal coordinates and the lattice param-

eters. The SBH was calculated following the standard

approach, which relies on referencing the relevant energies

to the local potential as described elsewhere.20,21

Furthermore, to provide further evidence as to the value of

the SBH, we also carried out calculations using the HSE0622

hybrid functional and note that the SBH does not change

with the choice of functional. While the results presented

below are obtained for the M5GA8 heterostructure, similar

properties are obtained for a range of heterostructures with

the Mo slab thickness varying between 3 and 9 atomic planes

and the GaAs slab thickness ranging from 4 to 12 bilayers.

III. RESULTS AND DISCUSSION

Fig. 1 shows the atomistic structure of the M5GA8 het-

erostructure both prior to and after relaxation. The Mo part

of the interface is little perturbed with respect to the ideal

bulk lattice. This is consistent with the high cohesive energy

of the bulk Mo: 7.03 eV per atom in our calculations and

6.84 eV according to the experimental measurements.23 In

contrast, the near-interface Ga and As atomic planes undergo

dramatic relaxation. (For comparison, the calculated and

experimentally measured24 cohesive energies of GaAs are

3.16 and 3.0 eV, respectively.)

To demonstrate the character of this relaxation better we

show the arrangement of the As and Mo atoms near the As-

terminated interface in Figs. 1(a) and 1(b) and the corre-

sponding Ga-terminated interface in (c) and (d). As a result

of the energy minimization, the As atoms in the outermost

plane displace into the bcc lattice sites continuing the tessel-

lation of the Mo lattice. The distance across the interface

between the As and Mo atoms across the interface ranges

between 2.5 and 2.8 Å. This distortion results in the As-As

distances being up to 0.9 Å smaller than the distance between

the same atoms in the bulk GaAs. Ga ions in the second

plane from the interface are also displaced and the distances

between them and the nearest As atoms are increased by up

to 0.2 Å when compared to the bulk GaAs. Similar behavior

is observed at the Ga-interface, with the Ga-Ga atom intera-

tomic distance is reduced by up to 0.7 Å. Such relaxation can

be rationalised as the “hard” Mo film inducing the strong de-

formation of the near-interface region in the “soft” GaAs lat-

tice. This suggests that the strain induced by the GaAs

substrate on the Mo film is negligible. Therefore, the Mo

growth mode is determined by the relative magnitudes of the

bulk cohesive energy and formation energies of surfaces.

Since the formation energy for Mo(100) surface is 0.21 eV/

Å2,25 Mo is expected to grow in a layer-by-layer mode,

which is consistent with experimental data.11

To calculate the formation energy of the Ga- and As-

terminated interfaces with Mo, we follow the standard proce-

dure for polar interfaces26

Ef ¼ ET � nMolMo � nGaAslGaAs 6 nAslAs; (1)

where ET is the total energy of the combined heterostructure,

nMo is the number of Mo, lMo is the chemical potential of

Mo (atomic energy of Mo in its bulk state), nGaAs is the num-

ber of GaAs pairs, and lGaAs is the chemical potential of

GaAs (the total energy of a pair of GaAs atoms in bulk). For

systems with identical terminations, nAs is the difference

between the number of As and Ga atoms. The chemical

potential of As is then calculated either from bulk As (As-

rich conditions), or from lAs¼muGaAs – lGa, where lGa is

calculated from bulk Ga and corresponds to Ga rich condi-

tions. Hence, we considered a system consisting of 3

FIG. 1. The bulk and relaxed atomic

structure at the As-terminated [(a) and

(b)] and Ga-terminated [(c) and (d)]

interface and the complete relaxed unit

cell in panel (e). The Mo/As/Ga atoms

are shown as purple/green/orange

spheres (in the order of increasing

size). In (a) and (b), we highlight the

bcc and fcc lattices.
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monolayers of Mo and 7 bilayers of GaAs with an additional

either Ga or As layer resulting in a heterostructures, where the

GaAs slab has two either As-terminated or Ga-terminated

surfaces. The calculated formation energy of the Mo/As inter-

face is 0.07 eV/Å2 in the As-rich limit and 0.09 eV/Å2 in the

Ga-rich limit. The formation energy of the Mo/Ga interface is

0.10 and 0.12 eV/Å2 for the Ga- and As-rich limits, respec-

tively. These high formation energies (compared to other

GaAs interfaces20) are a result of the GaAs atoms being sig-

nificant distorted from their bulk structure.

Bader analysis [see Fig. 2(a)] suggests that electron den-

sity is transferred from the near-interface Mo atomic plane to

the two nearest atomic planes of GaAs. As expected, in both

Ga- and As-terminated interfaces, most of the transferred

charge is associated with the Ga atoms, which provide the

dominant contribution to the bottom of the GaAs conduction

band. Due to the higher electronegativity of As, a greater

amount of charge, as calculated for the bi-layer adjacent to the

interface, is transferred across the Mo-As interface (�5:0 jej)
than across the Mo-Ga interface (�3:3 jej). As a result, the av-

erage charge on the As atoms increases from the bulk value of

�0:67 jej to �0:72 jej and �0:94 jej for the Mo-Ga and Mo-

As interfaces, respectively. Similarly, the Ga atoms become

negative as their charge changes from the bulk value of

þ0:66 jej to �0:37 jej (Mo-As) and �� 0:1 jej (Mo-Ga). As

a result of the charge transfer, the electrostatic interaction

between the near-interface As and Mo becomes stronger,

which is reflected in the larger displacements of the As atoms

towards the Mo film than the Ga. According to the theory of

metal-semiconductor interfaces (see Monch27 and references

therein), this charge transfer results in the formation of metal-

induced gap states (MIGS), which are discussed below.

The electronic density of states projected on each atomic

layer (LPDOS) is shown in Fig. 2(b). The LPDOS for the

atoms in the bilayers adjacent to the interfaces show non-

zero density of states at the Fermi energy indicating that the

near-interface region of the GaAs becomes conductive.

Moreover, the LPDOS in the GaAs part of the heterostruc-

ture near the interface is similar to that of the bulk Mo part.

This suggests that the closure of the GaAs band gap in this

region is induced by the Mo states extending into the GaAs

(the MIGS) rather than by the Mo-induced rearrangement of

the Ga and As atoms. However, a band gap appears 5.7 Å

away from the interface in the semiconductor region and it

increases with increasing distance from the Mo layer and

reaches its theoretical bulk value at 11.3 Å.

To quantify the effect of the atomic rearrangement on

the GaAs band gap, we calculated the LPDOS for the GaAs

slab alone in the atomic configuration obtained for the Mo/

GaAs heterostructure, which showed several small gaps in

the LPDOS for the surface layer, whereas the LPDOS for the

GaAs atoms in the heterostructure has no zero states. Hence,

we can state that the atomic reconfiguration of the GaAs

(compared to its ideal bulk structure) is insufficient to pro-

duce the continuous LPDOS shown in Figure 2 for the GaAs

bilayers adjacent to the interface. An additional contribution

to the LPDOS in the GaAs region comes from the MIG states

extending into the GaAs. These MIGS can be seen in Figure

2 as the continuous non-zero LPDOS for the GaAs layers ad-

jacent to the interface. The contribution of these states to the

LPDOS decreases with increasing distance from the inter-

face. However, importantly, they only appear in the presence

of the metal. The extent of the charge transfer at the interface

can be quantified using the Bader analysis of the charge den-

sity, which suggests that �6:2 jej=nm2 are transferred from

the Mo slab into the GaAs region. Hence, for the combined

Mo/GaAs structure, we can state that the lack of a band gap

in the LPDOS in the adjacent bilayers of the GaAs to the

interface is due to the MIGS, not the atomic rearrangement.

To calculate the SBH, we compare two systems consist-

ing of 5 monolayers of Mo and 6 bilayers of GaAs with an

additional either Ga or As layer resulting in heterostructures,

where the GaAs slab has two either As- or Ga-terminated

surfaces. For the Ga-terminated interface, we calculate the p-

type SBH to be 0.1 eV and for the As-terminated interface,

we find the SBH to be 0.2 eV. Thus, given the multitude of

terminations for GaAs, we expect the variation in the SBH to

0.1–0.2 eV depending on the conditions the GaAs is grown

in. From these values, the n-type SBH is implied to be

1.2–1.3 eV (using a scissoring technique21 and the bulk band

gap of GaAs (1.42 eV) at room temperature). The n-type

SBH matches with the high end of the range of values deter-

mined using the capacitance measurements by Meyer,11 who

also measured a value of 1.3 eV for their SBH. However, this

is one of a range of values reported10 and the result presented

here clearly does not account for this range.

In the main message of this paper, we focus on the effect of

the mixing of Mo into the GaAs region. We study this by add-

ing a Mo interstitial to the M5GA8 unit cell at various sites and

calculating the resulting properties such as formation energy

and Schottky barrier height. These Mo interstitials act as n-

type dopants, which change the resultant properties of the

interface. The formation energy per unit cell of the Mo intersti-

tials is defined as

Ef ¼ ET;I � EH � lMo;i; (2)

where ET,I is the total energy of the heterostructure with a

Mo interstitials in the GaAs region, EH is the total energy of

FIG. 2. (a) Bader charge analysis and (b) the layer projected density of

states. The Fermi level in panel (b) corresponds to zero eV. The purple/or-

ange/yellow/blue colours correspond to Mo/Ga/As/(Ga and As) atomic

layers as shown in Fig. 1.
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the heterostructure without the interstitial, and lMo,i is the

chemical potential of Mo (taken as the total energy of an iso-

lated Mo atom). Our calculated values for the formation

energies of the interstitial Mo atoms as a function of distance

from the interface are shown in Fig. 3(a). The formation

energy fits an exponential decline indicating that the MIGS

and the resultant charge transfer are responsible for the low-

ering of the formation energy when compared to the bulk

value of Mo interstitials in GaAs.

Our results suggest that Mo interstitials in Mo/GaAs

structures can be assigned to one of the three types. (i) Mo

atoms adjacent to the interface, (ii) Mo atoms located away

from the interface but in the region affected by the MIG

states, and (iii) Mo atoms located far from the interface.

These are shown in Figure. 3.

Type I interstitials consist of an additional Mo atom adja-

cent (i.e., within 3 Å) to the interface. These atoms are not

true interstitials, as they conform to the same bcc structure as

the Mo slab and the distorted adjacent bilayer of GaAs similar

to what is shown in Figs. 1(b) and 1(d). This positioning of

the Mo interstitial is due to the very high cohesive energy of

Mo, which makes it favourable for a Mo atom to occupy a

site corresponding to the bulk Mo lattice. These Mo will tend

to be 0.1 Å closer to As atoms than Ga atoms, but the domi-

nating geometric consideration is the continuation of the Mo

bcc structure. In addition, introducing these Mo atoms reduce

the strain in both the Mo layer and the GaAs layer by up to

1% depending on its exact location in the GaAs plane.

Analysis of the LPDOS (see Figure 3(b)) and charge

density show that Type I defects extend the reach of the

MIGS in the GaAs by an additional bilayer. The figure also

shows the interstitial’s PDOS reflects that of the metallic Mo

region, further supporting the Mo becoming a continuation

of the Mo slab.

The small variation in SBH shown in Fig. 3 for Type I

interstitials is due to the different numbers of Ga and As

atoms adjacent in the local environment of the interface. We

find that, in general, this atomic scale protrusion decreases

the n-type SBH by �0.1 eV.

By comparing the highly favorable formation energy

(�14 eV per unit cell) of these interstitials with the cohesive

energy of bulk Mo (7.0 eV per atom), we can infer that Mo

layers grown with these intrusions into the GaAs are energet-

ically far more likely than abrupt interfaces. Hence, these

interfaces are likely to include Mo protrusions in agreement

with Blank et al.2 who discuss that much larger protrusions

lead to short circuits in devices.

Type II defects are classed as Mo interstitials located

between 3 and 9 Å away and are defined by two require-

ments: (i) the interstitial Mo atoms are not directly bound to

the Mo slab and (ii) their location lies in the GaAs region in

the original system (shown in Fig. 1), where the correspond-

ing LPDOS has MIGS and no band gap.

This interstitial Mo atom occupies a site approximately

at the center of the cage in the GaAs zinc-blende structure

with a slight shift towards both the Mo slab and the adjacent

As atoms. The resulting Mo–As and Mo–Ga distances are

2.4–2.7 Å and 2.5–2.6 Å, respectively, with very little distor-

tion on the adjacent GaAs.

The LPDOS for these structures appears as a mix of

Types I and III, with the overlap between MIGS and the Mo

defect states unclear due to heavy intermixing of the two sets

of states. Examining the LPDOS for these structures reveals

that the opening of the band gap occurs much further (up to

16 Å from the interface) into the semiconductor depending

on the location of the interstitial. Bader charge analysis also

shows that these Type II Mo interstitials act as n-type dop-

ants, transferring �0:8 jej to the surrounding GaAs, mainly

the nearest As atoms and not to the Mo slab region.

The formation energy of Type II defects is lower by up

to 5 eV compared to Type III and Mo interstitials in bulk

GaAs, as seen in Fig. 3. This is due to the overlap of the

MIGS with the interstitial’s states. Comparison of these ener-

gies with those of oxygen defects28 suggests that Type II

interstitials are present at interfaces, but in reduced quantities

compared to Type I.

Type III interstitials are located at a distance greater

than 9 Å from the interface (i.e., outside the range of MIG

states induced by the Mo slab) are similar to those in the

bulk GaAs. The energies of formation of such defects are

between 0 and �2 eV with the small variation being due to

the slight variation in the cell geometry, and slight tail off of

the MIGS (due to the exponential decay). Figure 3(c) shows

the change to the LPDOS when an isolated Mo interstitial

atom is introduced into GaAs region of the supercell far

from the interface. From the figure, we can clearly identify

interstitials defect states (D–states in Fig. 3) and MIGS. The

electronic states induced by an isolated Mo defect atom

spread as far as three atomic planes away from the interstitial

site.

For Type III, interstitials show three key features: (i) the

electrons in these interstitials are localized in directional

bonds between the Mo and As atoms; (ii) the metallic states

in the Mo slab are unaffected by the Mo interstitials; and (iii)

the Mo atom donates 0:8 jej to the surrounding system, with

FIG. 3. (a) Calculated values for the formation energy and n-type Schottky

barrier height as a function of position of the Mo interstitial, (b) and (c) the

LPDOS of the Mo/GaAs interface, with MIGS and interstitials defect states

(D) highlighted. The Mo/Ga/As atomic planes are shown in purple/orange/

green with the Mo interstitial shown overlaid in blue.
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the majority being donated to the local GaAs and up to

0:1 jej is transferred to the Mo slab.

The Mo interstitial atom is located closer to the As

(2.5 Å) than the Ga atoms (2.6 Å) slightly distorting the local

structure. This distortion is smaller than observed in Type I

and Type II cases. Compared to GaAs bulk, the tetrahedral

structure surrounding the interstitial is slightly distorted

causing the Ga-As-Ga bond angle to increase to 115� on av-

erage and decrease the As-Ga-As bond to less than 108�.
Figure 3(a) shows the SBH for the Mo(100)/GaAs(100)

system as a function of distance between the Mo slab and the

Mo interstitial. The interstitials act as n-type dopants, which

result in the Fermi level moving towards the conduction

band. Type I interstitials are in effect part of the Mo slab,

and as such, the SBH shift is minimal. Type II interstitials lie

in the region of the MIGS, which provide additional charge

to the region and effectively mask the n-type doping. This

effect reduces the SBH slightly. Finally, Type III acts as

pure n-type dopants, which result in an increase in the Fermi

energy when compared to the ideal case and hence a

decreased SBH. These results show that the discrepancy and

range of results for Mo/GaAs SBH reported previously is

due to the migration of Mo interstitials into the GaAs, which

is dependent on growth directions. This is in clear agreement

with the hypothesis of Coskun et al., who suggest that inter-

mixing and non-abrupt contacts cause the variation in experi-

mental SBH data.13

IV. CONCLUSION

The electronic properties of the Mo(100)/GaAs(100)

interface have been explored using ab initio simulations. We

find due to the strong interaction at the interface that the

local configuration of Ga and As atoms is considerably dif-

ferent from their bulk structure. We believe this to be due to

the strong interaction of the Mo slab with the adjacent GaAs

atoms. We have also explored the effect of Mo interstitials in

the GaAs region on the properties of Mo/GaAs interfaces.

The low energies of formation for these interstitials suggest

mean that abrupt interfaces are very unlikely and that protru-

sions of the Mo into the GaAs can be expected. The low for-

mation energy of these protrusions is due to the very high

cohesive energy of the Mo atoms when compared to the

GaAs. These interstitials both reduce lattice strain and also

decrease the n-type SBH due to the additional n-type doping

they introduce into the GaAs region. As such, the Mo inter-

stitials change the SBH by up to 0.4 eV providing strong evi-

dence to the cause in the range of reported results in the

literature for different samples. Finally, our results show that

metal/semiconductor contacts modelled as for abrupt interfa-

ces will not produce accurate results for the electronic prop-

erties, as intermixing and doping effects will significantly

change these. Hence for the further development of metal/

semiconductor contacts and their modelling, the diffusion of

the metal into the semiconductor is critical to understanding

the SBH and hence the resultant device properties.
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