
Lessons learned: from dye-sensitized solar cells to
all-solid-state hybrid devices
Pablo Docampo1, Stefan Guldin2, Tomas Leijtens3, Nakita K. Noel3, Ullrich Steiner4? & Henry
J. Snaith3?

The field of solution processed photovoltaic cells is currently in its second spring. The dye-sensitized solar cell
has been a widely studied and longstanding candidate for future energy generation. Recently, inorganic absorber-
based devices have reached new record efficiencies, with the benefits of all solid-state devices. In this rapidly
changing environment, this review sheds light on recent developments in all-solid-state solar cells in terms of
electrode architecture, alternative sensitisers and hole-transporting materials. These concepts are of general
applicability to many next generation device platforms.

Introduction
Modern society is facing ever growing concerns over cli-
mate change caused by the combustion of fossil fuels. [1–3]
Of the available renewable and clean energy sources, so-
lar energy is the most abundant. In fact, coverage of less
than 0.4% of the world’s surface area would be sufficient
to meet the world’s energy needs, assuming 15% solar en-
ergy conversion efficiency. It is therefore no surprise that
there has been a recent surge in the development of pho-
tovoltaic technologies. [4]

Photovoltaic devices based on crystalline, inorganic
semiconductors have reached impressive power conver-
sion efficiencies of over 28% in single junction, and 37%
in multi-junction device architectures under full sun il-
lumination. [5] However, this class of photovoltaics suf-
fers from its high production and energy costs, which re-
sult in long financial and energy payback times. [6–9] This
has fostered the development of solution processable solar
cells, [10–13] which benefit from low-cost materials, cheap,
high throughput manufacturing methods such as reel-to-
reel printing, and low energy expenditure. [14]

The dye-sensitized solar cell (DSSC) has been a long-
standing candidate to fulfill this long list of requirements.
For the solid-state version (ssDSSC), power conversion
efficiencies of over 20% have been predicted, [15] while
utilizing low-cost materials, [16] low temperature process-
ing (<150◦C ) and reel-to-reel fabrication methods. [17,18]
However, despite numerous improvements of the elec-
tron transporting anode, the light absorbing dye sensi-
tizers, and the hole transporting materials, the ssDSSC
has fallen short of its potential. The best performing ss-
DSSC remains at 7% power conversion efficiency. [19] Very
recently, inorganic absorber-based sensitized architectures
have reached new record conversion efficiencies of up to
15%. [20] In this dynamically developing field, this review
sheds light on recent developments in all-solid-state solar
cells, discussing in particular the electrode architecture, al-
ternative sensitizers and hole-transporting materials that
are of general applicability to many next generation device
platforms.

We will focus this discussion on understanding which
components of the traditional ssDSSC limit device perfor-
mance, revise what has been done to address these issues,
and discuss why the recent development of perovskite sen-
sitized solar cells appears to overcome these hurdles. We
will pinpoint the key areas for future developments in both
efficiency and stability of all solid-state hybrid devices.
Conclusions are applicable to a variety of next generation
device platforms, may they be comprised of similar mate-
rials or have similar device architectures.

DSSC and ssDSSC limitations
The absorption of light followed by the generation and
transport of charge carriers to the electrodes are the prin-
cipal functions of any photovoltaic cell. In conventional p-
n junction-based photovoltaic devices these tasks are car-
ried out by the same material, an inorganic semiconductor.
The working principle of DSSCs is fundamentally different
and takes inspiration from photosynthesis. [21] Light ab-
sorption and charge generation occur separately in specif-
ically designed device components. The light harvesting
complex is a photoactive dye molecule which is anchored
to the surface of a wide band-gap semiconductor oxide
and surrounded by a redox medium. Upon absorption of
light, incident photons stimulate the dye molecule to form
an excited state. With appropriate energy-level alignment
of the components, charge separation occurs at the inter-
face to the electron and hole conducting materials. Elec-
trons are injected into the conduction band of an inorganic
semiconductor and transported to the electrode. Regen-
eration of the oxidized dye takes place via an electron-
donor species, typically an iodine (3I−/I−3 )-based liquid
electrolyte. Initial work dates back as early as 1887 when
James Moser showed the extension of the absorption spec-
trum of a photoelectrochemical cell by the sensitization
with a light-absorbing dye molecule. [22] But it wasn’t un-
til the 1960’s and 70’s that the first working photovoltaic
devices based on dye-sensitization of wide bandgap semi-
conductors were constructed. [23–25] Yet, the acceptance of
DSSCs as a promising photovoltaic concept only arose
from the seminal work of O’Regan and Grätzel who in-
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troduced a novel electrode architecture in the form of a
mesoporous TiO2 film with a 780-fold increase in surface
area, which led to substantially increased dye-loading and
a rise in conversion efficiency of incident photons to elec-
trons by several orders of magnitude. [26] The strategy of
sintering nanometre-sized TiO2 particles to form an elec-
tron conducting random network with an extremely large
surface area is widely used today and is a central part of
a typical device architecture, shown in Figure 1.

Like any single-junction photovoltaic cell, conventional
DSSCs obey the Shockley–Queisser limit for the power
conversion of the sun’s black body radiation, shown in
Figure 1b. Accordingly, the ideal excitation energy ∆E
should lie around 1.1 eV (λ≥1125 nm), which would result
in a power conversion efficiency of 33.7% for full conver-
sion of the dye excitation energy into electrical energy. [27]
These values are far from present experimental realiza-
tion. Historically, the ruthenium-based photosensitizers
N3 (1991 [28]), N719 (1999 [29]) and the black dye N749
(2001 [30]) were milestones in dye synthesis and enabled
power conversion efficiency records of 10.0%, [28] 10.6% [31]

and 11.1% [32], respectively. Recently, a shift from iodine
to cobalt-based electrolytes together with the development
of organic donor-π-acceptor porphyrin dyes enabled the
benchmark to increase to 12.3%. [33]
The performance of DSSCs is largely determined by the

energy level alignment between the individual components
as well as the underlying kinetics of the charge separation
and charge transfer processes. Figure 1c shows an energy
level diagram of a conventional liquid electrolyte DSSC
with the underlying reaction kinetics. The fundamental
processes include:

1. Photo-excitation of the dye [34]
2. Electron injection into the metal oxide [35,36]
3. Electron transport to the working electrode [37]
4. Regeneration of the oxidized dye by electron transfer

from donor species [38,39]
5. Hole transport to the electrode [40]
6. Reduction of the oxidized donor [41]

and the competing charge recombination processes:

7. Excited state decay of the dye [34]
8. Regeneration of the oxidized dye by back transfer of

TiO2 injected electrons [42]
9. Recombination of injected electrons with acceptor

species in the redox medium [43,44]

DSSCs are a promising photovoltaic concept for a num-
ber of reasons. Unlike conventional p-n junction solar cells,
where electron-hole pairs are generated in the bulk and
then need to diffuse to the p-n interface in order to be
extracted, charge generation in DSSCs only takes place
at the materials interface. As a consequence the demand
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Figure 1 |Key device characteristics of dye-sensitized
solar cells a) Schematic of a conventional device architec-
ture. Nanometre-sized TiO2 particles form an electron con-
ducting random network with high surface area. A mono-
layer of light-absorbing dye molecules is chemisorbed onto
the TiO2 and surrounded by an electrolyte. Upon photoexci-
tation of the dye, electrons are injected into the TiO2, while
the oxidised dye is regenerated by the electron-donating re-
dox medium, which is subsequently reduced at the counter
electrode. b) Current-voltage (J −V ) characteristics of a
conventional DSSC under illumination. c) Energy level dia-
gram of a conventional liquid electrolyte DSSC. The energy
levels E are given with respect to a normal hydrogen elec-
trode (NHE). d) Schematic of an idealized molecular hetero-
junction device where recombination only occurs via radiative
pathways.

on material purity is much lower, which implies that pro-
cessing under vacuum, ultra high temperature or clean-
room classification is generally not necessary. [45] Recent
advances in the synthesis of organic dyes have eliminated
the need for the rare ruthenium-based sensitizers, which
means that all device components are now abundant and
promise significantly lower processing costs than existing
technologies. [33,46] The variety of colors and transparen-
cies distinguishes DSSCs from other photovoltaic concepts
and makes them ideally suited for integrated architecture
and building design. [47,48]

Nevertheless and despite enormous research efforts, high
performance DSSCs with ηmax = 12.3% lag behind other
technologies and fall short of their theoretically attainable
efficiency. [15,33] When consolidating efficiency parameters
and experimental results presented in Figure 1 several key
points for further efficiency enhancement are evident:
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1. Loss in fill factor: Although most efficient DSSCs
exhibit near unity charge collection efficiencies at
short circuit condition, devices operate less efficiently
when approaching open circuit. Part of this prob-
lem may be easily explained by series resistance aris-
ing from the solar cell components [39,40,49] and re-
combination losses. [50–53] Additional losses arise from
dark current processes at the interface between the
metal oxide and the hole transporting material, which
are present even in devices exhibiting close to unity
charge collection efficiencies at maximum power con-
ditions. [54,55] We will explore recent developments in
photoanode design to address these issues in Section
1.

2. Loss in potential: Intrinsic losses in DSSCs arise
from the overpotential requirements that are needed
to drive the multitude of charge carrier transfer pro-
cesses, as illustrated in Figure 1c. In a conven-
tional iodine-based redox couple, the total overpoten-
tial may be as high as 600-700 mV. In order to mini-
mize this loss, several solutions have been put forward
employing either alternative redox couples [33,56–69] or
solid-state hole transporting materials (HTMs) [70–80].
Since comprehensive reviews about alternative redox
electrolytes can be found elsewhere [66–69], we will fo-
cus on challenges and opportunities that arise from
the use of solid-state HTMs in Section 2.

3. Loss in absorption/photocurrent: The IPCE can
reach values of up to 80-90% in high efficiency de-
vices, but only in a limited spectral range. [81] The de-
velopment of dyes which have higher extinction coef-
ficients and a more panchromatic absorption is there-
fore essential, but challenged by a potential cost in
the open-circuit voltage. [82] Additionally, light cap-
ture may be enhanced significantly by the addition
of scattering layers, [32,81] one-dimensional or three-
dimensional photonic crystals [83–85], or plasmonic el-
ements. [86–88] It remains a handicap that DSSCs only
achieve good performance when a monolayer of sensi-
tizer is deposited. [89,90] As a consequence, the meso-
porous photoanode needs to be relatively thick, which
leads to charge transport and recombination related
losses. Increasing device thickness also leads to en-
hanced losses due to parasitic absorption from the
doped HTMs in solid state DSSCs, as discussed in sec-
tion 2. Section 3 explores how alternative inorganic
sensitizers can somewhat circumvent these problems.

1 Towards an ideal electrode architecture
Several requirements concerning the morphology of the
electron-conducting photoanode are apparent when study-
ing the operating principle of DSSCs. Since photons are
only absorbed at the n-dye-p interface, the photoanode
needs to exhibit an extremely large surface to multiply

the available area for dye anchoring. Even for modern
dyes with high extinction coefficients, the photosensitive
interfacial area has to be a hundred- to a thousand-fold
greater than that of a flat film. Upon excitation and elec-
tron injection, the oxidized dye requires prompt reduc-
tion by a surrounding regenerating mediator. The pores
of the electron-conducting network therefore need to be
large enough to allow ion diffusion for a solution-based
electrolyte or pore infiltration by a solid-state hole conduc-
tor. Furthermore, the porous network has to offer direct
percolation paths for the extraction of charges. Thus, an
idealized photoanode morphology should be mesoporous
(i.e. exhibit porosity on the 10 nm length scale), bicontin-
uous and offer sufficiently high charge carrier transport.

The efficiency leap in the seminal work of O’Regan and
Grätzel in 1991 was mainly due to a novel photoanode
structure which sufficiently fulfilled these requirements -
a mesoporous network generated by the random sintering
of 20 nm-sized TiO2 particles. Although random in pore
size and morphological order, this electrode structure is
still the gold standard in today’s devices and a fundamen-
tal component in all record-breaking DSSCs. [32,33] How-
ever, several drawbacks arise from the random sintering
of nanoparticles to form a mesoporous network, namely
poor charge transport [91], a lack of control over the pore
size distribution [92] and network geometry, [93] as well as a
high density of sub-bandgap states which introduce broad
energetic disorder. [94] The electron mobility typically de-
creases by several orders of magnitude from a value of
µ ∼ 10 cm2/Vs for single crystal anatase [95] to around
µ∼10−1−10−5 cm2V−1s−1 in nanoparticle films. [91,96–98]
Alternative materials DSSC photoanodes are

ZnO [99–101] or SnO2. [102,103] Core shell strategies were
proposed to combine high charge carrier mobilities with
low recombination rates. [102–105] However, while the bulk
mobility of SnO2 of around 200 cm2V−1s−1 is significantly
higher than that of TiO2, electron transport dynamics
have proven to be rather similar in these two materials for
comparable morphologies and crystallinities. [97,106–108]

A further drawback of the standard nanoparticle
network for new generation DSSCs is the lack of control
over the pore size distribution. [92] Cobalt complexes are
bulky and therefore need well-defined percolation paths
with sufficiently large pores to avoid mass transport
limitations to the counterelectrode. [33,109] For solid-state
DSSCs, a heterogeneous pore size distribution may reduce
pore filling when infiltrating the viscous materials. [110,111]

Alternative electrode architectures for DSSCs have been
intensely studied in recent years. The motivation for
this was mostly the control of the electrode morphology,
the improvement of light management, the enhancement
of charge carrier transport or the facilitation of solid-
state HTM infiltration. We refer to reviews on elec-
trode architectures [112,113] and photonic aspects for a full
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overview. [85,114]
An active area of research is focussed on the develop-

ment of 1D structures, such as TiO2 nanorods or nan-
otubes. In principle these structures should exhibit greatly
enhanced charge carrier transport properties as the per-
colation path is 1D and therefore rather direct (Figure
2a-c). [115] Advances in the electrochemical anodization of
titanium have led to the fabrication of up to ∼ 20 µm long
TiO2 nanotubes. [116] Unfortunately, these 1D arrays suffer
from a greatly reduced surface area per unit volume due
to their collapse and lack of nanoporosity associated with
the roughness of nanometre-sized crystals. Efforts were
therefore drawn towards the fabrication of hierarchical
structures which are typically tree-like. Ideally these con-
sist of a highly conductive one-dimensional backbone that
branches out into a network of feeding pathways, thus en-
hancing charge transport and maintaining a high enough
surface area. Hierarchical assemblies have been realized by
pulsed laser ablation [117–119] (Figure 2d) or hydrothermal
growth, which was initially shown for ZnO [120] and more
recently in various TiO2 -based architectures. [121,122].
Molecular self-assembly may offer the highest degree

of 3D structure control on the 10 nm length scale. One
example are block copolymers (BCPs), which can self-
assemble into highly ordered, bicontinuous film morpholo-

gies on the 10-nm length scale and allow morphology
replication by inorganic materials. Accessible film mor-
phologies include assemblies such as interdigitated cylin-
drical arrays or the bicontinuous gyroid, which exhibits
a 3D network of monodisperse pores where all channels
and struts are fully interconnected. [123,124] A freestand-
ing TiO2 gyroid network is shown in Figure 2e, which was
fabricated by electrochemical deposition of TiO2 into one
selectively degraded phase of a block copolymer film. [125]
Another example is the co-assembly of inorganic mate-
rials by BCPs. [126] Here, the TiO2 precursor material is
directly mixed with the BCP solution and during solvent
evaporation structure of the inorganic components is di-
rected by BCP self-assembly due to selective complexa-
tion with one of the copolymer blocks. Control over pore
size, porosity and charge transport properties has led to
a number of promising studies, particularly in solid-state
DSSCs. [127,128] A variety of other soft matter systems has
also been used for structure control in TiO2 photoanodes,
including the assembly of colloidal spheres [129,130] or the
M13 virus. [131] An intriguing concept is the structuring
of the underlying transparent conducting oxide electrode
which allows radial charge carrier collection and therefore
a greatly reduced electron percolation path. [132,133]
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Figure 2 |Novel electrode architectures for DSSCs. a) Top-view of ∼ 20 µm long TiO2 nanotubes, grown by elec-
trochemical anodisation of titanium. b) Top-view of a 3D fibrous network of crystalline TiO2 nanowires synthesised by
hydrothermal growth. c) Multilayer array of TiO2 coated ZnO nano wires. d) Cross-sectional view of an array of hierar-
chical, tree-like TiO2 nanostructures generated by pulsed lased deposition. e) Cross-sectional view of TiO2 resembling the
bicontinuous gyroid morphology generated by electrochemical deposition of TiO2 into a sacrificial block-copolymer template.
f) 3D photoanode by colloidal assembly and multilayer atomic layer deposition. a) Adapted by permission from Macmillan Publishers
Ltd: Nature Materials [116], copyright 2009. b) Adapted with permission from [115]. Copyright 2010 American Chemical Society. c) Adapted with
permission from [134]. Copyright 2012 American Chemical Society. d) Adapted with permission from [117]. Copyright 2010 American Chemical
Society. e) Adapted with permission from [125]. Copyright 2009 American Chemical Society. f) Adapted with permission from [133]. Copyright
2011 American Chemical Society.
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Despite many promising studies that all reported rela-
tive improvements compared to a reference, maximum effi-
ciency devices still incorporate the standard nanoparticle-
based electrode. Many architectures indeed outperform
the nanoparticle-based electrode on single aspects, such
as charge transport properties, pore accessibility or light
scattering. [115,124,131,133] Yet, combining a high surface
area with improved charge carrier transport and efficient
light harvesting in a highly efficiency device remains a
challenge.
Overcoming electronic disorder. Here, we draw the
attention to an aspect of electrode design which is often
overlooked, the control of electronic disorder. While re-
searchers have developed tools to generate near-optimum
morphological order, controlling the actual electron path-
ways does not necessarily follow from the mesoscale ar-
rangement of TiO2 . Even so-called 1D features such as
TiO2 tubes and wires are often polycrystalline, with path-
ways that are much larger than the electron scattering
length. [135–137]

Historically, the poor electronic properties of a random
nanoparticle network were not a major limiting factor due
to the slow recombination kinetics of the iodine-based re-
dox couple. [138] Yet, one of the main recent trends the
reduction of the loss in potential and the improvement of
device efficiency by moving from a two-electron to a one-
electron regeneration process, which have resulted in new
record efficiencies in liquid-electrolyte [33] and solid-state
DSSCs. [19] However, due to faster recombination kinetics
in one-electron redox systems, the poor electron transport
properties of nanoparticle-based films deteriorate pho-
tocurrent, fill factor, and photovoltage through low charge
collection efficiencies, fast interfacial recombination and
high internal resistance. [94,109] In fact, charge transport
in DSSCs appears to be “electron-limited” at short-circuit,
meaning that the transport of electrons through the meso-
porous TiO2 is slower than the transport of holes through
the hole-transporting medium. [40,98,139,140]

In comparison to a single-crystal model system where
only optical phonon scattering and lattice defects limit
the mean free path of propagating electrons, [141] a number
of factors slow down electron diffusion in polycrystalline
networks. These include charge traps located at the grain
boundaries between the crystals, their surfaces and in the
bulk. These lead to the formation of an exponentially de-
creasing tail of sub-band gap states below the conduction
band edge. [52,142] It is widely agreed that electron trans-
port in such mesoporous networks is consistent with a mul-
tiple trapping model, where generated electrons mostly
populate localized states below the conduction band and
only diffuse towards the electrode in iterative cycles of
thermal detrapping and trapping. [52,53,142–144]

The crystal size was recently shown to have a profound
effect on charge transport properties and performance of
solid state devices. [137,145,146] In order to isolate the role
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Figure 3 |Nanocrystal assembly within a mesoporous
TiO2 network. High-resolution transmission electron mi-
croscopy images and corresponding schematic of BCP-
directed assemblies crystallized at a,b) 450◦C and c,d)
650◦C , respectively. Scale bars represent 10 nm. White
dotted lines visualize the individual crystallites. e) Crystal-
lite size as a function of calcination temperature. f) Pho-
tocurrent decay vs. charge density for photoanodes that were
crystallized at a range of temperatures. a-d) Adapted with per-
mission from [145]. Copyright 2011 Royal Society of Chemistry. e,f)
Adapted with permission from [146]. 2013 American Chemical Society.

of the mean crystallite size on the electrode performance,
BCP generated photoanodes with a similar surface areas
and morphologies but widely varying crystal sizes were ex-
amined. [145,146] The main results are reprinted in Figure 3,
where the charge transport lifetime is shown to be heavily
influenced by the crystal size of the mesoporous titania,
although no significant change to the density of trap states
exists. In a related study on single crystal nanowires, it
was shown that transport can be improved in such a way
that the system can become hole limited even at short
circuit conditions, emphasizing the limitations due to the
polycrystalline nature of the mesoporous oxide. [137] No-
tably, a decoupling of transport and recombination dy-
namics was observed. Charge transport dynamics were
limited by the HTM, while recombination dynamics re-
mained unchanged when single-crystalline nanowires were
used. [137,146] This result is particularly important since
for transport-limited recombination, any improvement in
charge diffusion would result in a corresponding increase
in recombination. [147] The fact that this is not the case
in ssDSSCs implies that there is much scope to improve
device performance by increasing the charge transport in
the photoanode.

The ideal photoanode therefore is a single-crystalline
structure with a tunable and accessible network of pores
and a high surface area. The highest electron trans-
port rates are expected in systems that consist of single-
crystalline wires [148,149] or quasi-single crystallites that
are formed through the oriented attachment of crystalline
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fragments. [115,150,151] Single-crystalline nanowires can be
grown hydrothermally off titanium foils in the preferred
anatase crystal structure, [152] with improved dye-loading
by optional nanorod branches. [153]

The extension of this approach towards full 3D con-
trol of crystal growth in controlled geometries has recently
been demonstrated with the synthesis of mesoporous sin-
gle crystals of anatase TiO2 with crystal sizes ranging from
a few hundred nm to 3 µm and independently tunable
pore sizes varying from 20 to 250 nm. [17] The combina-
tion of mesoporosity and single crystallinity was enabled
by seeded nucleation and growth inside a mesoporous tem-
plate. [154] Thin films of mesoporous single crystal assem-
blies exhibit “nanowire-like” transport while maintaining
a sufficiently high surface area for dye adsorption, shown
in Figure 4 . An important technological benefit of this
approach is that mesoporous single crystal assemblies do
not require thermal sintering to ensure good electrical con-
nectivity in the photoanode. This was recently demon-
strated by the complete fabrication of a solid-state ssDSSC
device below 150 ◦C with a power conversion efficiency
of over 3%. [17] Apart from promising efficiency improve-
ments, low temperature processing greatly simplifies man-
ufacture, enables a broad choice of substrates including
plastic foils for low cost flexible solar cells, [155] and will
enable multiple junction fabrication.

2 Hole transporting materials
A fundamental constraint imposed by the use of the
iodine-based redox shuttles is the overpotential that is
required to drive the redox reaction (i.e. 3I−↔ I−3 ) and
likewise for the cobalt system. [15] Even in the light of
proposed strategies to minimize overpotential losses as-
sociated with the 2-step hole regeneration process, [49,138]
these solar cells unavoidably suffer a loss in photovoltage,
significantly limiting the maximally attainable perfor-
mance well below the Schockley-Queisser limit. [15] In an
effort to overcome these limitations, polypyrrole-based
solid-state hole transporting materials (HTMs) were
introduced by Yanigida and coworkers. [70] Shortly after,
Bach and Grätzel developed the now common form of
ssDSSCs using a small molecule based HTM that can be
infiltrated into the porous TiO2 anode. [71] This HTM is
a triphenylamine based molecule termed spiro-OMeTAD
(2, 2′, 7, 7′-tetrakis(N,N′-di-p-methoxyphenylamine)-9, 9′-
spirobifluorene), and while several alternatives have
been proposed [72–80], spiro-OMeTAD still remains the
most widely used and best performing solid-state hole
transporting material.

Table 1 provides a list of the highest performance
HTMs, both small molecule and polymer-based, along
with relevant properties that are addressed below. For
more in depth discussion of the various HTMs employed
in ssDSSCs, the reader is referred to several comprehensive
reviews. [76,156–158] The use of these HTMs has increased
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Figure 4 |Mesoporous single crystals of anatase TiO2
a) Single-crystal replication of the mesoporous template ex-
tending to b) µm-sized domains. c) Transmission electron
micrograph and d) corresponding Laue pattern of a single-
crystalline building block e)Mobility dependence on photoin-
duced charge density for MSC and nanoparticle films. Adapted
with permission from [17]. Copyright 2013 Macmillan Publishers Ltd:
Nature.

the photovoltages to over 900mV in traditional dye sensi-
tized solar cells, along with respectable power conversion
efficiencies of up to 7.2% . [19]

This power conversion efficiency, while high, is a long
way from the theoretical performance of 20% . [15] The
ssDSSC is largely limited by the fact that the optimized
device thickness is only 2 µm, which is significantly thinner
than the optical depth of the composite. The origin of
this limitation is still much debated, and will be addressed
below. Nevertheless, this imposes limits to the choice of
dyes that can be used to efficiently harvest light since they
must exhibit very high absorption coefficients. [15,19,94,161]
We have explored in the previous section the effects of the
mesoporous photoanode in the performance of the device,
and have shown that, by utilizing systems consisting of
extended crystallites, electron transport limitations can be
effectively eliminated from the devices. [17,137] We therefore
focus on the effects, challenges and limitations arising from
the use of HTMs in this section.
Pore filling Insufficient infiltration of the mesoporous
TiO2 with the solid-state HTM has widely been assumed
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Table 1 |Summary of the relevant properties and structure of some of the most highly performing solid-state hole
transporters used in sDSSCs.

molecular class HOMO Level Mobility Record PCE Notes
(eV) (cm2s−1) (%)

Spiro-OMeTAD small molecule -4.9 1-50×10−5 7.2 [19] Absorbs when doped
P3HT polymer -4.8 1×10−3 3.2 [159] Competes for lights absorption

PCPDTBT polymer -5.3 10−4-10−2 1.4 [78] Competes for lights absorption
PEDOT polymer -5.2 >0.1 6.8 [160] Highly doped and conductive
AS44 small molecule -4.8 1×10−5 2.9 [75] Highly soluble, melt processable

Triarylamines var. -5.3 -4.0 1-10×10−5 2.0 [72] Tunable, melt processable
MeO-TPD small molecule -5.1 1×10−3 4.9 [80] Requires 30 minutes of light soaking

Spiro-OMeTAD

PCPDTBT

P3HT

PEDOT

AS44

Triarylamine unit

MeO-PTD

to cause the thickness limitations in ssDSSCs, result-
ing in poor diffusion lengths or light harvesting capa-
bilities of the dye sensitizers. [72,75,110,162,163] The pore-
filling mechanism in ssDSSCs has been the intense fo-
cus of a number of research groups. Several strate-
gies to quantitatively evaluate of pore-filling were re-
cently developed, including photoinduced absorption spec-
troscopy, [164] analysis by electron microscopy, [162], a com-
bination of X-ray photoelectron and UV-vis absorption
spectroscopy [111,163] and white light interferometry. [165]
For a standard nanoparticle-based electrode, a pore fill-
ing fraction of no more than 60% has been found to en-
able optimum performance. [111,163,165] This is now readily
achieved for mesoporous films with thicknesses of up to
5 µm, suggesting that other factors limit the device thick-
ness, including poor charge transport in the metal oxide
and other aspects of the HTM that are discussed below.

Infiltration is more challenging for high molecular
weight polymeric HTMs, which exhibit pore filling frac-
tions as low as 8% when following standard deposition

protocols. [74] In order to improve this pore filling frac-
tion, in situ polymerization of the monomers has been
employed with a satisfactory outcome. [156,166,167] Alter-
natively, pre-coating of the mesoporous metal oxide with
bis(trifluoromethane)sulfonimide lithium salt (LiTFSI)
and tert-butylpyridine (tbp) has been found to facilitate
sufficient infiltration. [74] Although the pore filling fraction
for polymers is much lower than the small molecules, they
are advantaged by their ability to form a good charge
[percolation network, even at low pore filling fractions. [74]

The Importance of Hole Mobility and p-Doping
in HTMs. Since the introduction of the first ssDSSCs
based on spiro-OMeTAD, there has been some debate
about the importance of doping and charge transport in
HTMs. Some have claimed that in optimized solar cells,
performance is limited by the low (10−5-10−3) hole mo-
bility in the HTM. [71,168] It was proposed that such a low
mobility limits the charge diffusion length and hence pho-
tocurrent in solar cells. [67,140,169] As a result, a great deal
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of research effort has focused on the development of high
mobility HTMs (>10−3 cm2V−1s−1). [72,80,159,167,170]
Some notable examples include in-situ polymer-
ized poly[3,4-ethylenedioxythiophene] (PEDOT),
poly[3-hexylthiophene] (P3HT) or poly[2,6-(4,4-bis-(2-
ethylhexyl)-4H -cyclopenta [2,1-b;3,4-bâĂš ]dithiophene)-
alt-4,7(2,1,3-benzothiadiazole)] PCPDTBT. [74,78,160,167]
While power conversion efficiencies over 6% were achieved,
the performance of devices incorporating these HTMs
was in part limited by light absorption in the polymer
and low electron transfer into TiO2

[78,112,159,171–173] even
after TiO2 surface modification, resulting in an overall
reduction in photocurrent. [78,174,175] Special care must
be taken when measuring the performance of ssDSSCs
incorporating these materials, since if the cells are not
masked properly, the actual area from which charges
are collected can be up to twice as large as the area
covered by the metal cathode, resulting in a tremendous
overestimation of device performance. [176]
Despite research efforts towards high mobility HTMs,

the “low mobility” spiro-OMeTAD has remained the gold
standard in ssDSSCs. [19] Indeed, by varying the molec-
ular structure and associated hole mobilities of a range
of HTMs, Kroeze et al. demonstrated that the hole mo-
bility of the HTM has little effect on the short cir-
cuit photocurrent of the solar cells when the widely em-
ployed tbp and Li-TFSI additives were used. [72] Snaith
et al. compared the conductivities of spiro-OMeTAD and
TiO2 in dye sensitized solar cells in-situ, which suggests
that the hole conduction in an operational dye sensitized
solar cell is significantly faster than electron conduction
through the TiO2 . [139] The conclusion of these studies,
and of others successfully employing relatively low mo-
bility HTMs, [75,80] was that the hole mobility of spiro-
OMeTAD does not limit the charge diffusion length and
hence device performance.

The concept that either the hole or electron transport
limiti device performance of dye sensitized solar cells may
however be overly simplistic. Fabregat-Santiago et al. have
found that while electron transport limits charge diffusion
at low potentials, hole transport limits charge transport
in ssDSSCs at high charge densities typically found at for-
ward bias. [169] This result was recently confirmed by the
use of Transient Mobility Spectroscopy (TMS), determin-
ing the charge density dependence of mobility and conduc-
tivity for both TiO2 and hole transporter (see Fig. 5). [98]
The cross over region where hole conductivity limits the
solar cell only occurs when spiro-OMeTAD is doped with
Li-TFSI.

The presence of Li cations has several effects on ss-
DSSC performance. On the one hand, they greatly in-
crease the conductivity of spiro-OMeTAD and polymeric
HTMs such as P3HT and PCPDTBT (Fig. 5 and Fig.
6) via a catalyzed oxidative process. [74,98,177–181] On the
other hand, they influence the surface states and potential

Cross-

over

a

b

Figure 5 |Description of hole transport in the solid-state
DSSCs. a) The hole transport resistance (extracted from
impedance spectroscopy) of liquid, ionic liquid, and spiro-
OMeTAD based HTMs in ssDSSCs are plotted as function
of potential. b) Conductivity of TiO2 (black open squares),
doped (light grey open circles) and undoped (grey solid cir-
cles) spiro-OMeTAD, doped (light grey open triangles) and
undoped (grey closed triangles) P3HT as a function of photo-
induced charge density. The data in (b) is derived from TMS
measurements of solar cell devices, demonstrating the cross-
over point of electron to hole-limited charge conduction. a)
Reprinted with permission from [169]. Copyright 2009 American Chemi-
cal Society. b) Adapted with permission from [98]. Copyright 2013 Wiley

of the TiO2 , manipulate dye injection, electron transport
and recombination rates and affect dye absorption spec-
tra. [177,179,182–184] These parameters are also influenced by
the presence of tbp and the relative amount of these ad-
ditives seems to determine the overall balance of these
effects. [177,183] Their interplay is complex and optimizing
one parameter (for example HTM conductivity to maxi-
mize fill factors) generally results in the deterioration of
another parameter (for example the open circuit voltage).
Thus, devices incorporating only tbp and LiTFSI result in
a suboptimal mixture that minimizes the overall losses.

Chemical oxidants such as N(PhBr)3SbCl6 [71] or Tris(2-
(1H -pyrazol-1-yl)pyridine)cobalt(III) [19,185] and protonic
acid induced p-doping of the HTM [186] may be used to in-
dependently tune the HTM conductivity without affecting
the TiO2 /dye interaction. This results in a clear path to
device optimization and indeed, the current state-of-the-
art ssDSSC includes a mixture of LiTFSI and chemical
doping to achieve a power conversion efficiency of 7.2%. [19]
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With this understanding of the HTM requirements for
high performance dye sensitized solar cells, it becomes
clear why it has been difficult to find HTMs that out-
perform spiro-OMeTAD. Its HOMO level is exactly right
for the optimized balance between hole transfer yield and
open circuit voltage, [187] it allows facile and stable oxygen
induced doping in the presence of LiTFSI or other chemi-
cal oxidants and is exhibits good pore infiltration. HTMs
that most closely rival the performance of spiro-OMeTAD
are very similar in structure, HOMO level, oxidation
potential, and ability to fill the pores of mesoporous TiO2.

Parasitic Absorption and Losses in Thick ssDSSCs.
While p-doping via oxidation of the HTMs is essential for
optimized hole transport, it leads to another problem -
parasitic absorption. Singly and doubly oxidized spiro-
OMeTAD shows a strong absorption band around 500
nm and a weaker one around 700 nm (Fig. 6a). [179–181]
The extinction coefficients of these absorption bands have
been quantified to be around 30,000 and 6,700 M−1cm−1

respectively. [164] The oxidized HTM therefore competes
with the dye for light absorption. [98] This is particularly
relevant for low extinction coefficient sensitizers, such as
the widely used Z907 and N719 dyes. [188–190] As shown in
Figure 6b,c, there is a tradeoff between hole conduction
and the parasitic absorption of the oxidized HTM, both
of which increase with doping density. This may be one
of the reasons why thicker (5-7 µm) ssDSSCs currently do
not generate high photocurrents.

Increasing the active layer thickness to maximize light
harvesting has been one of the primary paradigms in
ssDSSC research. It was initially believed that such
thick devices can not be realized due to pore-filling
limitations as discussed above. [75,162,163] Past attempts in
preparing thick ssDSSCs showed that the doping level of
LiTFSI has to be further increased to minimize the series
resistance. [75] This leads to a shift of the TiO2 surface
potential and thus to a reduction in VOC due to Li-TFSI
being employed as the dopant.. Furthermore, the increase
in parasitic absorption seems to prevent the expected
scaling of the photocurrent with device thickness. We
quantify the trade-off between improved conductivity, i.e.
reduced series resistance in the solar cell and light lost
due to parasitic absorption at 510 and 700 nm here in
Fig. 6c. Another study has shown that series resistances
below ≈ 5 − 10Ωcm2 are essential to keeping resistive
power losses below 10%. [179] It is therefore evident that
new materials are required to improve light harvesting
in ssDSSCs. One route is to develop transparent HTMs
with higher intrinsic mobilities, thus requiring lower
doping levels. An alternative route is the development of
sensitizers with high extinction coefficients that do not
require the preparation of thick active layers, as discussed
in the following section.
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Figure 6 |Absorption losses in doped spiro-OMeTAD-
bassed DSSCs. a) Effect of Li-TFSI doping on conductiv-
ity and ultraviolett-visible (UV-vis) light absorption of spiro-
OMeTAD at. b) Calculated hole conductivity and series re-
sistance due to hole transport in 2.5 um (dotted blue line)
and 6 um (solid blue line) thick ssDSSCs. c) Loss of pho-
tocurrent in Z907-sensitized sDSSCs by parasitic absoprtion
for 2.5 and 6 um thick active layers. With increasing dop-
ing level leading to a reduction in estimated series resistance,
the photocurrent decreases dramatically, particularly for the
thick sDSSC. A mobility of 10−4 cm2 V−1 s−1 was assumed
for these calculations, while optical parameters were obtained
from the literature. Note that a series resistance of less than
8 ohms cm−2 is required for high fill factors and efficiencies.
a) Reprinted with permission from [179]. Copyright 2013 Royal Society
of Chemistry

3 Alternative sensitisers
One of the main disadvantages of light-absorbing dyes
in solid-state devices is that optimal performance is only
achieved when a monolayer of dye is adsorbed onto the
surface of the mesoporous oxide, [89,90] creating the chal-
lenge to balance a sufficiently high enough anode surface
area with fast charge transport across the metal oxide
crystals. As discussed above, an increase the thickness
of the mesoporous layer does however not deliver the de-
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sired increase in current. The obvious solution to this co-
nundrum is the use of absorber materials that have high
molar extinction coefficients and perform effectively when
more than a monolayer is deposited. The ability of a ma-
terial to meet these requirements plays a crucial role in
increasing the efficiency of solid-state devices to match,
and even surpass the efficiency of their liquid counterparts.
This search has led researchers to closely investigate inor-
ganic absorber materials, and more recently, a family of
organometal halide perovskites.

The semiconductor-sensitized solar cell (SSSC) is a
model example and can be subdivided into two ma-
jor classes: the extremely thin absorber (ETA) solar
cell [191,192] and the quantum dot sensitised solar cell
(QDSSC). [193] These types of solar cells typically utilize
inorganic semiconducting materials as the light absorber
layer. Inorganic materials have many attractive features
such as high molar extinction coefficients, [194] high intrin-
sic carrier mobilities, [195] large intrinsic dipole moments
and the opportunity to tune the band gap of the ab-
sorber by exploiting quantum size effects or compositional
tuning. [196,197] Additionally, inorganic absorbers have in-
creased thermodynamic and optically stability compared
to organic or metal-organic dyes. In the light of such a
plethora of advantages, [198–200] it is no surprise that the
replacement of organic dyes by inorganic semiconductors
has been widely studied. [196,201–204]
One of the most crucial factors in achieving satisfac-

tory device performance in SSSCs is obtaining a near
complete, uniform coverage of the mesoporous photoan-
ode. [205] This has been achieved through chemical bath
deposition (CBD) [199,200,206–208] and successive ionic layer
adsorption and reaction (SILAR). [209,210] Increasing the
thickness of the absorber layer in QDSSCs leads however
to an increase in charge carrier recombination. [211] In the
family of solution-processable ETA solar cells, one of the
most promising absorbers is Sb2S3 with reported conver-
sion efficiencies of up to 6.3%. [199] In QDSSCs, the very
short lifetime of the charge carriers in the material poses
a major problem for efficient device operation, resulting
in a large degree of recombination within the absorber
layer. [212]
The solution to this problem is the utilization of a ma-

terial which absorbs strongly in most of the visible re-
gion and has long charge carrier lifetimes. Such a mate-
rial has recently been found in the family of organometal
halide perovskites. The methylammonium lead trihalides
emerged as an excellent absorber material for ETA so-
lar cells, showing long charge carrier lifetimes [213,214] as
well as strong absorption over most of the visible spec-
trum. [215] The fascinating properties of this material also
seem to negate the need for a seperate electron conduct-
ing material since it was shown to be a very efficient elec-
tron transporter. [215–218] This allowed the fabrication of
ETA solar cells that use inert scaffolds such as alumina

and zirconia, reaching efficiencies of up to 10.9%. [215,219]
This type of device is most commonly known as the meso-
superstructured solar cell (MSSC). Its operating principles
are shown in Figure 7.

This class of perovskite can be deposited in a variety
of ways, the most common of which are spin coating and
dip coating. Recently, using the dip coating method on
mesoporous TiO2 , Burschka et al. have reported devices
with 15% power conversion efficiency for a perovskite-
sensitized hybrid solar cell that otherwise resembles the
traditional ssDSSC device architecture. [20] Going beyond
MSSCs, perovskite solar cells have also been shown to
function in a planar heterojunction, achieving a maximum
conversion efficiency of 15.4%. [213,217,218,220]

It is important to note that the highly reactive na-
ture of the liquid electrolytes precludes the possibility of
their application with the more sensitive inorganic ab-
sorbers. Corrosion or complete dissolution of the absorber
layer has been reported. [203,206,221–224] Although the ETA
and QDSSC approaches yield high efficiencies, it appears
that for the best solution processed semiconductors, a
mesoporous architecture is not necessary. [198,217,220,225,226]
Hence we expect much more future activity on solution
processed thin film planar heterojunction solar cells.

4 Stability
We have so far discussed the performance of DSSCs, ss-
DSSCs and all-solid-state hybrid solar cells. Yet, it will
ultimately be their stability, i.e. their lifetime under oper-
ation that will determine whether these device platforms
are just interesting photovoltaic concepts or viable tech-
nologies. Solar cell stability is a measure of whether a
given technology can withstand long-term exposure to the
conditions relevant to solar cell use, such as high illu-
mination, temperature or humidity. Here, we will sepa-
rately address the stability issues for the three main de-
vice components: sensitizer, mesoporous anode and hole
transporter.

Note that the conditions under which the long term
stability of a solar cell is tested are extremely important
and it is imperative to clearly specify the precise test-
ing protocol. Factors such as ultraviolet light (UV) expo-
sure, type of encapsulation, and continuous versus inter-
mittent solar irradiation are often not clearly described,
even though they can have profound effects on the ap-
parent stability of solar cells employing solid-state hole
transporters. [19,215,227–229] UV cut-off filters are often em-
ployed, but the exact nature of the effect of UV light on
solar cell stability is not yet well understood. [19,215,227–229]
Sensitizer stability In order to achieve sufficient stabil-
ity to withstand 25 years under illumination, sensitizers
must be able to complete over 108 turnovers before
decomposing. [230,231] This is in principle realistic for
ruthenium-based dyes, as determined by spectroscopic
studies, [231] although there is some debate over whether
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Figure 7 | . a) Schematic illustrating the charge transfer
and charge transport in a perovskite-sensitized TiO2solar cell
(left) and a noninjecting Al2O3-based solar cell (right); a rep-
resentation of the energy landscape is shown below, with elec-
trons shown as solid circles and holes as open circles. b) Cur-
rent density-voltage characteristics under simulated AM1.5
100 mW cm−2 illumination for Al2O3-based cells, one cell
exhibiting high efficiency (red solid trace with crosses) and
one exhibiting VOC > 1.1 V (red dashed line with crosses);
for a perovskite-sensitized TiO2 solar cell (black trace with
circles); and for a planar-junction diode with structure FTO
/ compact TiO2 / CH3NH3PbI2Cl / spiro-OMeTAD / Ag
(purple trace with squares). Adapted with permission from [215].
Copyright 2012 American Association for the Advancement of Science.

these results hold under real operating conditions for
commonly used Ru-based sensitizers. [232,233] We point
out that apparent dye stability is a result of ultrafast
electron injection that out-competes degradation mecha-
nisms. [230–232] To achieve such fast electron transfer, the
excited state energy of the sensitizer must lie significantly
above the TiO2 acceptor states, but this comes at the
cost of a loss in potential. Ideally, new generation dyes
should have lower excited state levels while at the same
time exhibiting longer excited state lifetimes, allowing
efficient charge generation. [15] The stability of these dyes
will however have to be carefully tested to ensure that
the injection still out-competes degradation. [231]

Mesoporous photoanode stability The sensitivity of
mesoporous TiO2 to UV exposure has recently been iden-
tified as the initial cause for instability of ssDSSCs. [234]
TiO2 nanoparticles possess surface defects (oxygen vacan-

cies) that are known to interact with both water and
oxygen in the atmosphere. [235–238] They give rise of elec-
tronic defect states that are located 0.7 - 1 eV below the
TiO2 conduction band, depending on the chemistry of the
crystal surface. [238–242] Molecular oxygen from the atmo-
sphere pacifies these trap sites by binding to the Ti3+

sites. [237,238,242] However, when encapsulated under nitro-
gen, UV illumination removes the pacifying oxygen, result-
ing in rapid device degradation (Figure 8). [234] Encapsu-
lated UV exposed solar cells therefore suffer from the for-
mation of a great number of deep trap sites,enabling a sig-
nificant loss pathway through recombination with holes in
the HTM. [19,142,179,243,244] We point out that this degrada-
tion process is reversible upon exposure of the solar cells to
air in the dark, demonstrating that no permanent chemical
change takes place in any of the solar cell components. [234]
This presents a conundrum, as the organic dyes and

HTMs used in ssDSSCs are unstable in the presence of
oxygen and moisture. [215,227,245–247] While it is possible
to employ a UV filter to cut-out wavelengths below ap-
proximately 420 nm, as has been done in previous reports
of long term ssDSSC stability, [19,20] this is expensive and
results in a loss in current arising from light absorption
in this spectral range. Very recently, chemical bath depo-
sition of alumina [248] was shown to very efficiently pacify
oxygen vacancies and enhance the lifetimes of sealed de-
vices. Interstitial substitution of Ti adjacent to oxygen
defect sites with Al permanently pacifies these defects, sig-
nificantly enhancing the lifetime of sealed devices.

DSSCs employing liquid electrolytes do not show such
a high sensitivity to UV-light exposure. [249,250] This is
likely to be due to acetonitrile (the solvent commonly
used for the electrolyte) pacifying deep trap sites itself.
UPS studies demonstrated that the availability of these
states is strongly diminished in the presence of acetoni-
trile. [239,240] 4-tert-butylpyridine, a common additive in
both solid and liquid state dye sensitized solar cells, has
also been demonstrated to pacify deep oxygen vacancy
sites. [251] It appears that these additives can bind to the
defect sites, pacifying them in a simlar way as molecular
oxygen, thus preventing the losses described above.
Another path to overcoming this light-induced instability
is the surface manipulation of the mesoporous TiO2 anode
to prevent, suppress or stably pacify the deep vacancy
sites.

Hole transporting material stability Triiodide based
electrolytes have been shown to photobleach under pro-
longed ultraviolet light exposure, hindering long term sta-
bility. [46,249] These issues are thoroughly addressed in re-
views by Kroon et al. [46] and Hinsch et al. [249] and have
been largely resolved by the introduction of low volatility
solvents such as valeronitrile, and MgI2 additives which
prevent the photobleaching of the redox couple. Stable
solar cell performance was observed under operating con-
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ditions for over 1000 hours, while stable photocurrents
were observed for 10,000 hours by choosing hydrophobic
dyes, excluding water from the electrolyte. [46,249] Solvent-
free dye sensitized solar cells based on eutectic melts
such as 1-propyl-3-methylimidazolium Iodide, 1-ethyl-3-
methylimidazolium iodide, 1,3-dimethylimidazolium io-
dide, and mixtures of these, have also been introduced
to circumvent these issues, reaching remarkable PCEs of
over 7%. [252,253] These cells display vastly improved long
term stability (Figure 8a) over 1000 hours under 1 sun
illumination at 60 ◦C. We note that DSSCs employing
these alternative electrolyte compositions exhibit signif-
icantly lower performances than current state-of-the-art
DSSCs. The newer high performance cobalt-based redox
couples [33] still have to demonstrtate long-term stability,
with recent tests a stability duration of 100 hours under
constant illumination at room temperature. [254]
ssDSSCs were initially introduced to remove the leakage

and corrosion that intrinsic to the liquid electrolyte-based
devices. While all-solid-state hybrid devices have shown
substantial improvements in cell performance, with 7.2%
for a dye-sensitized system [19] and 15% for a perovskite-
sensitized devices [20], surprisingly few studies have been
published on their long term stability. [19,227–229,255] The
main degradation of the HTMs used in ssDSSCs similar
to organic photovoltaic devices, [256–260] is probably the
oxidation of the hole transporter after prolonged expo-
sure to air. [74,98,177–181] The same may also apply to the
dyes, since pore filling of the HTM is usually not com-
plete [111,163,165] and oxygen can hence interact with the
excited dyes. [256–260] As a result, proper encapsulation is
absolutely critical for the long term stability of ssDSSCs.
A dilemma arises from the fact that conventional ssDSSCs
benefit from oxygen-induced p-doping of the HTM as de-
scribed in section 2. [74,98,177–181] While the oxidation prod-
ucts are stable on short term, there is a lack of studies on
long-term stability of this doping mechanism when the so-
lar cells are exposed to light and increased temperatures in
the absence of oxygen. Furthermore, the lithium-induced
reaction does not reach completion, and atmospheric con-
ditions are likely to affect the degree to which the HTM
is oxidized. [74,98,177–181] Long-term stability is therefore
another motivation for the further development of non-
reversible chemical doping. Another stability concern are
morphological changes in the HTM upon long exposure
to both light and high temperatures. The most common
HTMs have been shown to be amorphous, [71] yet crys-
tallization of the HTM inside the pores could affect the
contact to the dye as well as hole transport.

Burschka et al. have published stability data of both
dye sensitized solar cells and perovskite sensitized solar
cells. [19,20,228] The standard ssDSSCs, cobalt-doped and
encapsulated in a nitrogen filled glovebox, maintained
80% of their initial power conversion efficiency after 40
days under AM 1.5 100mW cm−2 solar illumination,

a

b

Figure 8 | Stability of ss DSSCs. Comparison of devices
employing a) a stable ionic liquid “gel” PMII electrolyte and
b) ssDSSCs using spiro-OMeTAD as the HTM under full AM
1.5G sun illumination. In b), the red open squares correspond
to solar cells that were encapsulated with epoxy in a nitrogen-
filled glovebox, the black solid squares to similar encapsulated
cells under a < 420 cut-off UV filter, and the open blue circles
correspond to non-encapsulated cells tested under ambient
conditions. a, b) Adapted with permission from . Copyright .

when a UV cut-off filter (< 420 nm) was used. [19] More
recently, they have demonstrated that the performance
of perovskite sensitized TiO2 - based solar cells remains
at 80% of the initial value under approximately 100 mW
cm−2 of white LED light at 40◦C , again in the absence
of any UV light (< 420 nm). [20] However, even without a
UV component to the light source, a shunt in the current
voltage curve was emerging after 1000 hours exposure
to light. [20] Other studies have also demonstrated that
achieving long term stability in ssDSSCs is far from
straightforward, and indeed, exposure to UV light must
be avoided. [19,215,227–229] In the light of the atmospheric
sensitivity of these devices, the encapsulation and
measurement procedures should be described in detail.
Clearly significant effort is required to suitably stabilize
the ssDSSCs based on mesoporous TiO2. [234]

5 Future directions for solution-processed all-
solid-state devices

Sensitized solar cells are very promising candidates for low
cost solar energy generation and represent an extremely
rich research platform for investigating optoelectronic pro-
cesses in organic, inorganic and hybrid semiconductor ma-
terials. In this review we have identified 3 critical aspects
that need to be addressed in order to achieve competitive
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power conversion efficiencies and long-term stability:

1. Reduce fill factor losses
2. Reduce losses in potential
3. Reduce light absorption losses

The first limitation arises in part from the series re-
sistance of the DSSC components, from the recombina-
tion of electrons in the substrate with vacancies in the
donor species and from charge carrier recombination are
the mesoporous metal oxide/HTM interface. As pointed
out by Zhu and coworkers, [54] it is not enough to achieve
near-unity charge collection efficiencies at working condi-
tions. Recombination losses must be minimized or trans-
port must be maximized in order to improve the fill factor
of the solar cell. We have shown that conventional ap-
proaches to intricately control the morphology of the pho-
toanodes in order to improve transport properties (e.g.
block-copoylmer-assisted templating, hierarchical assem-
blies or anodized nanotubes) do not necessarily lead to
higher performing devices. Electronic disorder appears to
be the root cause of the charge transport limitations, and
indeed open-circuit limitations in the mesoporous oxide,
which can be minimized by employing extended crystalline
systems, [137] such as nanowires. [146] An ideal photoanode
should combine a favorable morphology for dye adsorption
with a minimization of electronic disorder. In other words,
such a photoanode should have a single crystalline struc-
ture, exhibiting a tunable and accessible network of pores
and a high surface area. Mesoporous single crystals have
recently been demonstrated, and provide an exciting new
route towards further technological improvements. Once
the charge transport in the anode is accelerated, the de-
vices will be limited by hole transport, which in solid state
DSSCs is determined by the doping level, as discussed in
Section 2. [74,98,177–181] This is already relevant in the cur-
rent generation of devices at the high charge densities close
to open circuit conditions, demonstrating that both elec-
tron and hole transport should be accelerated to improve
the device fill factors.

The second limitation can be reduced to a large extent
by replacing the iodine redox couple with a 1-electron
regeneration system, either an alternative redox couple
or a solid-state hole transporter. To date, the perfor-
mance of solid-state devices lags behind compared to liq-
uid electrolyte DSSCs when dye sensitizers are used. The
main limitation in these devices arises from thickness con-
straints due to the combination of parasitic absorption and
poor charge transport. Unfortunately, these issues are in-
tertwined: in order to reduce series resistance losses, the
hole transporter must be oxidized to achieve high conduc-
tivities; but oxidized hole transporters exhibit absorption
bands that overlap with dye absorption, thus reducing the
overall light absorption in the films. It is therefore evident
that new materials are required in order to improve light

harvesting in ssDSSCs. One route is the development of
transparent HTMs with higher intrinsic mobilities, thus
requiring lower doping levels. It is important to note that
the inorganic absorber approach has proven to not require
to mesoporous n-type metal oxide, making it less relevant
for solid state sensitized solar cells.

The third limitation is a convolution of the previous
two. DSSCs are fundamentally handicapped by the re-
quirement of the use of a monolayer of the sensitizer
covering the mesoporous metal oxide in order to achieve
maximum performance. [89,90] As a consequence, the meso-
porous photoanode needs to be thick in the order to max-
imize light absorption. Thick films however results have
increasingly large losses due to dark current processes.
Thus, optimized devices walk the fine line between max-
imizing light absorption in the thinnest possible layer. A
very promising approach incorporates inorganic absorbers
which bypass the problem altogether as they function ef-
ficiently even when more than a monolayer is deposited in
the mesoporous structure. Solid-state hybrid solar cells in-
corporating organometallic absorbers have taken this con-
cept to the next level, promising to achieve power conver-
sion efficiencies that rival the very best established thin
film technologies. Further improvements in contact op-
timization are expected to yield devices exceeding 20%
power conversion efficiencies in the near future.

While relatively promising results have been obtained
in DSSCs employing liquid and ionic-liquid electrolytes,
the stability of the solid-state DSSCs is far from proven.
This is important because the solid state DSSC is consid-
ered to be a more promising technology regarding both
stability and theoretically attainable efficiency. However,
these solar cells appear to suffer from a rapid deteriora-
tion in performance when encapsulated and exposed to
UV light. [234] Overcoming ultraviolet light instability of
sensitized TiO2 is an important aspect that still needs to
be explored. Upon removal of the UV component of the
solar spectrum, however, has shown some good stability
during 1000 hr light soaking experiments. [19,20] Still, sig-
nificant research efforts will be required to understand the
stability of the organic HTMs and mesoporous n-type ox-
ide scaffolds under UV light for this technology to be ready
for commercialization.

To conclude, the solid-state dye sensitized solar cell,
through the extremely thin absorber approach, has lead
to the birth of a new photovolatic technology based on
organometal halide perovskite absorbers. However, there
remains significant scope for colorful semitransparent dye-
sensitized solar cells based on organic and metal complex
sensitizers for a broad range of applications. There also re-
mains much scope for further fundamental studies of pho-
toinduced charge generation at hybrid interfaces.
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