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Abstract

Feed-forward inhibitory circuits are common building blocks in the mammalian
brain and lead to excitatory input also activating inhibitory input to a common
postsynaptic neuron. Such circuits are important for regulating neuronal
excitability and timing of activity in the brain. In this thesis | have explored the
mechanisms and consequences of feed-forward inhibition in the rat cerebellar

cortex, which is known to be involved in coordination and timing of movement.

Voltage clamp recordings from Purkinje cells in cerebellar slices exhibit a
biphasic current waveform in response to stimulation of parallel fibres,
consisting of an excitatory postsynaptic current (EPSC) followed by an inhibitory
postsynaptic current (IPSC). The latency difference between the two
components — only 1.4 ms — and the complete block of the biphasic response
by glutamate receptor antagonists confirmed the second component as feed-
forward inhibition (FFI). The rapid onset of FFI shortens EPSPs, which
enhances spike precision and limits summation of independent inputs. Next, |
showed that the latency of FFI does not change with distance along active
parallel fibres. This suggests that desynchronisation of action potentials
travelling along the parallel fibres is insufficient to cause feed-forward inhibition
to arrive ahead of excitation, a theory previously used to explain the observed
lack of ‘beams’ of active Purkinje cells along the paraliel fibres. Instead, it is
argued that this may result from spatial or temporal spread of activity in the

granule cell layer leading to early arrival of inhibition.

Both excitation and inhibition in Purkinje cells are subject to plastic changes
induced by climbing fibre activation. In a feed-forward network, what is the net
effect of this plasticity on the output of the cerebellar cortex? First | showed that
both inhibition and excitation undergo long-term depression (LTD) to a similar
extent when paired with climbing fibre input. This plasticity was reflected in
corresponding changes in Purkinje cell spike output triggered by independent
inhibitory and excitatory inputs: parallel fibre LTD reduced, and LTD of inhibition
increased the number of spikes evoked by the respective inputs. To examine

the net effect of simultaneous plasticity of inhibition and excitation on Purkinje



cell output with a feed-forward input, | simulated synaptic inputs with dynamic
clamp and systematically changed the ratio of excitation and inhibition as well
as the amplitude of both components. Depressing both components as
observed when pairing the isolated components with the climbing fibre, reduced
spike output for feed-forward inputs with small inhibitory components, while for
inputs with stronger inhibition the spike output increased. Finally, | showed that
pauses after spike bursts evoked by strong parallel fibre inputs in the absence
of inhibition scaled with input strength. A classical climbing fibre LTD protocol
reduced these pauses, which thus encode information stored by synaptic
plasticity for downstream neurons. These findings are discussed in the context
of classical theories of cerebellar learning, which are concluded to require

revision or refinement.
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1 Introduction 7

"There are known knowns. There are things we know that we know. There are
known unknowns. That is to say, there are things that we now know we don't
know. But there are also unknown unknowns. There are things that we do not
know we don't know.”
Donald Rumsfeld

1 Introduction

Since Holmes’ early work examining shrapnel victims of World War | (Holmes,
1939) it has been known that the cerebellum is crucial for motor control. While
movements are possible despite cerebellar damage, cerebellar function is
necessary for smooth, temporally and spatially precise movements. The
cerebellum is thought to control the timing of muscle activation necessary for

smooth movements and is also responsible learning new motor tasks.

The cerebellum consists of a cortex and the deep cerebellar nuclei in its center.
The only output of the cortex are the axons of Purkinje cells, which target the
deep cerebellar nuclei, which in turn form the output of the cerebellum. Purkinje
cells receive inhibitory input from interneurons, which strongly influence spiking
in Purkinje cells. | show that these interneurons are part of a microcircuit, in
which inhibition from interneurons is activated by parallel fibres, the same fibres
that also provide Purkinje cell excitation. This thesis is focused on this
microcircuit and its influence on Purkinje cell spiking, as well as changes of the

microcircuit introduced by synaptic plasticity, the cellular correlate for learning.

Here | will introduce inhibitory synaptic transmission and the common building
blocks in which inhibition is found, namely feedback and feed-forward inhibitory
microcircuits. This is followed by an introduction to the cerebellar circuitry, and
the different forms of synaptic plasticity of Purkinje cell inputs linked to motor

learning in the cerebellum.
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1.1 Inhibition

Chemical synaptic transmission is mediated by neurotransmitters released from
presynaptic boutons. The maijority of receptors for those neurotransmitters are
located on the postsynaptic side of the synapse and are part of ion channels,
which transiently open in response to activation of the receptor. These ligand-
gated channels are selectively permeant to one or several ions. Whether the
synaptic current resulting from channel opening hyperpolarizes or depolarizes
the postsynaptic cell depends on the relative permeability to different ion
species, the reversal potential of the permeant ions and the membrane potential
of the cell. Glutamate receptors that are also activated by a-amino-3-hydroxy-5-
methylisoxazoleproprionic acid (AMPA) are cation specific and have reversal
potentials around 0 mV. Application of agonist therefore brings the cell closer to
0 mV. Since the threshold for action potential generation is more negative,
activation of these channels promotes action potential firing and AMPA
receptors (AMPARSs), their agonists and synapses containing AMPARs are

called excitatory.

That some connections between cells reduce excitation and therefore are
inhibitory was already recognized before electrical correlates for neural activity
were known (Sherrington, 1906). Fast synaptic inhibition is mediated by two
neurotransmitters, glycine and y-aminobutyric acid (GABA). The receptor-
channel complexes for glycine and GABA are selectively permeable to chloride
(and to a lesser extent to bicarbonate), which in most neurons has a reversal
potential more negative than the resting potential (Hille, 2001). GABA receptors
permeant to chloride are called GABAa receptors (or GABAARS) to distinguish
them from non-conducting metabotropic GABAg receptors (GABAgR).
Therefore, activation of glycine or GABA receptors typically leads to
hyperpolarisation of the postsynaptic cell and to a reduction of spike probability.
Glycine is the predominant inhibitory neurotransmitter of the spinal cord, GABA

is predominant in the brain although there is some overlap, particularly in the
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brainstem (Nolte, 1999). Glycinergic inhibition has also been shown in the
cerebellum where Lugaro cells co-release GABA and glycine onto potsynaptic
Golgi cells (Dumoulin et al., 2001). Golgi cell = unipolar brush cell synapses
and some inputs to deep cerebellar nucleus neurons are also glycinergic
(Kawa, 2003; Dugue et al., 2005). However, synaptic inhibition stemming from

cells of the molecular layer of the cerebellum is exclusively GABAergic.

1.1.1 GABA mediated inhibition

Local interneurons are usually the source of GABA in the brain. These cells
display a puzzling variety of different morphologies indicating diverse cell-type
specific functions although the structure function relationship is incompletely
understood (e.g. in hippocampus Freund & Buzsaki, 1996; Miles et al., 1996).
Presynaptic terminals of interneurons look similar to glutamatergic terminais in
electron-microscopic images (Cowan et al., 2001). Small clear vesicles contain
several thousand molecules of GABA. Upon invasion of an action potential
calcium influx leads to fusion of these vesicles with the presynaptic membrane

and release of GABA into the synaptic cleft.

The postsynaptic side of GABAergic synapses differs from glutamatergic
synapses. In electron microscopic images glutamatergic synapses show a fuzzy
dense thickening of the postsynaptic membrane, termed the postsynaptic
density. This gives glutamatergic synapses an asymmetric appearance with
electron-dense material confined to the postsynaptic side. In contrast,
GABAergic synapses lack a strongly developed postsynaptic density and thus
look symmetric. The postsynaptic density is comprised of fibres of the
cytoskeleton and a large number of proteins involved in scaffolding and
modulation of postsynaptic receptor sensitivity, kinetics and number. Differential
expression of these components is thought to be the basis for the
microscopically detectable differences in the postsynaptic densities of

glutamatergic and GABAergic synapses (Cowan et al., 2001).

Functional GABAARs are comprised of five subunits. Those subunits contain

four transmembrane domains and a ligand-binding domain in the extracellular



1 Introduction 10

N-terminus. The architecture of the subunits and their pentameric organisation
is similar to other ligand-gated channels, including the inhibitory glycine channel
and the nicotinic acetylcholine receptor (Hille, 2001). GABAARs require the
binding of two GABA molecules to open and the continued presence of GABA
leads to desensitisation, which is thought to be a state of the channel in which

the receptors are occupied but the channel stays closed.

A confusing multitude of different subunits exists which is further complicated by
different splice variants of some subunits. Six different a subunits, three g, three
vy as well as §, ¢, 6, &= and p subunits have been cloned (Farrant & Nusser,
2005). Not all combination of subunits are possible and some rules for
assembly are known. The combination of subunits in the pentamer endows
GABAARs with a whole range of different properties. A common combination is
likely to contain two a1 , two B2 and a single y2 subunit. Expression of a y>
subunit seems to be responsible for targeting and clustering of GABAAR to a
synaptic location, whereas receptors containing & subunits instead of y, and/or
ae subunits are located extrasynaptically (Moss & Smart, 2001; Brunig et al.,
2002). GABA sensitivity is determined by the a subunits and the & subunit if
present. These subunits also determine the extent of desensitisation during
continued presence of GABA and the time the channel stays open is much
longer for channels where the y subunit are replaced by a § subunit. Sensitivity
and kinetics of GABAARs can be modulated by endogenous steroids,
barbiturates, benzodiazepines, alcohol and other substances and this
modulation also depends on the subunit composition (Hille, 2001; Farrant &
Nusser, 2005).

Taken together, the diversity of GABAAR properties are likely to be the result of
specialisation to distinct functional requirements. Especially interesting is the
phenomenon of tonic inhibition caused by ambient levels of GABA. Tonic
inhibition decreases the input resistance of cells and therefore changes
synaptic integration of excitation and phasic inhibition (Mitchell & Silver, 2003).
Phasic inhibition is, at least partially, mediated by GABAaRs containing a4 , B2
and y, subunits whereas tonic inhibition is often mediated by channels
containing a  instead of a y> subunit. The y subunit containing channels are

located synaptically and their sensitivity to GABA is much lower compared to
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extrasynaptic 6 subunit containing channels. This enables the extrasynaptic
GABA4Rs to be responsive to micromolar (or maybe even nanomolar) ambient
GABA concentrations, whereas the synaptic GABAaRs will not be saturated by
millimolar GABA concentration in the synaptic cleft during synaptic transmission
and thus stay responsive to trains of presynaptic activity. Synaptic y subunit-
containing GABAaRs also desensitise faster and have shorter opening times
compared to extrasynaptic GABAsRs which, again, might serve to keep these
receptors operating within a dynamic range to allow different rates of synaptic
transmission to be ‘read out’. In contrast, long opening times and reduced
desensitisation serves to maintain a steady conductance of extrasynaptic
GABAARs containing a d subunit. Interestingly, the modulation of GABAaARs by
benzodiazepines and endogenous steroids depends not only on the y or &
subunits, but also on the species of a subunit in the channel which could be
part of an extrasynaptic & subunit containing channel or synaptic y containing
channel. Thus tonic and phasic inhibition could be regulated independently or in
concert by different modulators indicating a complex regulation of two

computationally distinct functions of GABAARSs (Farrant & Nusser, 2005).

The reversal potential of GABAARs depends on the intracellular chloride
concentration. The chloride concentration in the cell is kept low by the
potassium chloride co-transporter (KCC2), resulting in chloride reversal
potentials more negative than resting potential. In immature neurons the
potassium chloride co-transporters is often not expressed and chloride is
accumulated inside the cell by Na'/K" coupled cotransporters (NKCC1).
Therefore GABAARs activation leads to inward chloride currents with reversal
potentials higher than the action potential threshold. GABAergic transmission

can therefore be excitatory in immature neuronal networks (Ben-Ari, 2002).

Later in development, and also in some mature neurons, the reversal potential
of current through GABAARs often lies between the resting potential and the
action potential threshold. In this situation GABAergic responses are
depolarising but not excitatory as they do not trigger or aid the triggering of
spikes: although the depolarising GABAergic potential brings the cell closer to

threshold, coincident excitatory input will have reduced probability of reaching
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threshold. This is because as soon as the membrane potential exceeds the
reversal potential, current through GABAaRs will reverse and will be
hyperpolarising. Thus, the GABAergic conductance clamps the cell to a voltage
below threshold and is inhibitory despite depolarising potentials at rest (Hille,
2001).

Some exceptions to this scenario have recently emerged. GABAergic inputs
have been shown to aid spike generation although the reversal potential was in
between membrane potential and spike threshold. This occurs when the
GABAergic inputs are isolated from excitation. This separation can be temporal,
such that depolarising IPSPs outlasting the conductance sum with excitation
(Gulledge & Stuart, 2003). Alternatively, spatial separation of inputs can lead to
dendritic GABAergic conductances acting like currents if the local voltage at the
inhibitory synapse is only weakly influenced by electrically remote excitatory
input (Gulledge & Stuart, 2003). Another mechanism of excitatory action of
GABA in cells with reversal potentials in between rest and threshold can
happen by activation of voltage-gated channels or NMDA receptors by
depolarising IPSPs (Leinekugel et al., 1997).

1.1.2 Microcircuits

Neurons are not randomly connected. On the scale of many thousands of
neurons this is evident even from the gross anatomy of the brain. Most nuclei of
the brain have their neurons connect to other specified nuclei or specific areas
of the brain, usually to specific cell types. This is a logical consequence of
regional specialisation of brain function. Local connections often do not follow
similarly clear connection patterns. However, local connections are not random.
Layer V neurons in the visual cortex have been found to be more reciprocally
connected than expected for random connections. Furthermore, two connected
neurons are much more likely to receive input from the same pyramidal cell and
are also more likely to have a common target than expected for random
connectivity (Song et al, 2005). Such building blocks are often called

microcircuits although there is no principal difference between those local
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circuits and connections between different nuclei other than the distance of the

connection.

Microcircuits containing inhibitory cells are especially interesting because
interpretation of their functional significance is more intuitive compared to
excitatory microcircuits. The most basic feedback inhibitory circuit consists of
only two neurons: an excitatory neuron (or principal neuron) that activates an
inhibitory neuron, which in turn inhibits its input, the principal neuron. The
purpose of such a circuit is likely to be the regulation of activity of the principal
neuron. This control is dynamic as the level of activity determines the amount of
inhibition. This inhibitory control may play a role in avoiding high, sustained
firing frequencies linked to excitotoxicity. As already mentioned, many local
excitatory connections are reciprocal and feedback inhibition is a mechanism to
dampen such intrinsically unstable circuits and prevent synchronized activity
reminiscent of epilepsy. Negative feedback control is a mechanism not
restricted to the nervous system. It is found in many other contexts such as
biochemical metabolic pathways (e.g. the pyrimidine biosynthesis ; Voet & Voet,
1995), mechanical contexts like a toilet cistern, in electronics and many other

areas.

In neural systems such as the hippocampus, control of firing rate by inhibitory
feedback can be very fast. If a spike in a principal pyramidal cell triggers a spike
in a feedback inhibitory interneuron the time between spike and feedback
inhibition is only slightly longer than the delay of the two synapses involved in
this pathway and feedback inhibition lags the spike by only a few milliseconds
(Andersen et al., 1963). EPSPs in hippocampal pyramidal neurons last tens of
milliseconds, (Purves et al., 2004) therefore feedback inhibition can limit the
number of spikes fired in response to an input and can confine the timing of
spikes to a few milliseconds after onset of the excitation that drives the
microcircuit. Recently, such action was observed for feedback inhibition
terminating on the soma of hippocampal pyramidal cells (Pouille & Scanziani,
2004). Strikingly, within the same cell, feedback inhibition terminating on the
dendrite was much weaker. However, sustained firing of the pyramidal cell led
to increasingly strong dendritic inhibition due to facilitation of pyramidal cell

inputs to interneurons which mediate dendritic inhibition. Initially weak dendritic
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inhibition that facilitates with increasing pyramidal cell spike rate might
counteract dendritic excitation that in a physiological scenario would be the
cause for high spike frequencies of the pyramidal cell. This was suggested to
prevent excitotoxicity through excessive calcium influx (Mittmann et al., 2004)
as has been shown previously (Miles et al., 1996). In this example, two distinct
inhibitory feedback circuits of the same pyramidal cell are tuned to perform two
different operations: the synaptic properties of somatic feedback inhibition
ensure precise timing of output spikes whereas dendritic inhibition is tuned to
counteract the side effects of strong excitatory input to the pyramidal cell. This
example highlights how the exact properties of such simple inhibitory feedback
circuits could be designed to perform specific tasks. It is plausible that with
synapses and cells displaying various forms of plasticity, such hardwired
circuits could show a rich dynamic behaviour in response to different activity

states of the network.

While feedback inhibition is a flexible microcircuit that might perform a variety of
functional tasks, it does not play a role in determining whether the principal
neuron will fire a spike or not. This is because feedback inhibition needs at least
one spike to be activated in contrast to feed-forward inhibitory microcircuits. The
most basic feed-forward inhibitory microcircuit consists of a principal neuron
that receives excitatory input. The excitatory input also activates inhibitory
interneurons that inhibit the principal neuron. Therefore, feed-forward inhibition
(FF1) is driven by the input in contrast to feedback inhibition, which is driven by
the output of the principal neuron. In the neocortex and many other brain areas
most cells receive feed-forward and feedback inhibition (Shepherd, 2004).
Some inhibitory neurons, like cerebellar Golgi cells, even mediate both feed-
forward and feedback inhibition at the same time (Eccles et al., 1967; Marr,
1969).

In the hippocampus, FFI strongly influences timing of spikes in response to
excitatory inputs (Pouille & Scanziani, 2001). FFI only allows excitatory inputs
occurring within 3 ms of each other to summate compared to a summation
window of several tens of milliseconds in the absence of inhibition.

Furthermore, without FFI an input triggers spikes within a time window of 10 ms
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after the input. In contrast FFI| forces spikes into a 2 ms time window, illustrating

the role of FFI in increasing temporal spike precision.

The feed-forward inhibitory circuit of the cerebellar molecular layer formed by
parallel fibres, Purkinje cells and interneurons is characterised in chapter 3, the
circuit’'s potential role in forming the somatotopic cerebellar map is investigated
in chapter 4 and functional consequences of synaptic modifications are the

subject of chapter 5.











































































































































































































































































































































































































































































