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ABSTRACT

An organization that gives users access to computing resources via a password
mechanism needs to ensure that they perform certain secure behaviours if it wants
those resources to be protected adequately. The research problem this thesis seeks to
address is the question of how the likelihood of users performing these behaviours can
be increased when some of those behaviours can neither be enforced nor monitored
adequately.

The primary substantive contribution of the thesis is a grounded theory model of the
process users go through when choosing password-related behaviours in the absence of
any organizational efforts to influence this choice. The model is subsequently extended
to incorporate the effect on user behaviour of password regulations and their associated
punishment regimes.

The thesis then presents a discourse-analytic investigation of the interpretative
repertoires users draw on to describe aspects of password security, and of the effect of
those repertoires on users’ password practices. This investigation also shows that users
might at times structure their discourse about password security issues in a manner
that makes it possible for them to justify malpractice. The use of discourse analysis to
investigate these issues is a methodological contribution to the field of human-
computer interaction.

The opportunistic use of quantitative data that had been collected prior to a re-
conceptualisation of the research approach is used to examine the extent to which users
violate password regulations. An analysis of all the qualitative data collected allows a
first insight into the specific insecure behaviours that users choose in particular
situations.

Persuasive password security, an integration of all these findings into an applicable
approach to improving user behaviour, is presented, and specific recommendations on

how to improve users’ password practices in organizations are made.
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1 INTRODUCTION

1.1 Background to the research problem
In the past, research on computer security in general, and password mechanisms in

particular, has focussed almost entirely on technical issues, such as encryption
algorithms or firewalls. This approach has been criticised as early as 1975, when
Saltzer & Schroeder (1975) included usability in the stated goals of the secure system.
However, it is only in recent years that the security community at large has realised
that a significant number of security breaches that are being reported have been
enabled and facilitated by user behaviour. The fact that user behaviour can be an
important contributor to security breaches is not surprising, since the way in which
password mechanisms are set up requires users to perform a number of tasks in order
to ensure that the resources in question are protected adequately. The exact tasks users
need to perform depend on the specific implementation of the password mechanism
that is in place, and on the particular threats that an organization faces, as usually
captured in a threat model. Section 2.3.5.1. lists the tasks that were deemed necessary
in the organizations that participated in the studies conducted as part of the research
presented in this thesis, and introduces the guidelines given to users throughout those
studies:

1. Users need to choose cryptographically strong passwords.

2. They need to choose a unique password for each password-protected resource they
access.

3. They need to memorise their passwords (as opposed to keeping a physical copy).

4. They must not share their passwords with third parties.

5. They need to change their passwords at regular intervals.

There are numerous reports of users regularly performing behaviours that undermine
security (e.g. Schneier (2000), Winkler (1997)): they choose weak passwords, use
them for several systems, write them down, and share them easily. This is exploited by
attackers of computing resources. Kevin Mitnick, arguably the world’s most famous
hacker, testified to the US Senate committee that he had obtained 9 out of 10
passwords by tricking users, rather than through cracking. In his new role as security
evangelist, he emphasises that

“The human side of computer security is easily exploited and constantly
overlooked. Companies spend millions of dollars on firewalls, encryption
and secure access devices, and it’s money wasted, because none of these
measures address the weakest link in the security chain.” (Poulsen (2000)).
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It is now accepted by the security community that

“... security is only as good as its weakest link, and people are the weakest
link in the chain.” (Schneier (2000)).

An organisation that gives its members access to its resources via a password
mechanism needs to ensure that they perform the necessary behaviours if it wants
those resources to be protected adequately. However, some of these behaviours can
neither be enforced nor monitored. For example, a user might disclose his password to
somebody else while he is away from the organisational premises. This would
certainly make it difficult, and most likely impossible to monitor him. Organisations
then find themselves in a situation where they rely on users to co-operate and perform
certain behaviours, when those users can choose other behaviours which would
undermine security, but which cannot necessarily be detected (see section 2.3.5.2).
Failure to behave in a security-conscious fashion may lead to security breaches, but it
will almost always be impossible to prove beyond reasonable doubt that a security
breach has occurred as the direct result of a user choosing an insecure behaviour. The
rescarch question addressed in this thesis is how organisations can increase the
likelihood of users performing the expected password-related behaviours when some
of these behaviours can not be enforced or monitored adequately.

1.2 Research questions
There is still only a limited amount of research on the human issues involved in

computer security in general, and even less on the human issues that affect password
security in particular. Moreover, there is no agreed research agenda, and different
researchers focussing on human issues in computer security are sometimes unaware of
each other’s efforts. The majority of research has assumed that one factor has a strong
influence on user behaviour, and has then tried to find ways in which this factor can be
changed in order to improve security practices. The factor that has been researched the
most is the usability of various security mechanisms (e.g. Zurko & Simon (1996),
Whitten & Tygar (1999)). With respect to password security, this has focussed on the
issue of password memorability, i.e. on the question of which type of password content
is easier to memorize (e.g. Zviran & Haga (1993)). Other password usability issues
that have been investigated are the effect of enforced password changes (Sasse et al.
(2001)) and the compatibility between password procedures and work practices
(Adams & Sasse (1999)). Apart from usability, two other factors have been proposed,
but have only been researched to a very limited extent: users’ knowledge and skills
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(e.g. Thomson & Solms (1998), Adams & Sasse (1999)) and users’ motivation (e.g.
Parker (1998), Whitten & Tygar (1999)).

The approach of assuming one factor to have a strong influence on user behaviour,
followed by an investigation of how this factor can be altered in order to improve
security practices, has two immediate drawbacks. Firstly, it makes it less likely that
any other factors that influence user behaviour will be identified. Secondly, it does not
make it possible to determine the way in which the interaction of different factors
causes specific behaviours. However, one strand of research has taken a different
approach. Adams & Sasse (1999) focussed on the password mechanism, which is the
subject of the research presented in this thesis, and did not start out by assuming
certain factors to be responsible for users’ password behaviour, but instead aimed to
identify these factors. They used grounded theory (Strauss & Corbin (1990)) to analyse
qualitative interview data and were able to identify a number of factors, some of
which, such as the extent to which users perceive password procedures and work
practices to be compatible, had been not been addressed by research up to that point.
While the work presented in Adams & Sasse (1999) has to be considered seminal in
both its substantive and its methodological contribution to the field, it does only
identify a small number of factors which is unlikely to be comprehensive, and it does
not determine the interplay of these factors to a sufficient extent. The research
presented in this thesis is strongly influenced by that of Adams & Sasse (1999) and
aims to answer the following three main research questions:

1. What are the factors that affect the password behaviour of users in organisations?

2. How do these factors interact in order to cause specific behaviours?

3. How can knowledge about these factors and their interplay be used to improve user
behaviour?

One particular factor that has been identified — the interpretative repertoires users
draw on to describe aspects of password security — has been investigated further by
using discourse analysis (Potter & Wetherell (1987)) on the qualitative data collected.
Discourse analysis has also been used to find at least a partial answer to the question of
whether users might structure their discourse about password security issues in a
manner that makes it possible for them to justify their malpractice. The opportunistic
use of data that had been collected prior to a re-conceptualisation of the research
approach (see chapter 4) has made it possible to examine the extent to which users

violate password regulations. Finally, an analysis of all the qualitative data that has
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been gathered has allowed for a first insight into the specific insecure behaviours users

choose in certain situations.

1.3 Research approach
The research presented in this thesis is situated in the research discipline of human-

computer interaction (HCI), to the substantial and methodological knowledge base of
which it contributes. However, in order to address the research problem and the
research question, it has been necessary to extend the traditional scope of HCI (see
section 2.2). Grounded theory has been used as the primary research methodology,
because it is ideally suited to the systematic and empirically-based creation of a theory
of complex high-level phenomena about which little is known (see section 3.3). It also
had already been successfully applied in the problem domain by Adams & Sasse
(1999). Discourse analysis has been used as a supplementary research methodology
(see section 3.4), because it makes it possible to investigate how the linguistic
resources users draw on to describe aspects of password security can influence their
password behaviour. In addition, the question of whether users may structure their
discourse in a manner that justifies their malpractice has been examined by analysing
(1) the linguistic resources they draw on, and (2) the discursive practices they engage
in. Data collection has taken the form of interviews and focus groups, which has made
it possible to gain a detailed understanding of the participants’ points of view with
respect to password issues. This was necessary to deal with a phenomena as complex
as the one addressed in this thesis (see section 3.2). Questionnaires and protection
motivation theory have been used in the parts of the research that took place prior to

the re-conceptualisation of the research approach that is described in chapter 4.

1.4 Research scope
The main objective of this research was to identify the factors that influence the

password behaviour of users in organisations. The grounded theory model of these
factors and their interplay is based on qualitative data gathered from very specific user
groups. However, the use of grounded theory ensures that the model can be transferred
to situations that are similar to the one it has been developed in. This makes it
necessary to clarify the scope of this research so that readers wishing to apply its
findings can identify contexts in which this is appropriate. There are three relevant

aspects with respect to which the scope of the thesis research is limited:
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1. User population
Users’ knowledge about security issues is likely to play a key part in the way in
which they approach security issues. An effort to use participants with a varying
degree of knowledge about security issues was made in the studies carried out as
part of the research. It would have been desirable also to have participants who
varied in their general computing expertise, but this was not possible due to access
issues. As a result, no novice users of computers were present in the studies.

2. Organisation population
The majority of the participants in the studies came from two organisations,
namely the computer science department of a university (University College
London) and the research park of a large technology company (British Telecom).
These organisations shared certain characteristics (e.g. a focus on knowledge work)
and differed with respect to others (e.g. one was a teaching and research institution
and the other the research arm of a commercial enterprise). While one study (see
section 4.5) gained access to a limited number of participants from an operational
arm of British Telecom and confirmed the validity of some of the findings in this
context, it is unlikely that the thesis findings will be applicable to organisations that
exhibit fundamentally different characteristics (e.g. the military).

3. Factors considered
This research aimed to identify those factors that directly affect user behaviour, and
does not take into consideration factors that are further removed and might affect
user behaviour indirectly through their effect on other factors. As an example, the
research has confirmed a finding of previous research in the area, namely that the
usability of the password mechanism has an effect on users’ password practices.
However, no attempt has been made to identify those factors that are responsible
for the poor usability of existing mechanisms and which are likely to be part of the
wider organisational context (see section 2.4.7 for a more thorough discussion of
this point).

1.5 Thesis contributions

There is only a limited amount of research on the human issues involved in computer
security in general, and password security in particular. The majority of this research
has focussed on individual factors that are assumed to influence user behaviour, but the
research presented here has taken a different approach. It has identified the factors that
influence users’ password behaviour, and created a model that shows how these factors
interact when users choose specific behaviours in particular situations. It has also
indicated that the linguistic resources that are used to describe password-related issues
can influence user behaviour, and that users might in fact use specific resources or
discursive practices to justify their malpractice. The research has also supported the
claim that users regularly behave in an insecure manner and has identified ways in
which they do so. Finally, an integration of all these findings into an applicable
approach to improving user behaviour has been performed. The research findings

therefore provide:
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1. An insight into the extent to which users violate password regulations and the
specific. ways in which they do so.

2. A fuller understanding of the way in which users choose their password-related
behaviours and of the factors that interact to determine the outcome of this choice
process in specific situations.

3. An increased appreciation of how the use of specific linguistic resources to
describe password-related issues can influence user behaviour.

4. A heightened awareness of the fact that users might construct their discourse about
password-related issues in a manner that makes it possible for them to justify their
malpractice.

5. A integrated approach to improving user behaviour, which puts together the
findings of the research in a manner that is easily applicable by people who have
been entrusted by their organisation with the task of ensuring the effectiveness of
password security.

1.6 Thesis structure

Chapter 2 (Background) begins by placing the thesis research within the research
discipline of HCI and explains how the work is related to this discipline. It then
provides background information on password security and the way in which password
mechanisms are t.ypically implemented in an organisational setting. It will be shown
that users are required to perform a number of tasks for the password mechanism to
function effectively, some of which can be neither enforced nor monitored by the
organisation. The research problem is identified as the question of how the likelihood
of users performing the required secure behaviours can be increased. The chapter then
goes on to present and discuss previous research that has tried to tackle this problem.
The substantive and methodological contributions of this research are discussed, and
its weaknesses are pointed out. The research questions that have directed the research
documented in this thesis are presented, and it is shown which of the weaknesses of
previous research they aim to address. The chapter concludes with a summary of the
research agenda.

Chapter 3 (Methodology) introduces the methodologies that were used to address the
research problem and the research questions developed in chapter 2. The specific
methodologies that have been used in the thesis are introduced, specific background
information for each of them is given, and their use to approach specific parts of the
research is explained and justified. The chapter finishes with a summary of the way in
which the different methodologies have been used in conjunction to create the specific
research approach used in this thesis.

Chapter 4 (Research chronology) puts together into one place a chronological
description of all the studies that have been carried out as part of this research. This is
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necessary since the research problem, the research questions and the research approach
had not been defined in their current form at the beginning of the research process that
led to the findings that will be presented in this thesis. Instead, they were re-
conceptualised after initial studies had already been carried out, and data that had been
collected up to this point was now re-used and re-analysed in a manner that had not
been envisaged at the outset. This means that the connection between individual
studies and specific findings that are presented in this thesis is not as clear-cut as it
might have been had the final research problem and research approach been used from
the beginning. As a consequence of all this, it is felt that a thesis structure in which
individual results chapters were preceded by the studies that have informed them could
not only be misleading, but would also make the thesis cumbersome reading material.
The chronological description of the studies in this chapter also makes it possible to
outline the development of the thoughts that have led to the formulation of the research
problem, the research questions and the research approach in their final form.

Chapter 5 (Password practices and attitudes towards password security) provides the
results of an opportunistic use of the data that has been collected in the studies
conducted for this thesis. Quantitative data collected in two field trials at University
College London (see sections 4.3 and 4.6) has made it possible to assess the extent to.
which the password regulations were broken by the students. Questionnaire data
collected as part of the same studies has been used to detail students’ attitudes towards
password security. The qualitative data gathered in all of the interviews and focus
groups of this thesis has been used to determine the specific ways in which participants
violated password regulations, and the contextual circumstances in which they did so.
Chapter 6 (How users choose password-related behaviours: the core model) presents a
grounded theory model of the way in which users choose their password-related
behaviours in the absence of any organisational efforts to influence this choice. This
model identifies four factors that influence users’ choice of password-related
behaviours: the level of security that the resource that is being protected requires, the
security levels provided by the various password-related behaviours that are available
to the user, the user cost incurred by each behaviour and the user benefit provided by
it. The model shows how these factors interact to lead to the choice of specific
behaviours in particular situations.

Chapter 7 (Extensions to the model) extends the core model presented in chapter 6 to

incorporate the effect of password regulations and their associated punishment regimes
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on users’ choice of password-related behaviours. It is shown that this extension can be
achieved by adding two additional factors to the model, without needing to change it
structurally: users’ estimate of the risk of punishment they create for themselves by
violating password regulations, and the aspect of a user’s personality that determines
how he responds to orders. The chapter also offers a summary of the limited insights
into the effect of security awareness and education campaigns that can be gained on
the basis of the qualitative data collected in the studies. Finally, it is pointed out that
users employ the same strategy that they have used to choose their (possibly insecure)
password behaviours to determine their response to any measures by the organisation
that are aimed at making them aware of security issues.

Chapter 8 (A discourse-analytic study of users’ accounts of password security issues)
presents the results of analysing the qualitative data gathered as part of this research
using discourse analysis. This presentation focuses on the linguistic resources and
discursive techniques that were found to have the strongest effect on user behaviour
and which could be conglomerated to address larger issues. It is shown that users draw
on a limited set of linguistic resources to describe the potential attackers of computing
resources, and that this can directly lead to insecure password practices. Linguistic
resources that improve user behaviour are juxtaposed to those that worsen it and
examples of both are given. Finally, it is shown that there are indications in the data of
users at times structuring their discourse in a manner that justifies their malpractice
and reduces the likelihood of punishment regimes being introduced.

Chapter 9 (Persuasive password security) shows how the research findings presented
in chapters 5 to 8 can be used by organisations to improve user behaviour. Measures
are listed that can be undertaken to configure those factors that according to the
grounded theory model influence users’ choices of password-related behaviours and
which organisations have some degree of control over in a manner that will improve
these choices. It is shown how organisations can use the discourse-analytic findings of
the thesis to construct the discourse about password security in their communications
with users so that user behaviour will be affected positively. The difficulty of getting
users’ attention in security awareness and education campaigns is discussed, and
measures that can be undertaken to address this issue are proposed. Finally, an
integrated approach to improving user behaviour is presented, which is based on all the
findings in the thesis and presented in a manner that makes it easily applicable by

people who have been entrusted by their organisation with the task of ensuring the
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effectiveness of password security. This approach has been named persuasive
password security.

Chapter 10 (Conclusions) summarises both the substantive and the methodological
contributions made by the research presented in this thesis. It also contains a critical

review of the thesis research and points out areas for further research.

1.7 Terminology, typography and gender-specific pronouns
Throughout the thesis, the term user refers to the user of a password mechanism within

an organizational context. Computer system and system will be used interchangeably to
denote the actual computer system he uses within the organization (e.g. a PC, or the
larger network behind it). Computing resource and resource both refer to the actual
resources he gets access to by authenticating himself successfully to the password
mechanism (e.g. his email, databases or word-processing facilities). The term
beneficiary will be used to refer to the envisaged user of the research results presented
in this thesis (e.g. other researchers continuing this research, or security managers
applying it within an organization).

This thesis presents the results of both a grounded theory and a discourse-analytic
analysis of the qualitative data that has been collected. A specific typography is used
for grounded theory categories and properties once they have been introduced in the
text. In the same way, another typography is used for discourse-analytic
interpretative repertoires.

Throughout this thesis, the male pronouns he/his/him will be used in a non gender-
specific way, i.e. they can be read as (s)he, his/her and him/her. Cases where pronouns
are used in a gender-specific manner that is not obvious from the surrounding text will

be pointed out explicitly.
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2 BACKGROUND

2.1 Overview
This chapter serves three functions within the wider context of the thesis:

1. It presents the background information that is necessary to understand the research
presented in this thesis.

2. It develops the research agenda that has driven this research, consisting of
e a fundamental research problem and
e a set of questions, the answers to which will contribute to the solution of this

problem.

3. It provides the justification for the research agenda and for the research presented

in this thesis.

The chapter is divided into three parts:

1. Section 2.2 describes human-computer interaction (HCI) as the research discipline
within which the work documented in this thesis is situated, and explains how the
work is related to this discipline. In addition, a number of extensions to the
traditional scope of HCI will be suggested in order to make it possible to tackle the
problem addressed here.

2. Section 2.3 provides background information on password security, and on how
password mechanisms are typically implemented in an organisational setting. It
will be shown that users are required to perform a number of tasks in order for the
password mechanism to function effectively. This means that organisations rely on
users to perform certain behaviours for their resources to be protected. Some of
these behaviours cannot be enforced, or monitored adequately. The question of
how the likelihood of users performing secure behaviours can be increased is the
research problem that has driven the research documented in this thesis.

3. Section 2.4 presents and discusses previous research that has tried to tackle this
problem. The substantive and methodological contributions of this research will be
discussed, and its weaknesses will be pointed out. The research questions that have
directed the research documented in this thesis will be presented, and it will be
shown which of the weaknesses of previous research they aim to address.

The chapter summary (section 2.5) will recapitulate the research agenda and the
following chapter (chapter 3) will describe the methodological approach that was taken

to implement this agenda.

2.2 Human-Computer Interaction (HCI)
Human-computer interaction (HCI) originally was a joining of software engineering

and human factors engineering, and consequently lies at the intersection between
information technology on the one hand, and the social and behavioural sciences on
the other (Carroll & Campbell (1989)). As a discipline, it is concerned with how
people make use of devices that incorporate or embed computation, and with how both
the utility and the usability of such devices can be increased. It is generally agreed
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upon that the aim of HCI research is to generate a knowledge base that can be utilized
by designers to create usable computer systems (Preece et al. (1994)).
Human-computer interaction initially had a vision of itself as an applied science that
was to bring cognitive science methods and theories to bear on software development
(Carroll & Campbell (1989)). However, in the late 1980s, a large number of new
scientific ideas entered the HCI mainstream. This has led to a scientific foundation that
is far more expansive and diverse than was initially envisaged. As a result, HCI
encompassed nearly all of the social and behavioural sciences by the mid-1990s. The
commitment to multidisciplinary science has been an important element in the
development of HCI up to this point, and will remain a key to its future (Carroll &
Campbell (1989)).

Nowadays, HCI does not only analyse and design user interfaces and new user
interface technologies, but also studies and aims to improve the work and
organisational processes of technology development in general (Carroll & Campbell
(1989)). A large variety of methods for understanding the tasks and work practices of
people and their organisations have been developed, and these can be used to frame
new possibilities for the application of technology to support human activities. The
methods employed in HCI range from the development of checklists to cognitive
walkthroughs, from field studies of workplaces to laboratory experiments, and from
interviews and surveys to various kinds of analytic models. In addition, HCI has
become a primary test bed for participatory design and ethnographically driven design,
with the former directly involving users in design work and the latter studying work
practices in order to ensure that new technology supports work as it is practiced in
reality, and not as it is normatively described in procedures.

The influx of new ideas in HCI has widened the scope of the discipline in ways that
are relevant to the research documented in this thesis:

1. Acknowledgement of the wider context of the interaction between user and
computer
It has been recognised that the interaction between a user and an interactive
computer system does not occur within a vacuum, but takes place in a specific
context. This wider physical, social and organisational context can influence the
behaviour and the motivation of the user. Dix et al. (1998) point out that this wider
context may contain factors over which the designer of interactive systems may not
have any control, but that it is important to be aware of such factors in order to
understand the user and the work domain fully.
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2.

Recognition of further stakeholders

Socio-technical approaches have recognised that technology is not developed in
isolation but as part of a wider organisational environment. As a result, some of
these approaches consider all stakeholders, rather than just the end-user (Dix et al.
(1998)). In this context, the term stakeholder refers to anyone who is affected by
the success or failure of the interactive computer system. As an example,
CUSTOMS (Kirby (1991)), a socio-technical approach developed for use in
smaller organisations, distinguishes 4 categories of stakeholders: primary
stakeholders are the users of the system; secondary stakeholders do not use the
system directly, but receive output from it or provide input to it; fertiary
stakeholders are neither primary nor secondary stakeholders, but are affected by
the success or failure of the system (e.g. the owner of the resource that is protected
by a password mechanism); and facilitating stakeholders are involved in the
design, development and maintenance of the system (e.g. system administrators).
Beyond usability

Research on pleasure-based approaches in HCI (e.g. Jordan (2000)) aims to create
interactive computer systems that are not only usable, but which also provide the
user with some degree of pleasure.

The work documented in this thesis primarily contributes to the substantive and
methodological knowledge base of the field of HCIL, to which it is most closely related.

However, it also goes beyond the scope of what traditionally constitutes HCI research

in a number of respects, some of which are covered by the wider scope of the new

approaches presented above:

1.

Inclusion of behaviours that are not part of the human-computer interaction
The research problem the work presented in this thesis addresses is the question of
how the likelihood of users in an organisation performing the expected password-
related behaviours can be increased in a situation where some of these behaviours
can be neither enforced nor monitored adequately (see section 2.3.5.2). The
research questions it tries to answer focus on the individual factors that affect
users’ password behaviour in organisations. Some of these behaviours will be
expressed while the user is interacting with a computer, e.g. by entering a
cryptographically strong password. However, other behaviours that are of
importance actually take place while the user is not interacting with a computer.
One example of this would be a user who is away from the office and who is being
asked for his password by a stranger, with the expected behaviour being a refusal
to disclose the password. The model aims to capture both the factors that are
expressed while a user interacts with a computer and those that are performed
while he does not interact with a computer.

Beyond usability

Section 2.4.6 will point out that authentication to a system is in most cases an
enabling task, which means it creates an overhead for the user, who is using the
system as a tool to achieve a primary, real-world task. It is predictable that most
users will cut corners to reduce that extra load given a chance, unless they are
motivated to make the effort to behave in a security-conscious fashion. Users in an
organisation will very often not put themselves, but the organisation at risk when
neglecting their security-related duties. This might lead to them lacking the
motivation to make the extra effort that is needed to behave in a security-conscious
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fashion. One way of dealing with this issue is to increase the usability of the
password mechanism to a point where even users with little motivation are willing
to make the small effort that the new, highly usable mechanism requires them to
put in. However, this might not always be possible and even if it where, some users
may still lack the required minimum level of motivation. Organisations often
approach this problem by introducing measures such as punishment regimes for
users who are found to behave in an insecure manner. Factors such as these are
typically addressed by HCI research in a passing fashion only, since they fall
outside of the control of the designers of the system in question (see point 3
below). However, they form a fundamental part of the model presented in this
thesis. In addition, it will be suggested in chapter 9 that the designers of password
mechanisms should also look beyond pure usability issues by taking into
consideration the effect of their design decisions on users’ attitudes and behaviour
from the outset. This is a move not dissimilar to the one taken by researchers into
pleasure-based approaches within HCI (e.g. Jordan (2000)).

. Envisaged beneficiaries of the model

The model presented in this thesis will contain a number of factors that fall under
the control of the designer of the password mechanism and which would most
certainly be considered by traditional HCI research. The most notable example of
such a factor is the usability of the password mechanism itself, which is also the
factor that previous HCI-inspired research in this field has focussed on to an almost
exclusive extent (see section 2.4.4). However, other factors will not be under the
control of the designer of the password mechanism and would most probably only
be investigated by HCI research in order to understand the user and work domain
more fully. An example of one such factor are the security guidelines that are put
into place by the security department in many organisations and which typically
threaten users with some form of punishment should they perform certain insecure
behaviours. As a result, the model presented in this thesis will include factors that
are under the control of the designer of the password mechanism as well as factors
that are under the control of other people, such as the creators of security
guidelines. Unlike an approach that focussed solely on the HCI elements of the
password mechanism, the latter factors would also be considered to be under the
control of the beneficiary of the model, who would employ it to improve overall
security. In other words, the envisaged beneficiary of the model within an
organization will be anyone who has been entrusted by the owner (a tertiary
stakeholder) of the resource that is protected by the password mechanism with
ensuring the success of this mechanism.

These three extensions to the traditional scope of HCI make it possible to address the

research problem and the research questions that have driven the research documented

in this thesis. It is also suggested that these extensions should be considered for

incorporation into the canon of what constitutes HCI research in order to equip the

field with the ability to deal with problems of a similar nature to the one discussed

here. As such, they form a methodological contribution of the thesis.
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2.3 Password security

2.3.1 Computer security and the importance of access control
In its most basic sense, computer security deals with the protection of computer-related

assets such as the computers themselves, the data and software stored and running on
them and the networks they are connected to (Gollmann (1999)). The process of
security engineering usually starts out with the development of a threat model, which
identifies the specific threats the resources in question need to be protected against
(Anderson (2001)). This drives the development of the security policies, which specify
clearly and concisely the security objectives that are to be attained. The policies, in
turn, inform the design of the security mechanisms, and are in effect implemented
through these mechanisms. Since policies are written at a broad level, organisations
will often develop standards, guidelines and procedures that offer a clearer approach to
implementing policy and meeting organisational goals (National Institute of Standards
and Technology (1995)). Standards specify the uniform use of specific technologies
and procedures to secure systems, whereas guidelines assist users in developing
system-specific standard procedures. Procedures themselves are simply detailed steps
to be followed by all involved in securing the resources in question. Security
standards, guidelines and procedures are often disseminated throughout an
organisation via handbooks, regulations, or manuals.

There are three objectives which any secure system would be expected to attain
(Schneier (2000)):

1. Confidentiality ensures that any data stored on a system or transmitted between
systems is disclosed only to authorised individuals.

2. Integrity safeguards that no data stored on a system or transmitted between systems
has been modified, deleted or created by unauthorized individuals.

3. Auvailability makes certain that the data and services provided by a system are
available when users require them.

Ultimately, confidentiality, integrity and availability are provided through access
control mechanisms (Schneier (2000)): we want to make sure that authorized users are
able to do whatever they are authorized to do, whereas everyone else is not. Access
control mechanisms usually are the first line of defence any malevolent would-be
intruder to a computer system has to breach, and as such can be said to form the

foundation on which much of computer security is built Anderson (2001).
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2.3.2 The dominance of password security — and why it will continue
On most computer systems, access control is carried out by a process of user

identification and authentication (Garfinkel & Spafford (1996)). Identification
establishes who the user in question claims to be. Authentication then verifies that the
user is who he says he is. There are basically three ways to perform authentication.
They are based on something the user knows, has or is:

1. Knowledge-based authentication uses a secret piece of information, such as a
password or passphrase, known only to the user and the computer system.

2. Token-based authentication uses a physical token such as a smart card, which is
difficult to forge and obtain and has to be in the user’s possession when he uses the
access contro]l mechanism.

3. Biometric authentication uses some unique characteristic(s) in a person’s physical
appearance or behaviour, such as their fingerprint or keystroke dynamics.

Today, knowledge-based authentication, in particular in the form of the password
mechanism, is the most widely used authentication mechanism. It is unlikely that this
situation will change significantly in the foreseeable future. Password mechanisms
have a number of vulnerabilities and usability problems, as will be pointed out
throughout this thesis, but so do their possible replacements. Alternative knowledge-
based mechanisms, such as passfaces, have not been tested sufficiently in real-world
scenarios to ascertain their usability, and they also raise a number of implementation
issues (Brostoff & Sasse (2000)). A physical token might be stolen, copied or left in its
slot by the user (Schneier (2000)). Token construction and distribution is also far from
trivial, and has led to documented financial loss (Anderson (1994)). Biometric
solutions can be unpopular with users, who are afraid of a ‘Big Brother’ scenario, in
which their every activity is being monitored (Deane et al. (1995)). Intruders might
also obtain digital representations of biometrics by stealing them from a database, by
intercepting them while they are being sent over a network during authentication, or by
replicating them from analogue copies left behind by users (such as fingerprints on an
empty beer glass). They can then be used to impersonate the corresponding user with
impunity (Kim (1995)).

Apart from the specific vulnerabilities and usability problems all authentication
mechanisms possess, a deciding factor for the choice of a specific solution will always
be its cost and the ease with which it can be implemented. Password mechanisms are
often chosen for their superiority in both respects (Anderson (2001)). In addition,
physical tokens and biometrics are currently almost always used in conjunction with a

password, as in smart cards that require the user to provide a PIN. All this means that
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knowledge-based authentication in the form of the password mechanism will be with

us for a long time to come.

2.3.3 How password security is implemented
The principle underlying password security is deceptively simple: the authorised user

of a computing resource and the password mechanism that has been put into place to
control access to this resource share exclusive knowledge of a secret password, which
is disclosed by the user during login to authenticate himself. The manner in which this
basic principle is implemented varies between different application software and
operating systems. In a simplified manner, a typical implementation, as in existence in
most organisations today, works as follows:

1. The administrator of the password mechanism issues every new user with a
username (for identification) and a password generated randomly by the
mechanism (for authentication), and sets up a new account with these details.
Usually, the user will be handed this information in paper format and uses it to log
in for the first time.

2. After the first login, the user will change the system-generated password to one of
his own choice. However, most systems will only accept user-generated passwords
if they comply with certain criteria believed to ensure cryptographic strength,
which makes offline dictionary attacks more time-consuming (proactive password
checking (Stallings (1995)). There is no agreed standard for the cryptographic
strength of a password. It is usually assumed that it increases with the length of the
password, the size of the character set it is drawn from, and the extent to which the
sequence of characters in it is random (e.g. Anderson (2001), Schneier (2000)).

3. The system stores the usernames and associated hashed passwords in a specific
file, which on some systems is public and on others is kept protected. Even if the
hashed password file gets stolen, the attacker cannot directly recover the
unencrypted passwords from the hashed ones, since a hash function is not
reversible (Schneier (2000)). In addition, random bits may be added to the plain
text password before hashing it in order to increase the search space for dictionary
attacks (see section 2.3.4.2) even further. As a result of these extra bits, which
usually are called the salt, identical plain text passwords will be coded into
different hashed passwords.

4. Users are supposed to memorise their password and recall it during login. They use
the keyboard to enter their username and password into a dialogue screen.
Feedback is given on screen, but the password itself is not being echoed. Users are
expected to ensure that they are not being observed typing in their password.

5. The password is then hashed by the system, and, together with the username,
compared to the stored entries in the password file. If a match is found, the user
will be given access to the computer system. A lot of systems implement what is
called a three-strike policy and suspend a computer account if a certain number of
unsuccessful login attempts has been made (Viega & McGraw (2001)).

6. If a user forgets his password, he will not be able to log on to the computer.
Instead, he will have to contact the administrator (usually in the form of a
helpdesk) for the password to be reset.
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7. Most systems implement password ageing, which forces users to change their
passwords at regular intervals. If a change is not made in time, the username in
question will be suspended and the user has to contact the administrator to have it
activated again. This aims to reduce the likelihood of successful dictionary attacks
and also tries to prevent a situation where a password gets compromised without
the user’s knowledge and is used by an attacker indefinitely.

2.3.4 How password security is breached
An attacker trying to access a computing resource that is password-protected

essentially has two options:

1. He can attempt to access it by logging in through the password mechanism, for
which he needs knowledge of both the username and the password.
2. He can try to circumvent the password mechanism altogether.

The latter can be achieved in two ways: he can persuade the user, either overtly or
covertly, to log him in, or he can exploit software weaknesses to hack his way into the
resource. Obviously, the overt way of getting a user to log him in is to ask him to do
so, for whatever reason. Covert ways include using a computer that an authorized user
is logged into while he has left his place momentarily, or sending emails with virus
attachments, which, if opened, effectively give the attacker access to some or all of the
resources. These types of attacks will not be considered in this thesis. Neither will the
exploitation of software weaknesses be dealt with, but it is still important to keep this
possibility in mind, since it forms the basis of some attacks that are initially dependent
on the knowledge of a password. In some cases, the attacker of a large networked
computer system, which offers many and varied resources to its users, may choose to
obtain access to a subpart of that system, e.g. a weakly protected user’s account. Once
he has this access, he can exploit software weaknesses to hack into other parts of the
system. This is the basis of many dictionary attacks (see section 2.3.4.2), and it means
that systems that get targeted like this are only as secure as their worst-protected
account (Schneier (2000)).

An attacker trying to access the resource by logging in through the password
mechanism needs knowledge of both the username and the password. It is usually easy
to obtain the username, so his real challenge is to get hold of the corresponding
password. The methods he can employ to do so broadly fall into three categories,

which will be discussed individually in the following sections.
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234.1 Online guessing
An attacker trying to access a specific resource via the password mechanism without

knowing the password can repeatedly try to log in, using his best guesses as the
password. When the log-in attempt is carried out manually, it will be so slow
compared to offline dictionary attacks (see section 2.3.4.2) that the chances of success
entirely depend on the quality of the guesses. Typically, these will be based on
knowledge about the user who chose the password (e.g. his spouse’s name) or about
the general preferences users have when choosing passwords (e.g. the names of
popular football teams). In any case, such an attack is only likely to succeed if the
password chosen is extremely weak.

The attacker can instead choose to carry out the online attack in an automated fashion.
If he does not want to target a specific account in a multi-user environment, but just
wants to get access to any account in the system, he will be able to launch parallel
attacks on a large number of accounts, making it possible for him to try out a hundred
or more guesses in a second (Pinkas & Sander (2002)). There are two common
countermeasures against such online attacks. Firstly, the server can introduce a small
time delay before responding to a login attempt, which will prevent an attacker from
making a sufficiently large number of guesses in a reasonable amount of time.
Secondly, accounts can be locked after a few unsuccessful login attempts, which
reduces the number of guesses an attacker can try out. However, both these measures
have weaknesses (Wang et al. (2005)). Global password attacks on large multi-user
environments can circumvent the effect of delayed responses by increasing the number
of login attempts that are made in parallel. Account locking not only lays the system
open to denial-of-service attacks, but also can be circumvented by ensuring that the
number of login attempts that are made for a specific username never reaches the
threshold that triggers the account locking mechanism. As a result, online attacks in
large multi-user environments can often use the same search strategy as offline

dictionary attacks, which will be discussed in the next section.

2.34.2 Offline dictionary attacks
Offline dictionary attacks require the attacker to have gained access to the password

file, which contains the hashed passwords for all the accounts of a particular system. A
dictionary attack tool, which can be downloaded easily from the Internet, is then used

to carry out a form of high-speed guessing. The tool contains a substitute password
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mechanism, which hashes passwords in the same manner as the password mechanism
under attack. Hashed guesses can then be compared to the entries in the password file.
If a match is found, the attacker has identified the password to one of the accounts of
the system. The tool also contains a dictionary of guesses, which are ordered based on
the preferences of users when they choose passwords (e.g. names, dictionary words or
famous football teams). The tool will first run a dictionary attack by using all the
entries in the dictionary as its guesses (Yan (2001)). This is typically followed by a
hybrid attack, which performs string substitutions on the dictionary entries by using
methods that are often employed by users (e.g. appending letters or substituting letters
for visually similar numbers), before using them as guesses. This is more time-
consuming than a dictionary attack, since there are many possible alterations for each
entry in the dictionary. Finally, the tool may carry out a brute-force attack, in which all
possible password combinations of increasing length are used as guesses. This is the
slowest attack form, but has the highest chances of success. Schneier (2000) reports
that LOphtcrack, a password recovery hacker tool optimized for Windows NT
passwords, can try every possible keyboard password for NT’s weaker password
function (where the passwords are case-insensitive, and cannot be much stronger than
seven characters) in 480 hours on a 400 MHz Quad Pentium II. The effectiveness of
offline dictionary attacks has obviously improved with the increase in computing
power over the past decades, and it will continue to do so. As an example, Perrine &
Kowatch (2003) reports that the Unix crypt() function, on which the Unix password
protection system has depended for over 30 years, has to be considered obsolete in the
face of attacks that use high-performance computing resources to pre-compute and
store hashed passwords

The possibility of both online and offline dictionary attacks has two immediate
consequences for users. Firstly, it requires them to choose passwords of higher
cryptographic strength than would be necessary in the absence of these threats.
Secondly, it makes it necessary to change passwords regularly, since these attacks will
crack any password, given sufficient time. However, offline dictionary attacks are only
possible if the attacker gains access to the password file. While Unix famously makes
this file world-readable, more recent operating systems, such as NT, aim to ensure that
it is only accessible to the systems administrator. Assuming that such operating
systems do not have flaws, and are configured properly, an attacker can only get access

to the password file by achieving administrator status. Once he has managed to do this,
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it is difficult to see how cryptographically strong passwords will reduce the damage he
can cause. He already has access to the whole system, and can even change users’
passwords without needing to know their current one. Sadly, most operating systems

currently in use do not protect the password file adequately (Anderson (2001)).

2343 Obtaining the password

2.3.4.3.1 Persuading the user to disclose the password
The most straightforward way to obtaining a password is to tell some lie to extract it

directly from someone who knows it (which could be someone other than the user in
question, e.g. his systems administrator). This practice is called social engineering, and
it is both widespread and highly successful (e.g. Winkler (1997), Mitnick & Simon
(2002)). In a study at the University of Sydney, 138 out of 336 computer science
students returned a valid password after being emailed with a false request to supply
their password so that the password database could be validated after a break-in
(Greening (1996)). This example might be harmless, but Ira Winkler provides a
number of case studies in which he demonstrates the effectiveness of social
engineering techniques as a means for corporate espionage, which according to the
FBI costs U.S. companies anywhere from $24 billion to $100 billion annually
(Winkler (1997)).

Another approach is password harvesting, where an attacker exploits the fact that
many users use the same password for different applications. He sets up a website with
some interesting content, makes it password-protected, adds a questionnaire asking
new users which other systems they use, and tries out the password entered on these
systems (Schneier (2000)). This makes it vitally important for users to use their
password only on the system it has been created for.

One final approach worth mentioning is often dubbed ‘spoofing’. An attacker might
run a program on an unattended computer, displaying the usual logon screen. When a
user enters his username and password, the system stores it, replies “Sorry, wrong
password” and terminates itself, invoking the proper password program. One way of
avoiding this attack is to have a trusted path (such as the CTRL-ALT-DELETE key
combination in Windows NT, which is guaranteed to take the user to a genuine
password prompt (Anderson (2001))), which can be considered a way of ensuring the

computer system authenticates itself to the user trying to log in.
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2.3.4.3.2 Finding the password
Users often keep material copies of the password, either to avoid having to memorise

it, or to aid them in case they forget it. Each material copy of the password is a
potential target for attackers, who can, among other things, search a user’s workspace
for pieces of paper with passwords on them, steal PDAs and try to find passwords, or
even scour an account they have compromised for electronic copies of passwords for

other systems.

2.3.4.3.3 Exploiting the login process
Attackers can try to identify which keys a user is pressing when he is typing in his

password during login. This can be done by personal observation, a practice commonly

dubbed shoulder-surfing, or by technical means, such as keyboard tapping.

2.3.5 Interim summary

2.3.5.1 Users’ tasks
The primary goal of a user attempting to log into a computer system via a password

mechanism is to access the resource(s) protected by that mechanism so he can perform
tasks such as reading his email or writing a report. From the point of view of the
organization providing these resources to the user a second goal, of equal importance
to the first one, should be to protect the resource(s) as much as is possible from access
by unauthorized third parties (section 2.4.6 will discuss the wider issue of users’
motivation to make the effort to achieve this second goal). The tasks the user needs to
perform in order to accomplish both these goals include:

1. Enrolment

1.1. The user obtains the username and the initial password (typically from the
helpdesk).

1.2. He uses the username and initial password to log into the system for the first
time.

1.3. He selects a new password in accordance with guidelines to ensure sufficient
cryptographic strength (often enforced by the system through proactive
password checking, see section 2.3.3), and different from passwords used to
access other computing resources.

1.4. He changes the password to this newly-chosen one.

1.5. He memorises the password.

30



2.

S.

1.6. He destroys any trace of the initial password and the newly-chosen one (e.g. a
paper copy provided by the helpdesk).

Normal use |

2.1. He retrieves the correct username.

2.2. He retrieves the correct password.

2.3. He uses the username and password to log into the system, making sure that
this information cannot be observed by third parties as it is being entered.

Prevent password expiry

3.1. At regular intervals, usually enforced by the password mechanism through
password aging (see section 2.3.3), he selects a new password in accordance
with guidelines and different from passwords used to access other computing
IESOurces.

3.2. He memorises the password and destroys any trace of it.

3.3. He changes the password to this newly chosen one.

Handle login failure

4.1. He contacts helpdesk if it is not possible to retrieve the username and/or the
password, or if the system refuses to accept a combination believed to be
correct.

4.2. He authenticates himself to the helpdesk.

4.3. He obtains his username and a new password for initial login, and continues as
off step 1.2.

Handle attempts by third parties to extract password from user

5.1. Should the user be approached by any third party to disclose his password, he

has to refuse to do so.

Throughout the studies carried out as part of the research conducted for this thesis,

guidelines about the behaviours they were expected to perform had to be given to

users. These were chosen on the basis of the list above, but had to be altered slightly to

satisfy the wishes of the relevant authorities both at University College London and at

British Telecom, where the studies were carried out. The resulting list of guidelines

took the following form:

1.
2.

Users need to choose cryptographically strong passwords.
They need to choose a unique password for each password-protected resource they
access.

3. They need to memorise their passwords (as opposed to keeping a physical copy).
4.

They must not share their passwords with third parties.
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5. They need to change their passwords at regular intervals.

2352 The research problem
An organisation which gives its members access to its resources via a password

mechanism needs to ensure that they perform the behaviours described in section
2.3.5.1 if it wants those resources to be protected adequately. There are two obvious
ways in which the organisation can aim to achieve this:

1. The organisation can enforce a behaviour, as is done in the case of enforced
password ageing. Here, users are forced to change their password at regular
intervals and will not be able to log in unless they have done so. However, users
might find ways of undermining this. As an example, they might just switch
between two passwords on a monthly basis. If the mechanism keeps a history list
of past passwords and makes it impossible to choose them again, they might just
choose a password with an index that increases with every enforced change (e.g.
‘peterl’, ‘peter2’, ‘peter3’...). The organisation might find ways of protecting
itself against this, but it is clear that not all of the behaviours that users are required
to perform are also enforceable.

2. The organisation can monitor users and punish misbehaviours. However, this
might seriously clash with the organisational culture and result in users rebelling
against a ‘Big Brother’ scenario. More importantly, some of the required
behaviours cannot be monitored. As an example, a user might disclose his
password to somebody else while he is away from the organisational premises.
This would make it difficult, if not impossible to monitor him.

This means that organisations are faced with a fundamental problem: they require their
users to perform a number of behaviours, some of which can be neither enforced nor
monitored. In other words, they rely on the users to co-operate and perform certain
behaviours when they could choose other behaviours which would undermine security
but which cannot necessarily be monitored. Failure to behave in a security-conscious
fashion may lead to security breaches, but it will almost always be impossible to prove
beyond reasonable doubt that a security breach has occurred as the direct result of a
user choosing an insecure behaviour. The research problem this thesis tries to address
then is the question of how the likelihood of users in an organisation performing the
expected password-related behaviours can be increased in a situation where some of

these behaviours can be neither enforced nor monitored adequately.

2.4 Previous research on the human issues affecting computer and password
security

2.4.1 Threats in the civil world: (re)discovering the human link
Research on security mechanisms to date has focussed almost entirely on technical

issues, such as encryption algorithms or firewalls. Very little work has been carried out
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with regards to the human issues that are involved. This approach has been criticized
as early as 1975, when Saltzer & Schroeder (1975) included usability in the stated
goals of the secure system. Davis & Price (1987) have pointed out that human factors
should be considered in the design of security mechanisms, since security is ultimately
implemented and breached by humans. Hitchings (1995) has suggested that the
narrow, technology-oriented perspective has produced security mechanisms which are
much less effective than they are generally considered to be. However, it is only in
recent years that the security community has realized that a large number of security
breaches that are being reported have been enabled and facilitated by user behaviour.
With respect to password security, there are numerous reports of users regularly not
performing the required tasks identified in section 2.3.5.1 (e.g. Schneier (2000),
Winkler (1997)): they choose weak passwords, use them for several systems, write
them down, and share them easily. This gets exploited by attackers of computing
resources. Kevin. Mitnick, arguably the world’s most famous hacker, testified to the
US Senate committee that he had obtained 9 out of 10 passwords by tricking users,
rather than through cracking. In his new role as security evangelist, he emphasises
that:

“The human side of computer security is easily exploited and constantly
overlooked. Companies spend millions of dollars on firewalls, encryption
and secure access devices, and it’s money wasted, because none of these
measures address the weakest link in the security chain.” (Poulsen (2000)).

It is now commonly accepted by the security community that “security is only as good
as its weakest link, and people are the weakest link in the chain.” (Schneier (2000)).
As a result, first research into the human issues involved in security has been carried
out, which will be presented in the following sections.

How is it possible that the security community has ignored human factors, which are
clearly of utmost importance, for such a long time, despite the early and repeated
warnings? Zurko & Simon (1996) point out that the majority of security research has
strong roots in the military, where users can be expected to follow even the most
onerous rules and procedures precisely. This has reduced the pressure on the designers
of security systems to make them usable It has also led to an emphasis on
mathematical modelling, which does not guarantee a system that emulates user
intuitions and is easy to use. This point is echoed by Dhillon & Backhouse (2001),
who have mapped out the current territory of information systems and security

research, paying particular attention to the socio-philosophical concerns of the various
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approaches. They stress that most security research has followed a functionalist
paradigm, and shares major assumptions with the military. In particular, it assumes a
predominant culture of trust among the members, a system of clear roles and
responsibilities, hierarchical organisational structures and largely centralized
information processing. It can obtain appropriate results for a reality that is well-
defined, such as the military. However, as organisational structures, particularly those
of commercial enterprises, have become flatter and more organism-like in nature, a
socio-organisational perspective is needed to address social groupings and the

behaviour of people.

2.4.2 A taxonomy of previous research on the human issues involved in
computer and password security

There is still only a limited amount of research that deals with the human issues
involved in computer security. Researchers in this field come from a variety of
backgrounds, and at times seem to be unaware of each other’s work. This is
particularly true for research carried out in the two main contributing fields of human-
computer interaction and information systems management. At present, there is also no
agreed research programme that can guide and integrate the efforts that are being
undertaken. However, it is possible to create a first taxonomy of existing approaches;
which can then be used to position individual research efforts and to identify gaps that
need to be filled if there is to be an integrated research programme in the future.
Siponen (2000b) has proposed a first taxonomy of the different approaches taken by
research into the human issues affecting computer security that has been carried out so
far. He bases this taxonomy on the methods that are employed to influence user
behaviour, and divides the existing approaches into two categories: those that try to
affect users’ behaviour by introducing external deterrents, such as punishment, and
those that try to affect it without any such deterrents. The latter category is subdivided
into approaches that try to affect the human component per se, predominantly by
means of security awareness, education and training, and those that aim to improve the
security mechanisms themselves, mainly by improving their usability.

The taxonomy proposed here is in parts similar to that put forward by Siponen
(2000b), but the reasoning underlying it is slightly different and it also encompasses
research not considered by Siponen. The central tenet of all the different strands of

research is that users of security mechanisms regularly behave in a manner that
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undermines the security of the resources in question. There are a number of factors that
are likely to affect users’ security behaviour, such as the usability of the security
mechanism or the motivation of the user in question. It will be argued that the
overwhelming majority of research into the human issues involved in computer
security has so far not tried to identify explicitly those factors that impact on user
behaviour. Instead, the various strands of research have focussed on one or several of
the factors that are likely to affect it, implicitly assuming that these factors are
responsible for users’ insecure behaviours, and that altering them will result in
improved security practices.

The argument presented above makes it possible to classify the large majority of
research according to the factor(s) that are assumed to be responsible for users’
choosing insecure behaviours. Three factors in particular have been the subject of
research:

1. Usability of the security mechanism
The majority of work has focussed on the low usability of existing security
mechanisms, and provides advice on how the user cost of performing secure
behaviours can be reduced by altering the mechanisms in question (e.g. Zurko &
Simon (1996), Whitten & Tygar (1999), Adams & Sasse (1999), Brostoff & Sasse
(2001)).

2. User knowledge and skills
Users’ limited knowledge of security issues, and ignorance of the skills that are
required to behave in a secure manner have been proposed as a cause of insecure
practices (e.g. McLean (1992), Spurling (1995), Adams & Sasse (1999)).

3. User Motivation
Users’ limited motivation to make the effort that is required to behave in a
security-conscious fashion has been identified as a factor that can undermine
security (e.g. Parker (1998), Schneier (2000)).

In addition to this, a limited amount of research has been carried out with respect to
two additional issues, and cannot be classified as focussing on a factor that is assumed
to be the cause for improper user behaviour:

4. Studying user behaviour
The claim that users regularly behave in a manner that undermines security has
largely been substantiated with anecdotal evidence. There is only a very small
amount of research that has tried to validate this claim quantitatively (e.g.
Greening (1996), Yan et al. (2000)). In addition, there has been hardly any
research on the exact way in which users undermine security, i.e. on the actual
insecure behaviours they choose instead of the ones they ought to perform.

5. Investigating the wider organisational context
Once individual factors that lead to users behaving in an insecure fashion have
been identified, it will often be possible to alter them in order to improve user
behaviour. However, another question can be asked: how did the situation where
these factors were allowed to affect user behaviour negatively arise in the first
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place? In other words, what are the factors that affect the factors that impact on
user behaviour in a direct fashion? Answering this question would make it
possible to identify interventions at different levels of the organisational system
and to determine which of these interventions will have the strongest positive
effect on user behaviour and overall security. There has only been a single
research effort that has tried to address this specific issue (Brostoff & Sasse
(2001)).

The following subsections will present the research that has been carried out in each of
these categories. The fourth category, i.e. research that has tried to study actual user
behaviour with respect to the use of password mechanisms, will be dealt with first.
This will set the scene for a discussion of the research that has looked at individual
factors that have been assumed to influence user behaviour (categories 1 to 3 above).
Finally, research that has tried to investigate the wider organisational context and the
way in which it affects password security (category 5) will be presented. It is important
to point out that the taxonomy presented above is meant as an aid in positioning
previous research efforts in order to make it possible to identify areas that require
additional work. It is not meant as a taxonomy of all issues that might possibly affect
human factors in password security.

One final point that needs to be made before we can look at the research carried out in
the individual categories is that most of this research has focussed on mechanisms
other than the password mechanism that is the subject of this thesis. In addition, a
substantial part of it has looked at personal users, and not at users in an organisational
context. Only those aspects of this research that shed light on issues that affect
password security in an organisational context, or that make points that are relevant to
the overall argument presented in this thesis will be reviewed. Research that touches
on several of the categories listed above will be discussed in detail in its main category

and will be referred to briefly in the other appropriate categories.

2.4.3 Studying user behaviour
The central tenet of the different strands of research on human factors in computer

security is that users regularly behave in a manner that undermines the security of the
resources in question. However, most of the evidence for this claim is of an anecdotal
nature (e.g. Winkler (1997), Schneier (2000)). There is only a limited amount of
research that has tried to quantify the extent of the problem, and there is even less
research that has tried to identify which specific insecure behaviours users choose over

secure ones. With respect to password security, a particular problem such research
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faces is the very issue that has given rise to the research problem driving the work
presented in this thesis: a lot of the required behaviours cannot be monitored easily.
This also means that it isr often difficult to get hard, quantifiable data on the extent to
which these behaviours are performed by users. A result of this is that the research that
has provided such hard data has focussed on the one behaviour that can be verified
easily, namely the strength of the password chosen by users. An example of such work
is the study by Yan et al. (2000), in which graduates were asked to select strong
passwords and the authors then attempted to crack the passwords in the resulting
password file using a relatively short-running dictionary attack. The results were
alarming: 32% of the passwords were cracked this way. Similar results were found in
studies conducted in a business environment (e.g. Belgers (1993), Klein & Myers
(1999)).

Studies on cryptographic strength of the passwords users choose have focussed on the
one behaviour that can be tested easily, provided access to the password file is
obtained. In cases where this access was not given, researchers had to resort to
questionnaires as a means of studying user behaviour. An example would be a recent
poll (Petrie (2002)) that found that 90% of 1200 users reported choosing passwords
that would easily be cracked, such as dictionary words or names. 47% of the users
even chose their own name, their nickname or the names of their partners, children or
pets, which could be guessed online rather than cracked offline. Only 9% of this
sample reported using cryptographically strong passwords. Adams et al. (1997)
collected questionnaire data on two other behaviours users need to perform. Of their
139 respondents, 50% stated that they wrote down their passwords in one form or
another. In addition, 50% of respondents answered that they had devised a method to
construct related passwords, i.e. instead of choosing different and unrelated passwords
for each system, they based their passwords on a common theme or domain. Since
almost half the respondents left this question blank, it can be assumed that the overall
percentage of respondents using this method was even higher.

There are only 2 studies that have tried to quantify the extent to which users perform
an insecure behaviour that cannot be monitored as easily as the strength of the
password they choose without resorting to questionnaires. The first study (Greening
(1996)) was carried out at the University of Sydney, where 338 computer science
students were emailed with a false request to supply their password so that the

password database could be validated after a break-in. 138 out of the 338 students
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returned a valid password. In the second study (Leyden (2003)), a researcher
approached 152 office workers at Waterloo Station and asked them to participate in a
‘security survey’ in exchange for a cheap pen. 90% of the participants disclosed their
password. However, the researcher was obviously not able to validate whether
participants had been honest when giving a password, so the results of this study have
to be taken with caution.

In summary, it can be said that the studies presented in this section, together with the
anecdotal evidence, make it possible to state with a sufficient degree of confidence that
users do regularly behave in a way that undermines security. However, it would be
highly desirable for more studies to be carried out so that these claims can be
substantiated in a quantitative manner. This holds particularly true for behaviours such
as sharing passwords with third parties, which cannot easily be monitored. Apart from
such quantitative studies, it would also be desirable to have more information on the
specific insecure behaviours users choose. As an example, users writing down their
password might do so on a post-it attached to their monitor, on a piece of paper locked
away in a drawer or on a PDA that itself is password-protected. These behaviours
differ in the extent to which they compromise security, and they might require
differing actions on behalf of the organisation in order to stop them or reduce the

security risk incurred by them.

2.4.4 Usability of computer security

244.1 Usability of computer security in general
The majority of security research that takes human issues into consideration has

focussed on improving the usability of security mechanisms. The underlying
assumption is that users primarily behave in a manner that undermines the security of
the resources in question because the security mechanism is not usable (Schultz et al.
(2001)). Zurko & Simon (1996) propose three approaches that can be employed to
achieve the goal of creating usable security:

1. Established procedures for enhancing usability can be applied to developing or
existing security mechanisms (e.g. Karat (1989), Mosteller & Ballas (1989)).

2. Security models and mechanisms can be developed for and integrated into software
that is already known to possess a high degree of usability (e.g. Foley & Jacob
(1995), Shen & Dewan (1992)).

3. Usability can be considered as a primary design goal at the start of developing
security mechanisms (e.g. Holmstroem (1999), Jendricke & Markotten (2000)).
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Zurko & Simon (1996) consider the third approach, which they have named ‘user-
centered security’, the most promising area for future work, and were themselves the
first to design a security mechanism with both security and usability as peer goals
(Zurko et al. (1999)). They state that Adage, an authorisation service for distributed
applications, has been designed with a user-centered security approach from the outset,
but are unclear about the exact techniques they have employed. They have tested the
early results of the design process using contextual interviews, a think-aloud protocol
and a questionnaire. This showed that novice users were able to perform a number of
basic tasks in an acceptable timeframe, without the need for documentation.

The work on user-centered security that has been initiated by Zurko & Simon (1996) is
characterized by the application of established usability design and evaluation
techniques to security mechanisms. This approach has been questioned by Whitten and
Tygar (Whitten & Tygar (1998), Whitten & Tygar (1999)), who argue that security
mechanisms require a usability standard that is different from that applied to other
types of consumer software. They reason that the problems their target group, home
users, experience with security software will only be solved sufficiently by improved
user interface design techniques. The alternatives they envision, namely legal
remedies, increased automation and user training seminars are seen by them to provide
only limited solutions. To show that standard user interface design techniques do not
result in security software that satisfies their usability standard, they perform a
usability evaluation of PGP 5.0 (Garfinkel (1995)), which they regard as a
representative example of general user interface design techniques being applied to
security software. They perform a cognitive walkthrough, together with a heuristic
evaluation, and a user test, and conclude that PGP 5.0 is unusable for users who are not
already knowledgeable in the area of security. In their view, this means that domain-
specific user interface design principles and techniques will need to be created for
security software. However, this argument is at best questionable. The natural
conclusion would be that PGP 5.0 has not been well-designed with respect to its
usability, and needs to be improved further.

The authors also claim that the need for domain-specific design guidelines stems from
the fact that security possesses a number of problematic properties:

1. “The unmotivated user”
Security is usually a secondary goal, which can get ignored when users focus on
their primary goals. It is easy to put off learning about security, or to assume in an
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optimistic fashion that it is working, in order to avoid the effort necessary to
perform security-related actions.

2. “Abstraction”
The management of computer security often involves security policies, which are
systems of abstract rules. Ordinary users might find it difficult and unintuitive to
manage such rules.

3. “Lack of feedback”
It is difficult to provide good feedback to users about the state of a security
configuration, which is usually complex and often can’t be summarized
adequately.

4. “Barn door”
It is impossible to be sure that a secret that has been left unprotected even for a
very short time has not already been accessed by an attacker. This means that the
user interface design has to make sure that users understand their security well
enough to avoid potentially high-cost mistakes.

5. “The weakest link”
Users need to be guided to attend to all aspects of their security, since a weakness
of even a single one of these can be exploited by an attacker.

The merit of the work by Whitten and Tygar lies in its pointing out that security
possesses problematic properties which make it unlikely that the application of
usability techniques alone will solve all the problems users experience with security
software. However, a critical analysis of the properties they list shows that most of
them can be addressed using a standard usability approach, whereas others do not
necessarily precipitate the need for a new definition of usability, and new usability
guidelines. Instead, they can be addressed by other means. The definition of usability
for security Whitten and Tygar offer states that security software is usable if the people
who are expected to use it

1. “are reliably made aware of the security tasks they need to perform,;
2. are able to figure out how to successfully perform those tasks;

3. don’t make dangerous errors; and

4. are sufficiently comfortable with the interface to continue using it.”

The second and third point of this definition can most certainly be addressed with
standard usability techniques. The first point can be satisfied in part by improved
usability, and in part by user training, e.g. in the form of online tutorials. The final
point is important, and it goes beyond what is traditionally achieved by usability-based
approaches. In effect, it states that for security software to be useful, it does not only
have to be usable, but also needs to be used (to a certain extent, the first point raises
the same issue). This is closely connected to the “unmotivated user” property Whitten
and Tygar have identified. While the other four properties they mention can be
addressed by traditional usability techniques, this one cannot. However, this does not
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necessarily mean that the definition of usability should be extended. Instead, this issue
can be addressed by other approaches, which go beyond usability. These approaches
have to take into account that security almost always is a secondary goal for users,
which incurs additional overheads and might get into the way of a primary goal they
want to achieve. They will have to find ways in which users can be persuaded to use
the security functionality at their disposal, and to use it in the proper manner.

The “unmotivated user” property has not been identified explicitly by Dufft et al.
(1999), but is being addressed implicitly by proposing that security software should be
designed not only to be usable, but also to be likeable. The authors suggest to design a
total user experience, which among other things increases the general positive appeal
of the security mechanism and the social prestige associated with using it. This mirrors
a recent trend in the field of human-computer interaction, where the focus is on
moving beyond providing usability, and towards creating total, and pleasurable user
experiences (e.g. Jordan (2000)).

The paper by Dufft et al. (1999) also points out another problematic property of
security, which is not covered by Whitten and Tygar. Security is never positive in
itself, i.e. its only positive aspect is a lack of negative consequences. This means that
making the effort to use security mechanisms in the proper manner is rarely ever
rewarded directly, whereas not using them can result in punishment after an
unforeseeable amount of time. As a result, security behaviour is most often learned by
negative reinforcement, which is known to be less effective than positive
reinforcement. One way in which this situation could be improved is by the use of the
before-mentioned pleasure-based approaches, which might make it possible to reward
users immediately upon performing a behaviour that increases security.

Research on improving the usability of security mechanisms is still in its infancy.
Underlying it is the assumption that users behave in a manner that undermines the
security of the resources in question because the security mechanism is not usable.
This is a valid point, and it can only be hoped that it will be taken up by researchers
both from the security and the human-computer interaction community. However, the
first attempts at improving the usability of existing security mechanisms have also
shown that security possesses a number of properties that raise additional issues for the
developer of security mechanisms. Not all of these issues can be addressed just by
integrating security and usability. Instead, usability is one building block towards an

integrated solution, which incorporates further measures that are needed to ensure that
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users behave in the proper manner. The basis of such an integrated solution will be the
identification of all the factors that determine user behaviour, and of the way in which

these factors interact.

2442 Usability of password security

2.44.2.1 Password memorability
The users of password mechanisms are required to memorise and recall their password

without resorting to the help of a written copy. An inability to perform this task can
lead to two problems. Firstly, users might not be able to recall their password when
trying to log into a system. As a result, they will have to contact the systems
administrator and have the password reset, which is likely to cost them a significant
amount of time and the organisation a significant amount of money. Secondly, users
may be tempted to avoid the cost potentially incurred by forgetting their password(s),
either by choosing weak yet memorable passwords, or by writing their passwords
down. This immediately undermines security, since weak passwords are easier to
guess, whereas written copies of passwords can be found and exploited by attackers of
computer systems. Research to date on the usability of password mechanisms has
focussed almost exclusively on this problem of password memorability.

The majority of research in this area has focussed on which type of password content
is easier to memorise and has been conducted in an experimental setting rather than an
operational one. A good example of this is the work undertaken by Zviran & Haga
(1993). 103 graduate students were given 3 passwords, each generated by one of the
following methods:

1. System-generated (alphanumeric);
2. System-generated (pronounceable);
3. Self-generated.

In addition to these, they were given a pass-phrase and tens of challenge-response
pairs. They were asked to recall the passwords after three months. The system-
generated alphanumeric passwords, which represent the cryptographically strongest
password content, were most difficult to remember: 13% could be recalled, but only by
resorting to a written copy of them. The system-generated pronounceable passwords
could be recalled by 37% (83% of which were reported from memory). Finally, the
self-generated passwords could be recalled by 27.2% of participants (42.9% of which
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achieved this from memory only). The difference between alphanumeric and
pronounceable passwords was statistically significant.

There are a number of 6ther studies of this type which have been carried out (e.g.
Bunnell et al. (1997), Spector & Ginzberg (1994)). The main characteristic all these
studies have in common is that they investigate the ability of users to memorise
different types of password content in an experimental setting, with no interference
from other tasks they would have to perform in an operational setting. In particular,
issues such as the fact that users typically have to memorise not just one, but a number
of passwords and that they have to change these at regular intervals are not factored
into these studies. This makes it difficult to determine to what extent their findings
make it possible to draw conclusions about the memorability of passwords when used
in an operational setting.

Yan et al. (2000) presents the only study that observed password memorability in an
operational setting. Carstens et al. (2000) report a limited case study that mimics an
operational setting but which is based on a false understanding of what constitutes
secure password content). 288 first year undergraduate students were separated into
three groups and given different advice on how to choose the password for the central
computing facility, which they were likely to use on a regular basis:

1. The control group were given the same advice as previous years, i.e. to choose a
password of at least seven characters containing at least one non-letter.

2. The random password group were shown how to choose a random password by
using a sheet of paper which was provided to them and which contained the letters
A-Z and the numbers 1-9 repeatedly on it.

3. The passphrase group were told to choose a password based on a mnemonic
phrase.

The passwords chosen by the participants were submitted to a number of attacks by the
researchers in order to determine their cryptographic strength. In addition, participants
were sent an email questionnaire after four months, asking them how difficult it had
been for them to memorise their password and for how long they had needed to keep a
written copy to refer to. The findings can be summarized as follows:

1. Passwords based on mnemonic phrases are no more difficult to remember than
naively selected passwords, and both of these are easier to remember than
randomly selected passwords.

2. Passwords based on mnemonic phrases are cryptographically as strong as
randomly selected passwords, and both of these are stronger than naively selected
passwords.

3. Even when given explicit instruction on how to choose their passwords, 10% of
participants in the random password group and in the passphrase group failed to
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comply and chose passwords that were either too short or not constructed
according to the instructions.

The study reported in Yan et al. (2000) is a clear improvement on previous studies in
that it investigates the effect of password content on password memorability in an
operational setting. However, it does not explicitly take into consideration other factors
that might impact on password memorability. One such factor is the frequency with
which a password is being used. Adams et al. (1997) used a web-based questionnaire
on security and password-based authentication systems to collect responses from 139
respondents. They found that users reported that infrequently used passwords are the
ones most often forgotten. This result was confirmed in a study by Sasse et al. (2001),
who collected questionnaires from 144 British Telecom employees, asking them to
describe the cause of the last password problem they encountered and the frequency
with which they used the password. In the same paper, another study is reported which
shows the importance of studying password memorability issues in an operational
setting, in order to identify factors that might be overlooked in an experimental setting.
System logs of passwords use were taken of 32 students who used a web-based system
to practice and submit assessed coursework. This made it possible not only to study the
frequency of logins and login failures, but also to determine the cause of those failures.
In studies up to this point, login failure had always been assumed to be the result of
users forgetting passwords. However, in this study it could be shown that users hardly
ever draw a complete blank. Instead, the login usually fails because users only recall
the password partly, or because they recall a different password than the required one,
i.e. a previously used password for the same system or a password for a different
system. This confusion of passwords happens more often for heavy- or medium-used
passwords than it does for lightly used passwords. The authors also analyzed 6 months
of password reset logs from the British Telecom password helpdesk and found that
another factor that had been overlooked in previous studies on password memorability
was the effect of forced password changes: 13% of all reported password problems
occurred just after changing a PIN. Finally, Sasse et al. (2001) have also pointed out
how users’ having to memorise multiple passwords can cause memorability issues and
may lead to them choosing cryptographically weaker passwords or writing down their
passwords. This will be discussed in greater detail in section 2.4.4.2.2.

Research on human issues involved in password security has focused almost

exclusively on the issue of password memorability. The main issue investigated is the



relationship between password content and password memorability, and this has been
studied almost always in an experimental rather than an operational setting. However,
the few studies performed in an operational setting have already shown that there are
other factors apart from password content that impact on password memorability.
These factors clearly include

1. the frequency of password use,

2. the number of passwords users have to memorise,

3. the extent to which they are forced to change their passwords at regular intervals.
More such studies need to be conducted in an operational setting to further our
understanding of the relative importance and interplay of these factors. Such studies
are likely to identify further factors that impact on password memorability in

particular, and user behaviour with respect to password security in general.

2.4.4.2.2 Identifying factors that affect user behaviour
A common theme running through the previous 2 sections is that of the identification

of new factors that influence user behaviour, even when the studies in question did not
expect to discover these at the outset. In this section, the only study in this field that
explicitly set out to identify such factors will be reviewed. Both in its substantive and
in its methodological contribution to the field, this study has to be considered seminal
and is the strongest individual influence on the work that has been carried out as part
of this thesis. The work has been presented in two papers (Adams et al. (1997), Adams
& Sasse (1999)), the first of which provides more technical detail of the study, whereas
the second offers a more readable overview. The discussion of the study in this section
draws on both papers, and will point out when an individual item can only be found in
one of them. The discussion will also cover the study in its entirety in this section,
even though parts of it point beyond pure usability issues. Other sections will refer
back to those parts as presented in this section.

The aim of the study was “fo identify human and organisational factors which impact
on the security and usability of password systems” (Adams et al. (1997)). The study
consisted of two parts. In the first part, the answers of 139 respondents to a web-based
questionnaire on the security and usability of password mechanisms were collected

and analyzed. Half of the respondents came from British Telecom', whereas the other

! The original papers did not reveal British Telecom’s identity, but only referred to ‘organization A’.
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half were users from organisations throughout the world. The main quantitative results
of this part of the study can be summarized as follows:

1. There was a significant inverse correlation between the frequency with which a
password was used and the memory problems it caused — less frequently used
passwords caused more memory problems.

2. 50% of the respondents reported writing down their password in one form or
another.

3. All of the respondents who answered the question (50% of the total number of
respondents) reported producing related passwords, i.e. all or most of their
passwords were drawn from a pool that was based on a common theme or domain.

The questionnaire also contained a number of open-ended questions, and the responses
to these questions suggested that there were other factors which had an impact on user
behaviour and/or led to user problems. In the second part of the study, an initial set of
15 semi-structured in-depth interviews was carried out in British Telecom, covering
issues of password generation and recall, as well as more general system and
organisational factors. These interviews were then analyzed using grounded theory
(Strauss & Corbin (1990)) to build a model of users’ password behaviour. This model
was substantiated through the analysis of a further 15 in-depth interviews in
Organisation B (a company in the construction sector). Four major factors that
influence password usage were identified:

1. Multiple passwords
Many users do not have to use a single password, but multiple passwords for the
different systems they use. Often, they also need to change their passwords
regularly. As a result, memorability problems occur and users might resort to
insecure work practices. In particular, they might write down their passwords or
choose cryptographically weak passwords. A lot of users have developed their own
method of creating related passwords, often by linking them (e.g. toml, tom2,
tom3).

2. Password content
Users’ knowledge of secure password design was shown to be inadequate in the
study, and led to users creating their own password design strategies, which were
anything but secure.

3. Users’ perceptions of organisational security and information sensitivity
Users perception of the organisational importance of security and the threats to
security was shown to be a key element in motivating their work-practices.
Without feedback from their organisation, they would often create their own
models of these issues, which were littered with misconceptions and led to insecure
practices. Users’ security behaviour was also shown to be dependent on their
perception of the sensitivity of the information that was meant to be protected.
Again, this perception regularly was incorrect. In particular, confidential
information about individuals was regarded as sensitive, whereas commercially
sensitive information often was regarded as not sensitive.
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4. Perceived compatibility between password procedures and work practices

The study revealed the importance of compatibility between work practices and
password procedures. British Telecom forced its users to have individually owned
passwords for group working, where users would have considered shared
passwords as more compatible with their work practices. This can result in users
circumventing the security mechanism, e.g. by disclosing their password to other
group members. In organisation B, the opposite problem occurred: users
emphatically rejected the fact that they were forced to use group passwords for
individual personal information, such as email.

At the highest level of the model, the study combines these 4 factors further to identify
two main problems in password usage:

1. System factors
System factors comprise password restriction mechanisms, passwords for multiple
applications and multiple changes over time. Users can conform with these system
factors but often feel forced to circumvent them, e.g. by choosing linked passwords
for different systems.

2. External factors
External factors comprise the information’s perceived sensitivity or importance and
enforced password practices so that passwords are perceived to be allocated to the
individual or the group. These external factors can be either compatible or
incompatible with users’ perceptions.

Adams & Sasse (1999) conclude that users do not necessarily behave in an insecure
manner because they lack the motivation to behave in a security-conscious fashion.
Instead, system factors can force them to undermine security procedures. External
factors that are incompatible with users’ perceptions can have the same effect. Adams
& Sasse (1999) recommend a number of measures to be taken by organisations to
improve user behaviour, among them improved user training, changes to the password
mechanism that increase its usability (e.g. the introduction of single sign-on) and a
higher degree of compatibility between work practices and password procedures.

The work reported in Adams & Sasse (1999) and Adams et al. (1997) is seminal in that
is the first study that explicitly set out to identify the factors that have an impact on
users’ security-related behaviour. The methodology chosen to do so (grounded theory)
is a valid addition to the field and seems to be particularly suited to the problem in that
it makes it possible to uncover and descriptively relate a complex web of variables
while reducing any bias possibly introduced by the researcher. The strength of the
study lies in its systematic identification of factors that influence users’ password
behaviour, such as the perceived importance of the information protected. The
combination of these factors into higher-level factors is overall sound but not always

completely convincing. In particular, the membership criteria for the high-level
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‘system factors’ and ‘external factors’ are not made explicit, and seem to be somewhat
blurred (e.g. enforced password practice with respect to group practices is an external
factor, whereas password restriction mechanisms are a system factor). In addition,
individual factors are being identified, but their actual interplay is not determined to a
sufficient extent. As a result, the story-line that combines the different factors could
easily be split into a separate story-line for each individual factor, without any
information being lost.

The overall “message” of the work - that users are not necessarily the enemy of the
organisation (or security department) - is important, but does not seem to have been
questioned and qualified seriously enough. It is based on the analysis of interview data
which has been taken at face value. Adams et al. (1997) report how several
interviewees made contradictory statements in the course of a single interview, and
claim that the grounded theory analysis showed that this was due to a complex issue
involving several factors being discussed. They give an example of such an apparent
contradiction: Users perceiving the organisation’s general security level as low will
decrease their perception of how sensitive the information protected is. This, in turn,
increases insecure password practices. On the other hand, users who perceive the
organisation’s general security level as high will decrease their overall perception of
threats to the information. This will also increase insecure work practices. This
analysis makes sense as long as the statements of the interviewees are taken at face
value. However, it is possible that some of the interviewees have structured their
discourse about password security in a manner which makes it possible for them to
justify their improper password practices.

In summary, the study discussed in this section has added significantly to both the
substantial and the methodological knowledge in this field. It points in the right
direction for further research, which should aim to achieve the following:

1. The factors that have been identified as affecting users’ password behaviour need
to be validated further.

2. Additional factors are likely to exist and need to be identified.

3. The interplay between the various factors needs to be identified.

4. A higher-level model needs to be developed which incorporates all these factors
into a comprehensive story-line and which makes explicit the interplay between the
individual factors.

5. The possibility of users possibly structuring their discourse in order to justify their
improper password practices needs to be addressed.
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2.4.5 User knowledge and skills
The work by Adams & Sasse (1999) has substantiated a point that should be self-

evident: the knowledge users have of security issues and the skills that they possess in
this area will strongly affect the extent to which they behave in a secure fashion. More
importantly, the study conducted by Adams & Sasse (1999) has also begun to identify
specific gaps in the knowledge and skill base of users which need to be addressed. In
the absence of any organisational efforts to fill these gaps, users will construct their
own, often wildly inaccurate models of issues such as the importance of security or the
best way to construct a password. This almost invariably leads to insecure security
practices. .

The way in which organisations typically try to fill the gaps in users’ knowledge and
skills is by means of security awareness and training campaigns. The need for such
campaigns is generally accepted (e.g. Siponen (2001)), but there has only been a very
limited amount of research in this area. Published research consists almost entirely of
papers which do not present any empirical results, but only suggest ways in which
security awareness campaigns should be designed. A typical example of this is
Thomson & Solms (1997). The paper starts out by stressing the importance of security
awareness campaigns, and goes on to describe a general approach towards developing
a security awareness program, which is based on suggestions taken from a NIST
handbook on computer security (National Institute of Standards and Technology
(1995)). This contains a number of points of a general nature, such as the identification
of the program scope, goals and objectives or the identification of the target audience.
The paper then suggests specific content for the three main target groups that have
been identified, namely the top management, the IS management and the end-users.
Again, the paper draws on other sources for this information, and keeps it mostly at a
general and vague level. As an example, the paper advises to make top-management
aware of information security terminology and standards. Where the paper does get
more specific is with respect to the content end-users should be educated about, but
even here only a short sample list of possible subjects is given. On the whole, the paper
ends up as a collection of general and vague material taken from other sources and
provides a high-level description of a methodology to design security awareness
campaigns. It is difficult to determine the effectiveness of such a methodology without
any empirical results about its use in an operational or experimental setting. Other

papers suggest that methods from social psychology (e.g. Siponen (2000a)) or
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marketing (e.g. McLean (1992)) should be used to make security awareness programs
more effective, but yet again no empirical validation of these claims is provided. The
only paper which describes an actual security awareness campaign and its effect on
users is of an anecdotal nature, and does not provide any hard data on the effect of the
campaign (Spurling (1995)).

There is a clear need for research in this area, which should not only aim to develop a
high-level methodology that can be used to design security awareness and education
campaigns, but which should also try to provide domain-specific knowledge about
specific security systems and user groups which can be used to design the content of
such campaigns. As importantly, the claims made in such research need to be
substantiated with quantitative data that has been gained in an experimental fashion. In
addition, the possibility of means other than security awareness and education

campaigns to instil knowledge and skills in users has to be investigated.

2.4.6 Motivation
The work by Adams & Sasse (1999) has shown how users’ knowledge and skills can

impact on their motivation to behave in a security-conscious fashion. As an example, a
user who does not believe the information that is protected by the password
mechanism to be at risk of being targeted by third parties will be less motivated to
behave in a secure manner than one who does. This could make it seem as if users who
are properly educated about security issues should be motivated to behave in the
proper manner. However, there is a larger issue that needs to be considered. In most
cases, authentication to a system is an enabling task, which means it creates an
overhead for the user, who is using that system as a tool to achieve a primary, real-
world rask. It is predictable that most users will cut corners to reduce that extra load
given a chance, unless they are motivated to make the effort to behave in a security-
conscious fashion (as discussed in section 2.4.4.1, Whitten & Tygar (1999) have put
forward this argument for security mechanisms in general). Oversimplifying for the
sake of argument, users of password mechanisms can be divided into two groups:
those that face personal damage if they do not behave in a security-conscious fashion,
and those that do not put themselves, but others, at risk by cutting corners. Self-
employed and home users fall into the first category — users in this group can, if
educated about the possible consequences of their behaviour, make an informed choice

about their behaviour, based on an assessment of the risks and the effort required to
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reduce these risks. Users in an organisational context fall into the second category, and
for them education alone might not be sufficient to increase their motivation to the
level where they will make the extra effort needed to behave in a security-conscious
manner. This is a point that has been stressed by Parker (1998), who suggests
removing the conflicts between job performance and security constraints by making
security a part of job performance. He puts forward the use of rewards and penalties in
annual job performance reviews as a motivator for end-users in organisations and calls
this “the mother of all security controls”.

The importance of motivating users to make the extra effort that is needed to behave in
a security-conscious fashion has also been stressed by the advocates of security
awareness and education campaigns. However, this has again only resulted in a
number of recommendations on how to use techniques taken from social psychology
(e.g. Kabay (1993)) or marketing (e.g. Spurling (1995)) in order to obtain users’
commitment to proper security behaviours. Once more, the resulting recommendations
are general in nature and lack domain-specific knowledge about specific security
systems and user groups. In addition, none of them have been tested experimentally.

It is clear that more research is needed in this area. Such research should first of all
study the effect of user motivation on security-related behaviours further. It then needs
to identify the factors that affect user motivation. The results gained in this way need
to be substantiated with quantitative data that has been gained in an experimental

fashion.

2.4.7 Investigating the wider organisational context
The majority of the research discussed in the previous three sections (2.4.4 to 2.4.6)

has assumed an individual factor to be largely responsible for users’ behaving in an
insecure fashion and has then proposed ways in which this factor can be altered in
order to improve user behaviour. The main exception to this was the work presented in
Adams & Sasse (1999), which did not presuppose any factors but rather tried to
identify them from scratch. One factor that this work identified was an often poor fit
between password practices and work practices with respect to group work: users were
forced to use shared passwords where individual passwords would have been more
appropriate, and vice versa. Once such a factor has been identified, an immediate
reaction is to make changes that lead to improved password practices, in this case by

tying in password practices with work practices in a more appropriate fashion.
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However, there is another question that can be asked: how did the poor fit between the
two come about in the first place? In more abstract terms, this boils down to the
question of how certain factors that affect user behaviour have come to be allowed to
affect it negatively. This can be rephrased again as the question of what the factors are
that affect the factors that affect user behaviour in a direct fashion. This question has
been addressed in an informal manner in some of the research efforts presented
previously (e.g. the strong roots of security research in the military, as discussed in
Zurko & Simon (1996)). In this section, the only research effort in the field that has
tried to answer this question in a systematic manner will be presented.

Brostoff & Sasse (2001) starts out with the argument that almost all security systems
involve human users as well as technology, and should therefore be designed as socio-
technical work systems. It is then proposed that safety-critical systems design has
goals and issues that are similar to those encountered in security design, and should
therefore provide a good starting point for this endeavour. Reason’s (Reason (1990))
Generic Error Modelling System is suggested as the most suitable candidate for such a
socio-technical approach (Spruit (1998) has used parts of this model in a less
convincing fashion in an earlier paper). The paper, which is explicitly flagged as a
position paper, then briefly presents Reason’s model, discusses its suitability for the
task at hand, gives an example of it being applied to a problem in the security arena
and finishes with a discussion of the advantages and disadvantages of using the model.
Brostoff & Sasse (2001) argue that Reason’s model makes it possible to capture
failures at the individual and at the organisational level in a systematic fashion. At the
individual level (i.e. end-users in large corporations), the model posits three kinds of
human error, which together fall under the category of active failures. Slips (attentional
failures) and lapses (memory failures) are unintended actions that lead to a bad result.
Mistakes (rule-based or knowledge-based mistakes) are intended actions that lead to an
unintended result. Together with violations, which are actions intended by the user but
not by other people, these form the class of unsafe acts (re-labeled by the authors as
insecure acts in the domain of information security). In order for a security breach to
occur, insecure acts have to combine with latent failures and/or unusual environmental
conditions. Latent failures can be thought of as weaknesses that are built into the
system and predispose it to security breaches. They act by promoting insecure acts and
by weakening the system’s defenses. Reason’s model describes a system or an

organisation as consisting of a number of levels: decision-makers, line managers,
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preconditions (e.g. reliable equipment or a motivated workforce), productive activities
and defences (e.g. firewalls). The causes of a disaster can be traced back to failures at
all levels in this model, with deficiencies at a higher level being transformed to
deficiencies at a lower level. One central assertion of the model is that removing latent
failures in higher parts of the system will provide greater benefits than removing errors
at a lower level.

The paper goes on by giving an example of the application of the model to a specific
example of a security breach, in this case the assumed theft of a laptop with
confidential information on it that has not been encrypted even though the relevant
software for doing so was available to the user. The authors consider each of the
insecure acts and use them to label the user’s behaviour, and then identify the latent
failures in higher parts of the system that could have led to those insecure acts. The
authors state that this application of the model has made it possible to identify several
potential causes of or contributory factors to the security breach. The authors also point
out that, in a situation similar to the one the safety-critical community found itself in
10 years earlier, the application of the model makes it clear that end-users usually are
not the main instigators of a security breach, but rather the inheritors of system defects
that are caused by failures higher up in the organisation.

The work presented in Brostoff & Sasse (2001) is vitally important for the whole field
of computer security in that it is the first to propose a way in which the larger
organisational context can be taken into consideration when trying to reduce the
number of security breaches. As importantly, it provides a systematic way in which
insecure user behaviours can be classified and in which the larger organisational
failures that led to those behaviours can be identified. This should make it easier to
identify the interventions that will have the strongest positive effect on overall
security. However, the paper is a position paper only, and as such its claims need to be
verified through empirical studies before a final verdict on their validity can be made.
In particular, it has to be seen whether a model that has been developed for safety-
critical systems - where errors can lead to life-threatening situations, and operators can
probably be assumed to be intrinsically motivated to behave in the proper fashion -
can be applied to security systems, where end-user motivation might be less strong.
Safety and security also differ in that the former does not need to consider adversaries
that actively seek to attack, which might have an influence on users’ attitudes and

behaviour. In addition, the model is not easy to operationalise, as the authors willingly
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admit when stating that “the quality of its application depends on the expertise of the
people who apply it within a particular organisation”. This can be explained by the
fact that the model is of a high-level, abstract nature and relies in its application on
additional domain-specific knowledge about the security system and the organisation

in question.

2.4.8 Interim summary

2.438.1 Previous research
The central research problem this thesis tries to address is the question of how the

likelihood of users in an organisation performing the expected password-related
behaviours can be increased in a situation where some of these behaviours can be
neither enforced, nor monitored adequately (see section 2.3.5.2). Previous research that
is related to this problem has been presented and discussed in the preceding sections
(2.4.3 to 2.4.7). The amount of research on human factors in computer security to date
is limited, and there is even less research on the human factors in password security.
Moreover, the field does not yet have an agreed research agenda, and the various
contributing researchers are at times unaware of each other’s efforts. The discussion of
the previous research has also shown up a number of issues, the main ones of which
can be summarised as follows:

1. Anecdotal nature of some of the claims being made
A considerable number of the claims that are made in this field are of an anecdotal
nature and have not yet been substantiated with quantitative data. This holds
particularly true for claims about actual user behaviour.

2. Assumption of certain factors affecting user behaviour
A large part of the research that has been discussed has assumed one or several
factors to have a strong influence on user behaviour and has then tried to find ways
in which these factors can be changed in order to improve that behaviour. With the
exception of the work presented in Adams et al. (1997) and Adams & Sasse
(1999), there have been no efforts to identify the factors that affect user behaviour
from scratch, without any prior assumptions.

3. Proposals of solutions without any proof of effectiveness
Some of the research has suggested ways in which user behaviour can be improved
by borrowing ideas and concepts from other fields, such as social psychology, and
suggesting they be applied to computer security. However, none of these
suggestions have actually been tested in a manner that would make it possible to
determine their effectiveness in this particular area in a quantifiable fashion. As
importantly, the suggestions that have been made are often so vague that it would
be impossible to devise a way of testing them without resorting to additional,
domain-specific knowledge.
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4. Lack of domain-specific knowledge
There has been very little research that has generated domain-specific knowledge
about specific security mechanisms and specific user groups. The majority of
research that has done so has focussed on only one factor affecting user behaviour,
namely the usability of certain security mechanisms.

5. Lack of awareness of the wider organisational context
There has to date only been one research effort that has tried to identify and
address the causes of insecure user behaviour that can be found in the wider
organisational context (Brostoff & Sasse (2001)).

2.48.2 The research questions

The previous section has summarized five issues that have been identified with respect
to previous research that has been carried out in this field. The issue that the research
presented in this thesis primarily tries to resolve is the second, i.e. the lack of any
research that has tried to identify the factors that affect user behaviour without making
any prior assumptions about them. This translates into the fundamental research
questions that this thesis tries to address:

1. What are the factors that affect the password behaviour of users in organisations?

2. How do these factors interact in order to cause specific behaviours?

3. How can knowledge about these factors and their interplay be used to improve user
behaviour?

It is important to point out that these questions are meant to focus on those factors that
directly affect user behaviour and do not take into consideration the factors that are
further removed and might affect user behaviour indirectly through their effect on
other factors. As an example, the questions aim to uncover factors such as the usability
of the password mechanism, but do not target any factor that is responsible for the poor
usability of existing mechanisms and likely to be part of the wider organisational
context. Identifying these ‘first-level’ factors and their interaction would also help to
resolve the fourth issue discussed in the previous section by providing domain-specific
knowledge about one particular security mechanism, in this case the password
mechanism.

The research problem and the research questions as stated so far were not conceived at
the beginning of the research process that led to the findings presented in this thesis,
but are the result of a re-conceptualisation of the original research approach in the
course of this process (see chapter 4). The data collected up to the point of this re-
conceptualisation, and the methodology that was used to analyse it, also made it
possible to provide partial answers to two further questions. The first is that of the true

extent of users’ insecure password practices and of the specific insecure behaviours
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that users perform instead of the expected behaviours. The second is that of users
possibly structuring their discourse about password security issues in order to justify

their insecure password practices.

2.5 Chapter summary: The research agenda
This chapter has presented the background information that is necessary to understand

the research presented in this thesis. Human-computer interaction has been presented
as the research discipline within which the work is situated and a number of extensions
to the traditional scope of this discipline have been suggested in order to enable the
work presented here. It could be shown that for password security to be an effective
way of protecting computing resources, users are required to perform a number of
tasks (section 2.3.5.1). The research problem has been identified as the question of
how the likelihood of users in an organisation performing the corresponding
behaviours can be increased in a situation where some of these behaviours can be
neither enforced, nor monitored adequately (section 2.3.5.2). Previous research that
has tried to tackle this problem has been reviewed and its substantial and
methodological contributions have been discussed. The weaknesses of this research
have been pointed out (section 2.4.8.1), and it has been shown how they have
motivated the research questions that have directed the research documented in this
thesis (section 2.4.8.2):

1. What are the factors that affect the password behaviour of users in organisations?

2. How do these factors interact in order to cause specific behaviours?

3. How can knowledge about these factors and their interplay be used to improve user
behaviour?

In addition, it has been pointed out that the research problem and the research
questions as stated so far were not conceived at the beginning of the research process
that led to the findings presented in this thesis, but are the result of a re-
conceptualisation of the original research approach in the course of this process (see
chapter 4). The data collected up to the point of this re-conceptualisation, and the
methodology that was used to analyse it, also made it possible to provide partial
answers to two further questions. The first is that of the true extent of users’ insecure
password practices and of the specific insecure behaviours that users perform instead
of the expected behaviours. The second is that of users possibly structuring their
discourse about password security issues in order to justify their insecure password

practices.
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The following chapter (chapter 3) will describe the research approach that was taken to

implement this research agenda.
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3 METHODOLOGY

3.1 Overview
Chapter 2 has developed the research problem and the research questions that have

driven the work documented in this thesis. This chapter will introduce the
methodologies that were used to address this problem and these questions. Background
information for each methodology is given, and its use to approach specific parts of the
research documented here is justified. Finally, the manner in which the methodology is
applied is described. The summary at the end of the chapter (section 3.6) will
recapitulate the way in which the different methodologies have been used in
conjunction to create the specific research approach employed in this thesis. The
following chapter (chapter 4) will describe the studies that have been performed on the

basis of this research approach.

3.2 Data collection techniques
3.2.1 Questionnaires

3.2.1.1 Justification
A questionnaire was used in studies 2, 5 and 6 to assess the effect of different versions

of a fear appeal (see section 3.5) on distinct groups of recipients (see chapter 4). This
made it possible to collect large amounts of data in a relatively short timeframe. The
use of closed questions in the questionnaire resulted in data that was easy to analyse

and compare between groups using standard statistical techniques.

3.2.1.2 Application
Questionnaires make it possible to gather large amounts of data in a short timeframe.

However, for them to be useful research tools the researcher has to ensure that they are
well-designed (Dix et al. (1998)). The first question that should be answered is that of
the purpose of the questionnaire, which will determine the information that is sought.
It is also useful at this stage to decide how the questionnaire responses are going to be
analysed. The next question then will be what types of question structure will be used
(Preece et al. (1994)). Open-ended questions give respondents the freedom to provide
their own answers and provide a rich source of data that can be difficult to analyse.
Closed questions restrict the possible answers respondents can give to a selection of

alternative replies, which may be provided in a number of ways. Scalar questions, for

58



example, ask the respondent to judge a specific statement on a numeric scale. Multiple-
choice questions, on the other hand, offer the respondent a choice of explicit responses,
and will ask him to select one or several of these. Finally, ranked questions ask the
user to put an ordering on items in a list. Closed questions of this type will result in
data that is easier to analyse and quantify than that obtained by open questions. Once
the question structures that are to be used have been determined, the wording of the
actual questions has to be chosen carefully, since even minor changes in it can alter
respondents’ answers (e.g. Loftus (1975)). Finally, the issue of sampling has to be

considered carefully in order to avoid biased results.

3.2.2 Semi-structured in-depth interviews

3.2.2.1 Justification
Semi-structured in-depth interviews were used in study 1 to gain a detailed

understanding of the participants’ points of view with respect to password issues. The
semi-structured agenda ensured that certain issues were covered in all interviews,
whereas the in-depth nature of the interviews made it possible for other issues to be

brought up by the interviewees and to be followed up in the course of the session.

3222 Application
In-depth interviews make it possible to gain a detailed understanding of individual

participants’ points of view. Semi-structured elements used within the interview
procedure give the interviewer the ability to maintain control about the direction that is
being taken and can also increase the reliability of the data obtained and the speed with
which this data can be analysed (Cooligan (1990)). At the same time, the interview
needs to be kept flexible enough to make it possible to pursue key issues that are
introduced by the interviewee into the conversation. The interview usually starts with
the initial introductions, after which the interviewee’s permission to record the session
will be obtained and assurances about the confidentiality of the data will be given by
the interviewer. After this, the interviewee will be asked some questions about his
background, which in itself can provide valuable data but also has the function of
getting the conversation started and putting the interviewee at ease. This is followed by
the main part of the interview, in which the interviewer will ask the questions that he
has determined beforehand to be relevant and will decide to follow up certain issues

that the interviewee has brought up and which were not part of the original interview
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plan. Towards the end of the interview, the interviewer will typically sum up the main
issues that have been discussed in order to ensure that any necessary clarifications can
be undertaken during the interview time that remains. Finally, the interviewer might
debrief the interviewee about the purposes of the research and the ways in which the

interview data will be used.

3.2.3 Focus groups

3.2.3.1 Justification
Focus groups, rather than interviews, were used as the data collection tool as of study 3

for three principal reasons:

1. A number of hypotheses that were slowly emerging as a result of the analysis of
the data that was being collected needed to be both validated and refined. This led
to a set of questions that was more specific and less tentative and exploratory than
the ones used in the interviews of study 1. These questions could have been asked
in interviews, but focus groups made it possible to gather the opinions of a larger
number of people in the same amount of time that an interview (and its subsequent
transcription) would have taken.

2. Focus groups provide a social occasion that allows for public opinion to develop
through debate as in real-world situations (Lunt & Livingstone (1996)). This makes
them an ideal setting in which to gather participants’ opinions about scenarios that
contain changes to the password mechanism (e.g. single-sign-on) or fictitious
appeals by the organisation to improve password behaviour (e.g. fear appeals) that
cannot be tested in real life.

3. Focus groups strongly promote interaction among participants and encourage the
development of ideas that are important to them. This made it possible to identify
and follow up issues that were not yet covered by the hypotheses that had been
created.

3232 Application

Focus groups typically consist of 4 to 10 individuals who come together to discuss a
topic under the direction of a moderator. The aim of the moderator is to create a
genuine and relaxed setting for the focus group, which provides a social occasion that
allows for public opinion to develop through debate as in real-world situations (Lunt &
Livingstone (1996)). The moderator will promote interaction among the participants
while ensuring that the focus group agenda is adhered to. This agenda is designed to
ensure both that the issues the moderator wants to discuss are covered in the focus
group and that the development of ideas that are important to participants is
encouraged. Focus groups usually start with the initial introductions, during which
permission to record the session will be asked of the participants, who will also be

assured about the confidentiality of the data. This is followed by a short round-robin
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question, which typically pertains to the participants’ background and is a way of
getting everybody talking, thus encouraging the contribution of all members of the
group. During the main part of the focus group, the moderator will ask a number of
questions and encourage discussion of these among the group. Towards the end of the
focus group, the moderator will typically sum up the main issues that have been
discussed in order to ensure that any necessary clarifications can be undertaken during
the remaining focus group time. Finally, the moderator might debrief the participants
about the purposes of the research and the ways in which the focus group data will be

used.

3.3 Grounded Theory

3.3.1 Justification
Grounded theory is an established social science methodology that provides a focussed

and structured approach for the collection and analysis of data with the aim of creating
empirically-based theory. It was originally conceived by Glaser and Strauss as the
product of the close inspection and analysis of qualitative data (Glaser & Strauss
(1967)), but was later developed further by Strauss and Corbin to incorporate the use
of quantitative data (Strauss & Corbin (1998)). The latter also specify further what is
meant when they use the term grounded theory by stating that this refers to theory

“...that was derived from data, systematically gathered and analyzed
through the research process. In this method, data collection, analysis
and eventual theory stand in close relationship to one another. A
researcher does not begin a project with a preconceived theory in mind
(...). Rather, the researcher begins with an area of study and allows the
theory to emerge from the data.” (Strauss & Corbin (1998)

This grounding of concepts in data is the main feature of the method and is achieved
by analysing the data in a standard grounded theory format. It is this focussed and
structured approach which sets grounded theory apart from most other social science
methodologies. The citation also makes clear another important feature of grounded
theory, namely that no prior hypothesis is needed in order to focus the analytic process
(Strauss et al. (1964)). This makes the method particularly suitable for complex
subjects or phenomena about which little is known (Strauss & Corbin (1998)). The
successful application of the methodology is assessed in terms of the final account’s

comprehensiveness and fit with the data.
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