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Abstract

At Jupiter and Saturn the thermosphere is the region of the neutral atmosphere that coexists
with the ionosphere. It is thus the region of the atmosphere that is most strongly coupled to
the magnetosphere, and is responsible via the ionosphere for the transfer of planetary angular
momentum to the magnetosphere. Both planets also exhibit high thermospheric temperatures
that are yet to be explained.
 We study the coupled thermosphere-ionosphere-magnetosphere systems of Jupiter and Sat-
urn using a thermospheric general circulation model and simple models of the ionosphere and
magnetosphere. Our principle result is that meridional winds in the thermosphere are of crit-
ical importance to the interaction. Angular momentum extracted from the thermosphere by
magnetospheric drag is found to be replaced largely by meridional advection, not, as commonly
supposed, by vertical viscous transfer. These same meridional winds are also able to couple
together regions of the magnetosphere that otherwise would not interact.

We find it very hard to reproduce the observed thermospheric temperatures with our model.
Under a limited range of circumstances it is shown that redistribution of thermal energy from
high- to low-latitudes by winds can explain the available observations. However, the inclusion
of ion drag generates a circulation in the polar regions that acts as a heat pump and efficiently

cools the thermosphere, significantly reducing the efficiency of the redistributive winds.
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To put one brick upon another,
Add a third, and then a fourth,
Leaves no time to wonder whether

What you do has any worth.

But to sit with bricks around you
While the winds of heaven bawl
Weighing what you should or can do
Leaves no doubt of it at all.
Philip Larkin
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Chapter 1

Introduction

This thesis is about the upper atmospheres — the thermospheres — of the giant planets Jupiter
and Saturn. Qur present knowledge of these planets is derived largely from the data collected
by seven spacecraft (Table 1.1), although ground-based telescopic observations still play an
important role. The Voyager 2 spacecraft also visited the ‘ice giants’, Uranus and Neptune.
The forms of measurements performed by these missions are, by necessity, prejudiced towards
those most easily carried out from a spacecraft. With the exception of the Galileo mission, which
released a probe into the atmosphere of Jupiter (Seiff et al., 1997), the only in-situ measurements
are of the planets’ magnetospheres. Thus our knowledge of the upper atmospheres of these
planets consists of a rather threadbare collection of remote sensing observations, propped up by
a single set of direct atmospheric measurements from the Galileo probe.

This is a very different situation from that encountered at Earth. Our knowledge of the
terrestrial atmosphere and space environment is rooted in a diverse range of in-situ and remote
sensing measurements, made systematically over many decades, which provide a sound basis for
studying the intricacies of the system. Our knowledge base is ‘bottom up’. At the giant planets

our knowledge is, conversely, ‘top down’: there is very little ground truth but a reasonably

Spacecraft || Jupiter Saturn | Uranus | Neptune
Pioneer 10 || 1973 — — —
Pioneer 11 || 1974 1979 — —
Voyager 1 || 1979 1980 — —
Voyager 2 || 1979 1981 1986 1989
Ulysses 1992 — —_ —
Galileo 1995-2003 | — — —
Cassini 2001 2004-7 | — —

Table 1.1: Flyby and tour dates for the seven missions to study the gas giants.
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reliable body of ‘space truth’.

Our ignorance of the gas giants’ upper atmospheres is well illustrated by one of the principal
problems that this study seeks to address. This is the so-called ‘energy crisis’ in the thermo-
spheres of the gas giants, which are observed to be much hotter than predictions by simple models
indicate. Ignorance of the origin of the thermal structure — possibly, alongside chemical compo-
sition, the most fundamental atmospheric quantity — underpins uncertainty in understanding
every other aspect of the atmosphere.

In order to resolve the energy crisis, scientists have been forced to invoke various sources of
energy to explain the observations. The energy sources that have been suggested as solutions to
the energy crisis fall conveniently into two categories: energy from above, and energy from below.
Measurements of the magnetosphere, whichA lies immediately above the upper atmosphere, are
much more numerous than measurements of the lower atmosphere, lying immediately below it.
Thus most of the research effort directed at upper atmospheric heating has focussed on how to
transfer and thermalise energy from the magnetosphere. This is a promising and fertile area,
and it is on this that we shall focus in what follows.

Studies of energy transfer from the lower atmosphere are often rather speculative due to
the lack of observational evidence. There is considerable scope for research in this area, but an
adequate treatment of the issues involved is beyond the scope of this work. For this reason we
will almost entirely neglect the possibility of energy transfer from the lower atmosphere, con-
centrating instead on the contribution to the thermal balance made by magnetospheric sources
alone.

A second issue that we will address in this study is the transfer of angular momentum from
the rapidly rotating planets to their magnetospheres. The magnetospheres of Jupiter and Saturn
are often described as ‘rotation dominated’: however it is often forgotten or ignored that this
rotation is not a direct result of the magnetic field of the planet ‘rotating’ but is a consequence
of angular momentum transfer from the planet via the thermosphere. We hope to shed some

new light on this process.

1.1 Basic physics of the upper atmosphere

1.1.1 The neutral atmosphere
Hydrostatic equilibrium

To first order, the structure of the neutral component of a planetary atmosphere is dominated by
a balance between gravitational and pressure forces. The pressure p at any altitude z is related

to the weight of the gas above it:

o) = [ "~ pgi (11)
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where g is the acceleration due to gravity and p is the mass density of the gas. (Note that g
varies slightly with altitude, but in this discussion we will assume it to be a constant.) Thus,
locally, we have the relation:

dp

This situation is termed ‘hydrostatic equilibrium’. If we assume an ideal gas we have an equation
of state for the gas that relates p and p:

pRT

= 1.3

m (1.3)

Here R = 8.31JK*mol ™! is the molar gas constant, u is the mean molar mass in kg, and T is

the temperature in degrees K. Combining this with Eq. 1.2 yields:

p _ P
Lo H (1.4)
where we have introduced the pressure scale height, H:
RT
H=— (1.5)
Hg

The meaning of the pressure scale height becomes apparent if we solve Eq. 1.4 to find p as a

function of z:

H

where py, is the pressure at some arbitrary reference altitude z,,. Thus pressure falls off expo-

P(2) = pmexp [~ (—‘-’ﬁ] (16)

nentially with altitude. The (sensibly named) pressure scale height represents the scale length
of this behaviour.

Eq. 1.6 has several important implications. Over a vertical distance of several H, the pressure
will change by over an order of magnitude. This leads to vastly different behaviour — governed
by different physics — in layers of the atmosphere separated by only a few H. Also, it indicates
that lower layers of the atmosphere are very much denser than those above them. This means in
general that coupling between atmospheric layers is prejudiced towards the denser lower layers
driving the more tenuous higher layers. However, there are important exceptions to this rule
of thumb. For example, some terrestrial studies have shown that changes in upper atmospheric
chemistry driven by solar variability can have important consequences for the lower atmospheric
chemistry and circulation (e.g Haigh, 1996).

We have referred to H as the pressure scale height because it describes the behaviour of
the total atmospheric pressure with altitude. We may equally define a scale height H; for each

atmospheric constituent ¢, defined as:
RT

g
where p; is the molecular mass of the constituent. In the absence of any mixing processes

H; (1.7

other than molecular diffusion, each gas will distribute itself vertically according to its own scale

height.
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Adiabatic Lapse Rate

The lapse rate refers to the vertical temperature gradient dT/dz. The adiabatic lapse rate
—TI' is a measure of the variation of temperature of a parcel of gas that expands or contracts
adiabatically as it rises or falls in the atmosbhere. It is given by
= ; (1.8)
where ¢, is the heat capacity per unit mass at constant pressure!. This equation follows by
combining the ideal gas law (Eqn. 1.3), hydrostatic equilibrium (Eqn. 1.4) and the adiabatic
relation p{!~"T = constant, where 7 is the ratio of heat capacities cp/cy = ¢p/(cp, — R/).
This quantity —TI' is, more specifically, the dry adiabatic lapse rate, since the presence of water
(or some other vapour) complicates the situation. In the thermosphere such effects are negligible.
The adiabatic lapse rate determines the stability of an atmosphere to convective overturn.
If the lapse rate is greater than —I' — which includes any positive lapse rate — then clearly
a parcel of air that rises, and thus cools according to the adiabatic lapse rate, will find itself
surrounded by warmer, and thus more rarefied air, and will sink back to its previous altitude.
In this situation the atmosphere is stable to convective overturn.
The opposite situation occurs if the lapse rate is less than —I'. In this case the rising parcel
of air find itself surrounded by cooler and denser air and continues to rise. Thus a strongly

negative lapse rate is unstable to convective overturn.

1.1.2 The ionised atmosphere

The particles that make up the ionised component of the atmosphere have their source in the
ionisation of neutral particles. The ionised particles then return to the neutral atmosphere upon
recombination.

The physics that governs the behaviour of these ionised gases is different to that which
governs the neutral atmosphere: the ionised components are subject not only to gravitational

forces and collisional effects, but also to the influence of electromagnetic forces.

Sources of ionisation

The principle global source of ionisation in planetary atmospheres is the absorption of solar
radiation. In order for a photon to cause ionisation its energy must exceed the ionisation potential
of the atom or molecule by which it is absorbed. For Hy, H and He, the dominant components of
the gas giants’ atmospheres, the ionisation potentials correspond to photons with wavelengths of

80.4, 50.4 and 91.2nm respectively (Strobel and Atreya, 1983). It is thus radiation in the extreme

1Note that the heat capacities per unit mass ¢, and cy are related to the molar heat capacities Cp and Cy by

the relations Cp = cpp and Cy = cyp, where p is the mean molecular mass.
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Figure 1.1: Idealised absorption profiles for radiation and particles.

ultra-violet (EUV) portion of the spectrum, shortwards of 91.2nm, that has the potential to
generate significant ionisation.

A secondary source of ionisation, most important at high latitudes, is the precipitation of
energetic charged particles, usually electrons and protons, from the magnetosphere and solar
wind. If these particles have kinetic energy in excess of the ionisation potential of any neutral
particles they impact, they may also cause significant ionisation.

In both these cases it is clear that at very high altitudes, where the neutral density is low, the
neutral atmosphere will do little to attenuate the beam of photons/particles, and the ionisation
rate will be approximately proportional to the neutral density. At very low altitudes, the beam
will have been entirely attenuated by the neutral atmosphere, and the ionisation rate will fall to
zero. Between these two regimes there must exist a peak. The altitude and distribution of this
ionisation peak is important for the resulting structure of the ionosphere.

To understand the morphological differences between the ionisation peaks produced by pho-
tons and particle precipitation, we can distinguish two idealised cases. In the first, corresponding

to photons, the beam is attenuated by discrete absorption events which reduce the flux by remov-
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ing photons from the beam. In the second, corresponding to particles, the beam is attenuated by
many collisions between the precipitating particles and neutral particles which gradually reduce
the energy of the particles in the beam — but not the flux — until they are slowed to a halt, at
which point the flux falls to zero.

In both cases the behaviour can be characterised in terms of a cross section ¢: in the first case,
this is a cross-section for absorption of a photon; in the second, it is a cross-section for a collision
reaction that removes some threshold energy E;, from the kinetic energy of the precipitating
particle. In our idealised example, the latter cross-section is independent of the energy of the
precipitating particle; in reality this is not the case.

We write the flux of either photons or particles as F, initially Fy, and the energy of each
photon or particle as E, initially E,. We assume an isothermal atmosphere of uniform composi-
tion with scale height H and number density n = ng exp(—z/H) where nyg is the number density

at altitude z = 0. We then find, for a beam of monochromatic photons of energy Ey:

F = Fyexp[—oHn]
q = Eo%=(mEoFoexp[—aHn] (1.9)

where ¢ is the ionisation rate. This distribution is known as a Chapman function, and exhibits
the behaviour described above in which the ionisation rate is proportional to n in the low density
limit, and zero in the high density limit. It is easily shown that the peak ionisation occurs at
n=1/(cH).

A similar calculation for particles yields:

E = Eg—-ocHnEy

dE
qg = FOE=0'nEthF0 (1.10)

where in this case F = Fp everywhere. Clearly the energy cannot be negative, so the beam stops
when E has fallen to zero at n = Eo/(0 HE). Since g  n, which increases monotonically with
depth, this cut-off point is also the ionisation peak.

These two contrasting distributions of ¢ are plotted in Fig. 1.1, in arbitrary units. Beneath
each curve the region in which the rate is greater than 10% of the peak value is shaded. The
important differences between the two forms of ionisation profiles are clear. The peak in photon
absorption is wide and reasonably symmetric. In contrast, the peak in particle absorption is
narrow and skewed towards lower altitudes.

This greater concentration of the ionisation peak due to particle precipitation can lead to
an ionosphere with a considerably different structure in the auroral regions. In particular it can
contribute towards the generation of significantly enhanced electron densities.

In practice, the profiles shown in Fig. 1.1 are a gross simplification. The atmosphere is
penetrated by a whole spectrum of energies of both photons and particles. This smears out the

profiles shown in the vertical direction. Cross-sections for the energy degradation of particles
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and absorption of photons are also dependent on the energy of the particle and the composition
of the neutral atmosphere, and thus vary along the particle’s path, complicating the situation
considerably.

Ionisation events can also lead to the liberation of further energetic particles, usually elec-
trons, that cause further ionisation at lower altitudes. If these electrons are liberated by pho-
toionisation they are known as photoelectrons; if they are liberated by collisions with precipitating

particles they are known as secondary electrons.

Acceleration of precipitating particles

In order for precipitation of energetic particles to take place it is necessary for these particles,
originating in the magnetosphere or solar wind, to be accelerated above their ambient thermal ve-
locities. In the case of electron precipitation this takes place when the ionosphere draws currents
from the magnetosphere such that the upwards field-aligned current density is too great to be
ga:ried by the ambient plasma alone. In this situation a field-aligned voltage must develop which
accelerates electrons towards the planet. The resultant downwards flow of energetic electrons
provides the necessary upwards current, and these electrons are then responsible for ionisation
of the neutral atmosphere and the generation of auroral emissions. Note that auroral emissions

may also be generated by the precipitation of hot particles directly from the magnetosphere.

Electrostatic forces

Any small separation of the positive and negative components of the ionised atmosphere results in
a large electric field which prevents any further separation taking place. For example, supposing
the ionosphere to have a uniform ion density n; in the presence of an electron density n. = n;,
we may calculate the vertical electric field produced if these two components are separated by a
small vertical distance 6, E = en;0/¢y. If we assume that n; ~ 10!°m~3 then it is easily shown
that E will produce an acceleration on a proton of the same order of magnitude as gravity if
§ ~ 10~°m. This acceleration will act to remove the charge separation. This scale is of the
order of an atomic radius, and it is thus effectively impossible to separate the ions and electrons.
The result is that the relation n; = n, must always hold almost exactly. This situation is known

as quasi charge neutrality.

Motion in a magnetic field

Both the Earth and the giant planets possess considerable global magnetic fields. Since the
ionised component of the atmosphere possesses a non-zero temperature — i.e. the ionised gases
undergo random thermal motions at the molecular level — the particles experience continual

motion relative to the magnetic field. This makes them subject to the Lorentz force F', which
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for singly charged ions is given by:
F=|elvx B (1.11)

where e is the electronic charge, v is the velocity and B is the magnetic field. In the absence of

collisions this causes the ions to gyrate about the magnetic field with gyrofrequency Q:

_lelB
T m

Q (1.12)

where m is the particle mass. Note that € is independent of the velocity of the particle. The
effect of this gyration about the field line is that, in the absence of other forces, the ions become
‘tied’ to the field lines. They are still able to move parallel to the field, since the Lorentz force
does not act upon these motions. Electrons exhibit the same behaviour but with the sense of

gyration reversed. We will discuss these motions in more detail in Chapter 2.

Ambipolar diffusion

The influence of gravitational and electrostatic forces combine to produce the effect known as
ambipolar diffusion. The ions and electrons in the ionosphere are both encouraged by gravity to
settle according to their scale heights (Eqn. 1.7), as described for the neutral atmosphere above.
Since they are tied to the field lines by their gyratory motions, this settling process occurs along
the magnetic field direction. At high latitudes this is in general a slightly non-vertical angle; at
low latitudes the situation is much more complicated.

The ions are much heavier than the electrons, and this gravitational settling process thus
tends to produce a situation in which the ions try to move downwards relative to the electrons.
However, as this process begins, a small positive charge forms at the base of the ionosphere
and a small negative charge at the top. As described above, the charge separation required to
produce large electrostatic forces between the ions and electrons is tiny. The result is that the
electrons are dragged downwards by the ions and the ions dragged upwards by the electrons,
in order to preserve charge neutrality. The consequence is that the entire quasi-neutral plasma
becomes distributed in the manner of a neutral gas whose molecular mass is given by the average
molecular mass of the ions and electrons. The electrons are much lighter than the ions, so this
average mass is, to a good approximation, half of the ion mass. Thus, for a plasma containing

only one species of ion, the plasma scale height H,, is given by

2RT
H, = g (1.13)
where in this case p; is the molar mass of the ion species i. For a more detailed discussion of
this phenomena, the reader is referred to Ratcliffe (1972).
An important consequence of ambipolar diffusion is that, for example, Ht becomes dis-
tributed with twice the scale height of H and four times the scale height of H,. Thus, if am-

bipolar diffusion prevails, the ionospheric density may fall off much more slowly than the neutral
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density, such that at very high altitudes the neutrals become unimportant relative to the ions
and electrons.

It should be noted that ambipolar diffusion is only important when two conditions are fulfilled.
Firstly, the neutral densities must be low enough that ions are not inhibited by collisions with
neutrals as they move parallel to field lines. Secondly, the chemical lifetimes of the ionised gases
must be long enough that they have time to distribute themselves in the manner described before
being destroyed by recombination or charge exchange. It thus only dominates the ionospheric
structure at high altitudes, where low neutral and plasma densities ensure that both of these

conditions are satisfied simultaneously.

Ion chemistry

Due to the the condition of quasi charge neutrality, any ions present in the atmosphere must
always exist in the presence of equal numbers of electrons. The ions and electrons will thus tend
to recombine, depleting the ion density. If there is no continuous or periodic source of ionisation,
then in time the ionised gases will all recombine.

In general molecular ions recombine more rapidly, because degrees of freedom afforded by
their molecular structure allows energy and momentum to be conserved more easily during re-
combination reactions. Thus recombination may be accelerated by atomic ions charge exchanging
with molecular neutrals to produce molecular ions. These species, when formed, may then be
destroyed by recombination much more rapidly. We will give an example of such a sequence of

reactions in Section 1.3.2.

1.1.3 The collisionless regime

At very high altitudes interactions with neutrals become almost entirely unimportant and the gas
may be described reasonably accurately as a fully ionised quasi-neutral plasma. In this regime the
gas is subject to both hydrodynamic and electromagnetic forces, but collisions can be considered
negligible. The theory that describes these circumstances is known as magnetohydrodynamics
(MHD). Since MHD is not a major focus of this work we will not enter into a detailed discussion,

but it is useful to summarise some of the most important concepts.

Alfvéen’s Theorem

Ohm’s law may be expressed as:

j=0(E+vxB) (1.14)

and in a highly conducting plasma the conductivity ¢ may be so large that to ensure equality

the condition

E+vxB=0 (1.15)
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must hold. In these circumstances Alfvén’s theorem, also known as the frozen-in flux condition
may apply. This states that the total magnetic flux threading any surface element within the
fluid must remain constant with time, independent of any motion or deformation of that surface.

The simple consequence of this is that the field lines appear to move with the flow of plasma.
A series of regions of space linked together by a single magnetic field line — a flur tube — can
then be treated as a coherently behaving entity. This concept is extremely useful in describing
motions of plasma within the magnetosphere, since the magnetic field structures those motions

and thus reduces the complexity of the problem.

Magnetic pressure and tension

The Lorentz force on the plasma is the vector product of the current density and the magnetic
field (Kivelson and Russell, 1995)

. 1 1
jxB= E (—Ev (B +(B- V)B) (1.16)

Note that the components of the first and second terms that are parallel to B cancel exactly,
ensuring that this force acts perpendicular to B, as implied by the cross product.

The first term is identical in form to a pressure gradient force, and for this reason is referred
to as the magnetic pressure. This tells us that to compress a magnetised plasma requires energy,
not only because of its thermal (collisional) pressure, but also because of the energy stored in
the electromagnetic fields.

The second term is often referred to as magnetic tension. The operator B - V generates the
spatial derivative of the B-field in the field direction itself. The component of this perpendicular
to B represents curvature of the field line, and the force therefore acts in the direction of this
curvature. Thus the force acts to reduce the curvature of the B-field. In this sense it behaves
like an elastic stress acting on a solid body.

The above expression should strictly include a term due to the electric field acting on the
charge density. However, provided that any motions of the plasma are non-relativistic then
charge neutrality is an excellent approximation and this term can be safely neglected. This is

the case in all situations considered in this thesis.

Breakdown of ideal MHD

Combining the concepts of frozen-in flux, magnetic pressure and magnetic tension, we can see
that the plasma in the magnetosphere can be treated as a collection of elastic, compressible tubes
of fluid defined by the magnetic field. This picture is useful, but is an approximation based on
various assumptions, in particular that the plasma is almost perfectly conducting and that the

scale lengths of any structure in the plasma are large.

22



The former assumption breaks down at the lower boundary of the magnetosphere, as it merges
with the neutral atmosphere and ionosphere. Collisions with neutrals significantly modify the
conductivity, which becomes finite and non-isotropic. In these circumstances ideal MHD is no
longer suitable. We will discuss the physics of this region in greater detail in Chapter 2.

The latter assumption breaks down at boundaries between two very different plasma regimes.
The frozen-in flux condition means that even if regions with very different plasma conditions are
adjacent to each other, no plasma can mix across the boundary. If, for example, there is a large
change in magnetic field strength or direction across the boundary — for example in the neutral
sheet of the Earth’s magnetotail — then there is a curl in the magnetic field strength, which, by
Maxwell’s equations, implies the existence of a current sheet.

At these current sheets the approximations of ideal MHD break down, and magnetic field
lines are able to break and reconnect across the boundary through the action of small-scale
diffusive effects. This process is known as magnetic reconnection. This leads to the connection
by magnetic field lines of regions of plasma which, under ideal MHD, would be unable to mix.
Thus it is magnetic reconnection that allows plasma from the solar wind to enter a planetary
magnetosphere, and vice versa.

Reconnection between magnetic field lines originating in the Earth’s core and those embedded
in the solar wind leads to the classification of field lines as closed or open. Closed field lines
begin and end at the Earth, whereas open field lines have undergone reconnection such that one
end is rooted in the Earth’s core, while the other is connected to the solar wind. The behaviour
of plasma lying on these two sets of field lines is very different, and thus the location of the

open-closed field line boundary is often found to be important.

1.2 Structure of the terrestrial atmosphere

We have now covered enough background theory to embark on a basic description of the ter-
restrial atmosphere, ionosphere and magnetosphere. This description will set the scene for our
later discussion of the analagous structures at the gas giant planets.

The Earth, of course, is a solid body with a well-defined surface and a global intrinsic mag-
netic field. It is surrounded by a significant gaseous envelope — an atmosphere — composed
of approximately 80% nitrogen and 20% oxygen. Hydrogen and helium — the dominant com-
ponents of the gas giant’s atmospheres — are trace gases in the lower regions of the terrestrial
atmosphere, but due to their relatively small molecular masses they become important compo-

nents in the topside ionosphere and magnetosphere.
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Figure 1.2: Schematic of the terrestrial neutral atmospheric structure.
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1.2.1 The neutral atmosphere

The neutral atmosphere is traditionally divided into several well defined layers (Fig. 1.2). The
lowest atmospheric layer is known as the troposphere (‘turning’ sphere). This region is dominated
by sunlight heating the Earth’s surface, which in turn heats the atmosphere. Heat is transferred
upwards convectively, and since the gas compresses and expands adiabatically as it rises and
falls, the tropospheric temperature gradient is well described by the adiabatic lapse rate —TI.

At the tropopause the temperature reaches a minimum and then begins to rise with altitude
in the stratosphere (‘layered’ sphere). The positive temperature gradient means that the strato-
sphere is stable to convective overturn. This temperature rise occurs because direct absorption
of sunlight begins to become more important than energy transfer from the ground. On Earth
the stratosphere is largely a consequence of the absorption of UV sunlight by atmospheric ozone.

The temperature peak produced by this absorption is known as the stratopause. Above this
level temperatures begin to decrease again in the mesosphere (‘middle’ sphere). The energy
balance in this region is a complex combination of radiative cooling (mainly by carbon dioxide)
and heating by a mixture of exothermic chemical reactions, absorption of sunlight and breaking
of gravity waves.

The mesosphere terminates at a second temperature minimum, the mesopause. Above this
level is the thermosphere (‘hot’ sphere). This is the atmospheric region with which we will
be principally concerned in this work. On Earth the thermosphere increases in temperature
with altitude, reaching extremely high temperatures of the order of 1000-2000K. These high
temperatures are largely a consequence of the efficient absorption of solar extreme ultraviolet
(EUV) radiation, coupled with the low atmospheric densities and the absence of an efficient
cooling mechanism. The thermosphere is also heated by processes associated with coupling
between the Earth’s atmosphere and the solar wind. These and related processes are a major
focus of this work, and will be discussed in some detail in Chapter 2.

The main energy sink in the terrestrial thermosphere is downwards thermal conduction.
Radiative cooling is relatively unimportant because there are few species present that radiate
actively in the infrared. At Venus, in contrast, the thermosphere is much cooler due to the
influence of radiative cooling by carbon dioxide, even though the planet is much closer to the
Sun.

The definition of the upper boundary of the thermosphere is not well-defined. With altitude
the atmospheric density decreases to such an extent that at some stage collisions between gas
molecules become so rare that we may no longer treat the atmosphere hydrodynamically. At
this altitude the particles follow essentially ballistic trajectories in the Earth’s gravitational field.
This region is known as the ezosphere (‘outer’ sphere). The boundary between the thermosphere
and exosphere is usually known as the ezobase. A typical definition of the exobase is to define it as

the point at which the pressure scale height is equal to the mean free path. It is supposed that
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above this altitude the trajectories of the particles are more important to the structure than
hydrostatic equilibrium. Accurately capturing the transition from hydrodynamic to ballistic
behaviour presents, in principle, a problem for thermospheric modelling (Chapter 3).

We will mention one further important division of the neutral atmosphere, into the homo-
sphere (‘same’ sphere) and heterosphere (‘different’ sphere). In the homosphere, which extends
from the surface of the Earth upwards to the homopause (also known as the turbopause), the var-
ious component gases of which the atmosphere consists are evenly mixed together by bulk-flow
turbulent motions. In the heterosphere, which lies above the homopause, molecular diffusion of
individual component gases becomes more important to their distribution than bulk-flow tur-
bulence. In this situation the component gases separate out according to their individual scale
heights (Eqn. 1.7). Those gases with large molecular masses have small scale heights, and thus
their densities fall off rapidly with altitude. These gases are thus found only in the homosphere
or just above the homopause. Lighter gases, however, have the largest scale heights, and domi-
nate the atmosphere at high altitudes. Atomic hydrogen is the lightest neutral gas, and is thus
the dominant component of the geocorona, the cloud of neutral gas that surrounds the Earth

beyond the thermosphere.

1.2.2 The ionosphere

Coexistent with the thermosphere-mesosphere region on Earth is the ionosphere (Ratcliffe, 1972).
We can either define this as a spatially delimited region of the atmosphere (a common definition
is that the ionosphere is the region in which electron densities are large enough to significantly
effect the propagation of radio waves) or as an entity (in which case the ionosphere consists
simply of all the charged particles existing at any one time in the Earth’s atmosphere).

The main peak of electron density in the terrestrial ionosphere normally lies at altitudes
greater than ~250km and is known as the F2 layer. The topside of the F2 layer is structured
by ambipolar diffusion. At these altitudes the ionosphere is composed mostly of O%, an atomic
ion, which recombines slowly. In the absence of diffusion, the peak would occur much higher in
the atmosphere.

The bottomside of the F2 layer is structured by chemistry, and in certain circumstances a
small subsidiary peak (the F1 layer) forms close to the peak of electron production, below the
main (F2) peak. There are two further subsidiary peaks at lower altitudes — the E layer at
~110km and the D layer at ~80km. Both of these layers are associated with peaks in electron
production due to absorption of ionising radiation.

At mid and low latitudes the diffusion of ionospheric plasma along field lines above the
electron density peak results in the ionospheric plasma filling the magnetic field lines at these
latitudes. Thus the ionosphere effectively extends into space in the low latitude regions. This

inner region of the planetary magnetic field that is filled with ionospheric plasma is known as
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the plasmasphere.

1.2.3 The magnetosphere

Beyond the plasmasphere lies a region of more tenuous plasma which is best described using
collision-free plasma physics. This is known as the magnetosphere. The Earth’s magnetosphere
is principally driven not by coupling to the upper atmospheric regions but by interaction with
the solar wind. The prevailing paradigm for our understanding of the solar wind interaction is
the Dungey cycle.

This process is illustrated in Figure 1.3. This shows a cut-away view of the magnetosphere
through the noon-midnight meridian. Solar wind flux tubes (1’) approach from the left, undergo-
ing reconnection with closed flux tubes that lie just inside the magnetopause (1). This generates
two newly opened flux tubes (2,2’). Each of these open flux tubes has one end anchored in
the anti-sunward solar wind flow and the other in the Earth’s ionosphere. Under the action of
the solar wind flow, these flux tubes are dragged antisunward across the polar cap and into the
magnetotail (3-5).

In the magnetotail, flux tubes from the northern and southern lobes are able to reconnect
(6,6’). After this second reconnection event there is now a newly closed flux tube (7) and a
newly reconnected solar wind flux tube (7°). The latter is ejected down tail with the solar wind
flow, initially under the action of the magnetic tension force. The former moves back towards
the planet and flows back to the noon side of the magnetosphere around either the dawn or dusk
flank.

The lower diagram shows the convection pattern of plasma in the ionosphere that corresponds
to this cycle. There is an anti-sunward flow of open flux tubes across the pole, and a sunward
return flow of closed flux tubes to the dawn and dusk. The result is a double-cell plasma
convection pattern that is approximately fixed in the Sun-Earth frame. The timescale for this
cycle to complete itself is of the order of ~6 hours. This is much shorter than the Earth’s
rotation period, indicating that planetary rotation probably does not play an important role in
structuring the solar wind interaction.

The motions associated with the Dungey cycle are associated with electric fields which drive
currents in the magnetosphere and ionosphere. These currents include upwards field-aligned
currents just above the ionosphere which, as discussed above, lead to the precipitation of charged
particles responsible for the aurora.

The above discussion provides only a brief sketch of the behaviour of the Earth’s mag-
netosphere. The true behaviour is complicated considerably by the detailed structure of the
thermosphere, ionosphere and solar wind, and there are many aspects of the system that are not

yet well understood.
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Figure 1.3: Schematic of the Earth’s magnetosphere (from Kivelson and Russell, 1995).
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Earth l Jupiter I Saturn

Orbital semi-major axis (AU) 1.0 5.2 9.6
Mass (10%%kg) 5.974 1899 568.5
Equatorial radius at 1 bar (Mm) 6.38 71.49 60.27
Polar radius at 1 bar (Mm) 6.36 66.85 54.364
Oblateness 0.00693 | 0.144 0.229
Sidereal rotation frequency (10~ rad/s) | 0.7292 | 1.759* | 1.6378'
Equatorial gravity (m/s?) 9.80 24.78 10.44
Obliquity (°) 23.45 3.13 26.73
Polar B-field (1074T) ~0.6 ~8.5 ~0.6
Magnetic dipole tilt (°) ~11 ~9 <01

Table 1.2: Parameters of Earth, Jupiter and Saturn. *System III; fdetermined from SKR emis-

sions.

1.3 Structure of the Gas Giants’ upper atmospheres

Jupiter and Saturn have many similarities. Both planets are composed mostly of molecular
hydrogen and atomic helium in a ratio of roughly 9:1. There are significant traces of water, am-
monia, and various hydrocarbons (Atreya et al., 2003). Both planets have a radius approximately
10 times that of the Earth and a sidereal angular velocity approximately twice as great. Jupiter,
however, is approximately three times more massive than Saturn and has a correspondingly

stronger gravitational field. Some of these fundamental parameters are listed in Table 1.2.

1.3.1 The neutral atmosphere

Temperature profiles for Jupiter and Saturn are shown in Figs. 1.4 and 1.5 respectively. The
profile for Jupiter is derived from the Galileo probe (Seiff et al., 1998) and the profile for Saturn
is from Moses et al. (2000), and was derived from a mixture of occultation data (Smith et al.,
1983; Lindal et al., 1985; Hubbard et al., 1997). The zero altitude for both of these profiles is
the 1 bar level.

We have a much firmer picture of Jupiter’s atmosphere because of the data returned by the
Galileo probe. Its structure is similar to that of the Earth, with the temperature gradients
clearly indicating a troposphere and a thermosphere. The stratosphere and mesosphere are less
clearly delineated, but the essential structure remains the same. The temperature structure at
Saturn is also, in outline, similar to the Earth’s.

The homopause altitudes are determined through analysis of stellar occultation experiments
(Atreya et al., 1981; Atreya, 1982, see also Appendix A). At Jupiter this level lies at or just

below the mesopause; at Saturn it lies a few scale heights above the mesopause. This altitude is

29



1200-. r—— 1

Exosphere

Exobose-.---ccciiieiniifennn, -

1000

800

Thermosphere

600

Altitude (km)

400

.............................................. Mesopouse

| _ _ _ _ _ _Heterosphere _ _ _
Homosphere Homopouse
. Mesosphere
. Stf0t0p0use
Stratosphere
L Tropopouse ]
Or Troposphere ]

0 200 400 o600 800 1000
Neutral temperature (K)

Figure 1.4: Schematic of Jupiter’s neutral atmospheric structure. Temperature profile from Seiff
et al. (1998). The short break in the temperature curve close to the tropopause is at the start of
the probe descent phase. The dashed line above 1000km is an extrapolation. The altitude scale

is referenced to the 1 bar level.

30



3000 S S A e _

I Exosphere

ExODOSE - iviiiiiiiiiiiiiiiiiiiiiiii e

2000 T

B |

~

< X Thermosphere
QO 5

O

3 !

pyand

>

<

Heterosphere

1000 [~~~ = ~ fiomosphere = = ===

~ -~ Homopouse —

e Mesopouse

L i

- Mesosphere

- ...................................Strotopause

- Stratosphere

el . Tropopous e J
Ol .. Jroposphere ., eiiin,

o) 100 200 300 400 500
Neutral temperature (K)

Figure 1.5: Schematic of Saturn’s neutral atmospheric structure. Temperature profile from

Moses et al. (2000). The altitude scale is referenced to the 1 bar level.

31



important for ionospheric modelling because above the homopause the densities of hydrocarbons,
which are abundant in the homosphere, fall away much more quickly than the densities of
hydrogen and helium. Thus in the heterosphere hydrocarbon chemistry is relatively unimportant.

Beyond this brief discussion we will deal very little with the behaviour of regions of the
atmosphere below the mesopause, which we adopt as a lower boundary condition for most of
our modelling. For this reason we will from henceforth use the term ‘lower atmosphere’ to refer

to all layers below the mesopause.

Thermospheric temperatures

Our principle region of interest is the thermosphere. This coexists with the ionosphere which,
for reasons to be discussed further below, exists largely above the homopause.

Looking at Jupiter’s thermal structure (Fig. 1.4) it is clear that the thermosphere is almost as
hot as Earth’s — in the region of ~1000K. This is surprising, since the principle heat source for
Earth’s thermosphere is solar radiation, and Jupiter receives solar radiation with approximately
4% the intensity of that at Earth due to its greater orbital distance. Saturn (Fig. 1.5), which
receives radiation with only 1% of the intensity of that at Earth, also has a moderately hot
thermosphere at ~400K.

These temperatures are well in excess of those estimated theoretically under the assumption
that solar EUV is the only energy source. Prior to 1971 no reliable measurements of thermo-
spheric temperatures at either planet existed. Based on limited data, the mesopause temperature
at Jupiter was estimated to lie in the range 95-140K with an exospheric temperature in the range
110-270K (Gross and Rasool, 1964; Shimizu, 1971, see also Section 2.4).

However, in 1971 the occultation of the double star Beta Scorpii by Jupiter was observed from
Earth. Analysis of the light curve by Hubbard et al. (1972), Veverka et al. (1974) and Combes
et al. (1975) provided experimental verification of the predicted mesopause temperature, but the
Hubbard et al. study also tentatively suggested that the exosphere might be as hot as 300K,
a value at the high end of the range of predictions. This was the first indication that the gas
giants might possess unusually hot thermospheres.

The possible 300K temperature found by Hubbard et al. motivated Strobel and Smith (1973)
to carry out a more detailed energy balance calculation for the Jovian thermosphere. This
essentially confirmed the previous studies (Gross and Rasool, 1964; Shimizu, 1971), indicating
an exospheric temperature of 160K. Strobel and Smith also extended their analysis to Saturn
and predicted a very small temperature contrast of ~10K between the mesopause and exosphere.

As Jupiter was visited by successive spacecraft (Table 1.1) evidence accumulated that the
upper atmosphere was much hotter even than the Hubbard et al. (1972) experiment had initially
indicated. These results are summarised in Table 1.3. All of these temperatures — with the

exception of the Galileo probe measurement — are determined via occultations. The neutral
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Spacecraft | Topside plasma temperature | Neutral exospheric temperature

Pioneer 10 | 9001+400K* -
Pioneer 11 | 850+100K° -

Voyager 1 | 1100-1300K* 11004+200K/
Voyager 2 | 1200-1600K¢ -
Galileo 1500K® 9004200K¢

Table 1.3: High altitude plasma and neutral temperatures in the thermosphere/ionosphere of
Jupiter. The plasma temperatures are from radio occultation experiments spanning a range of
latitudes, all lower than 80°. There is no obvious correlation between temperature and latitude.
The Voyager 1 neutral temperature measurement is from a solar occultation close to the equator.
The Galileo neutral temperature was determined from data collected by the atmospheric probe.
°Fjeldbo et al. (1975); ®Ashihara and Shimizu (1977); “Eshleman et al. (1979a), Atreya et al. (1979);
dEshleman et al. (1979b); “Hinson et al. (1997); f Atreya et al. (1981); 9Seiff et al. (1998).

exospheric temperatures are measured by observing from the spacecraft the occultation of either
the solar disk or a bright UV star by the planet. A review of these occultation measurements
from the Pioneer and Voyager era is given by Smith and Hunten (1990).

The plasma temperature measurements are determined from electron density profiles from
radio occultation events (see Section 1.3.2, Figs 1.6 and 1.7). These profiles yield the topside
plasma scale height which, assuming that the plasma is mainly composed of H* and electrons
in diffusive equilibrium, gives the temperature from Eqn. 1.13.

The interpretation of these measurements is difficult. Firstly, as is clear from Fig. 1.6, the
data in the topside ionosphere is often noisy, and there may also be real structure in the topside
which makes the definition of a single plasma scale height somewhat ambiguous. Secondly, it is
not always clear that the assumption of diffusive equilibrium is appropriate. This is especially
the case at low latitudes, where the terrestrial experience indicates that electrodynamics will
generate complex structures that are not well represented by diffusive equilibrium (e.g Millward
et al., 2001). Thirdly, the plasma temperature in the topside is generally not the same as the
neutral temperature, since the ionised and neutral components of the atmosphere may not be in
thermal equilibrium. The plasma is normally expected to be hotter than the neutrals, and thus
the plasma temperature must be interpreted as an upper limit to the neutral temperature.

At Saturn, similar evidence for a hot thermosphere has gradually accrued (Table 1.4). All
these temperatures are derived from occultations. The most mature analysis of the Voyager radio
occultations (Lindal et al., 1985) does not discuss the topside plasma scale heights, so the values
shown in the table are estimates by the present author using the Voyager 1 and 2 ingress profiles
shown in Fig. 1.7 (the dot-dash and solid lines respectively). The lower Voyager 1 value of ~ 300K
refers to the region at around 3000km, and the higher value to the highest scale height that may
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Spacecraft | Topside plasma temperature | Neutral exospheric temperature

Pioneer 11 | 1150K@ -
Voyager 1 | 300/1300K® 800K°
Voyager 2 | 600K 400K¢

Table 1.4: High altitude plasma and neutral temperatures in the thermosphere/ionosphere of
Saturn. The Voyager 1 neutral temperature is from a stellar occultation and the Voyager 2
temperature is from a solar occultation.

%Kliore et al. (1980); *Determined by the present author from results of Lindal et al. (1985) (see Fig. 1.7).;
Festou and Atreya (1982); Smith et al. (1983).

reasonably be deduced from the region above 4000km. The lower value seems improbable, since
it is cooler than the observed neutral temperatures in this region. This indicates either that this
region is not in diffusive equilibrium, or that the ionosphere is dominated by H3+ in this region,
which would imply a plasma temperature closer to ~ 1000K. The kink in the profile would then
correspond to a transition from an Hf dominated ionosphere to an H* dominated ionosphere
at high altitudes.

The 800K Voyager 1 measurement of the neutral temperature also seems very different to
the 400K Voyager 2 determination. However, the Voyager data has recently been reanalysed
{Vervack et al., paper in preparation). This reanalysis suggests that the 800K measurement
is incorrect, and proposes that the Voyager 1 and Voyager 2 data both point to an exospheric
temperature in the region of 450K.

There have been numerous attempts to explain these temperature measurements in terms
of energy transfer either from the magnetosphere or from the lower atmosphere. Transfer from
the lower atmosphere has focused on the effects of breaking gravity or acoustic waves (French
and Gierasch, 1974; Prasad, 1975; Atreya, 1986; Young et al., 1997; Matcheva and Strobel, 1999;
Hickey et al., 2000; Miiller-Wodarg et al., 2006), particle precipitation (Hunten and Dessler,
1977; Waite et al., 1983; Atreya, 1986; Achilleos et al., 1998; Grodent et al., 2001) and Joule
heating (Heaps, 1976; Atreya, 1986; Cowley et al., 2004b; Miiller-Wodarg et al., 2006). Many of
these studies will be discussed in the chapters that follow; none of them are able to satisfactorily

explain the high temperatures.

1.3.2 The ionosphere

The ionospheres of Jupiter and Saturn are dominated by ionised hydrogen and helium. At
low altitudes hydrocarbon and metallic ions are also thought to play an important role (see
e.g Kim and Fox, 1994; Moses and Bass, 2000). The atomic ions H*, Hf and He* form by
direct ionisation of the corresponding neutral species. The relatively low proportion of neutral

helium compared to molecular hydrogen means that Het is a minor component compared to
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the hydrogen species. A third hydrogenic ion, the molecular species H , forms by a two stage

process. Firstly, HF is generated, perhaps by photoionisation of Hy:

Hy +hv — Hf +e” (1.17)
However, this H reacts with H, on timescales of a few seconds to generate H3:

HI +H, - HI +H (1.18)

This reaction is so efficient that almost all of the H} generated by ionisation is converted to
H3+ Consequently H;’ is a major component of the ionosphere, whereas H is of negligible
importance.

The ionosphere thus consists largely of H" and H}. The principle sink for these species at

high altitudes is recombination reactions with ambient electrons

Hf+e- - H
Hf +e- — H+H,
— 3H (1.19)

Recombination of H} is much more rapid than recombination of H' because it decomposes
into multiple particles. This means that it is much easier for both energy and momentum to
be conserved in the reaction. Hi thus persists only in the presence of a continuous source of
ionisation, and is therefore found almost exclusively in the dayside ionosphere and the auroral
zones, whereas H* persists in darkness, such that its distribution is relatively uniform in local
time, a situation first anticipated by Rishbeth (1959).

At low altitudes, below the homopause, the situation is altered by the presence of multiple

hydrocarbon species. These are able to charge exchange with the hydrogenic species, for example:
H* + CHy — H + CHf (1.20)

The hydrocarbon ions generated by such processes recombine much more rapidly than either
H* or H; Thus, below the homopause, ionospheric densities are considerably lower. At these
altitudes layers of hydrocarbon ions are often predicted (Kim and Fox, 1994; Moses and Bass,
2000), but the peak electron densities inferred for this region are much lower than those predicted

above the homopause.

Radio occultations

The only available measurements of the Jovian and Kronian ionospheres are derived from remote
sensing observations. Radio occultations performed by spacecraft have yielded numerous electron

density profiles (see Figs. 1.6 and 1.7). A restriction of the radio occultation technique is that the
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radio signal transmitted by the spacecraft must be received at Earth. This restricts occultations
to regions close to the dawn and dusk limbs. Furthermore, most spacecraft occultations have
been performed close to the equatorial plane. Thus the regions of the ionosphere sampled are
rather limited.

Figure 1.6 shows a number of these profiles for Jupiter from the Galileo and Voyager missions.
The morphology of these profiles is not well understood. In particular, the main ionospheric
peak, normally observed in the range 1500-2000km, is not well-produced by models that include
only photochemistry and ambipolar diffusion. These models tend to overpredict the maximum
electron density and underpredict its altitude. It is also interesting that in two profiles (GON and
V2N) the peak ionosphere is denser and appears much lower in altitude, close to 750km, while
the topside is considerably less dense. Peculiarly, none of the profiles shown exhibit intermediate
behaviour, particularly in terms of the peak location. The statistics are not yet good enough to
judge whether this represents two distinct modes of ionospheric structure, or is just an artefact
of the particular measurement locations.

Given that most of the profiles exhibit a high altitude peak ionosphere, which conflicts with
simple models, much research has sought a means of reducing the peak density and shifting it
to higher altitudes. A possible chemical solution to this discrepancy is to find a process which
increases ion recombination rates below the observed peak. One wa.y~t0 achieve this is the
introduction of external material, such as water, into the system (Moses and Bass, 2000; Moore
et al., 2004). These materials have a similar effect to the hydrocarbons discussed above, but at
higher altitudes, thus depleting the densities of the peak ionosphere.

An alternative is to invoke excited electronic states of the Ha molecule. For sufficiently

excited vibrational levels charge exchange between H* and H, becomes energetically possible:
HY + Hy(v > 4) » H+ HJ (1.21)

and following this with Reaction 1.18 leads to the generation of Hi. This thus provides a
mechanism for converting slowly recombining atomic ions into rapidly recombining molecular ions
(Majeed et al., 1991; Majeed and McConnell, 1996). However, Huestis (2005) has recently cast
doubt on the importance of this process, pointing out that there also exists a reaction between
H* and H; that quenches the excited states of Hy, rendering the former reaction insignificant.
A second possible mechanism for shifting the electron density peak upwards and reducing its
magnitude is the introduction of field-aligned plasma drifts driven by neutral winds, which may
shift the peak in the electron density (see e.g. Moses and Bass, 2000). This process is part of the
larger problem of calculating the internal electrodynamics of the ionosphere that is so important
for the Earth’s equatorial ionospheric structure. Given the near-equatorial location of so many
of the radio occultation measurements, it seems unlikely that the morphology of the profiles will
be fully explained until the complex coupled thermosphere-ionosphere system in this region is

subjected to detailed modelling.
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Figure 1.6: Observed electron density profiles in Jupiter’s ionosphere. (a) Galileo radio occulta-

tions. (b) Voyager radio occultations. (from Majeed et al., 2004)
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Figure 1.7: Observed electron density profiles in Saturn’s ionosphere, form the Voyager 1 and
2 radio occultation experiments. Dot-dash line: Voyager 1 ingress (evening). Dotted line:
Voyager 1 egress (morning). Solid line: Voyager 2 ingress (evening). Dashed line: Voyager 2

egress (morning). From Lindal et al. (1985).
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Planet | Reference

Date | T(H}) (K) | N(H}) (m~2)

Jupiter | Lam et al., 1997 May 1993 | 700-1000 1.0 x 1016
Stallard et al., 2002 | Sep 1998 | 900-1250 0.5 —1.0x 1016

Saturn | Melin, 2006 Sep 1999 | 380470 1.9 x 1016
Melin, 2006 Feb 2004 | 420+70 7.3 x 1016

Table 1.5: Summary of spectroscopic H; temperatures and columnn densities.

For comparison, Fig. 1.7 shows the Voyager radio occultation profiles for Saturn (Lindal
et al., 1985). These present similar interpretative difficulties in terms of the location and density
of the electron density peak. Particularly striking in these data are the sharp layers of electron
density at an altitude of ~1000km. These have been discussed in terms of structuring of the
ionosphere by shears in the vertical wind velocity (Chen, 1981), or as layers of long-lived metallic

ions of meteoric origin (Moses and Bass, 2000).

H measurements

Emission from HZ was first detected in Jupiter’s ionosphere by Drossart et al. (1989). Since then
a number of studies have examined the morphology and intensity of the aurora through imaging
in the infrared (e.g. Baron et al., 1991; Satoh and Connerney, 1999), and have also studied
low latitude emission (Miller et al., 1997; Stallard et al., 1999). Of most relevance for this
study, however, are spectroscopic studies of the HI emission in the auroral regions of Jupiter
(Lam et al., 1997; Stallard et al., 2002) and Saturn (Melin, 2006), summarised in Table 1.5.
These measurements have the advantage of providing more global coverage than the occultation
experiments, and better coverage at high latitudes, but are only able to provide column densities
of the HY ion — no information on the likely vertical distribution of ionisation is available.

It is interesting that these spectroscopic temperatures accord very well with the spacecraft
observations summarised in Tables 1.3 and 1.4. It is also interesting that the column densities
of H} at Jupiter and Saturn are very similar, both lying in the range 10 — 10""m~2. These
measurements act as important constraints on the ionospheric conductivity and thermospheric

temperature, issues which will be discussed further subsequently.

Jovian auroral model

Alongside these Hg’ observations there have been numerous UV studies of the polar aurorae at
Jupiter (e.g. Grodent et al., 2003; Gustin et al., 2004) and Saturn (e.g Trauger et al., 1998;
Gérard et al., 2004; Clarke et al., 2005). A model of the auroral precipitation and associated
UV emissions at Jupiter has been developed by Grodent et al. (2001). This model predicts

column Hj densities in the auroral regions of 1.8 x 10'"m~2. This is considerably higher than
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the observations described in Table 1.5. However Melin et al. (2005) has shown that, taking into
account effects due to non-local thermodynamic equilibrium, the Grodent et al. (2001) column
densities may be overestimated by a factor of ~3. Scaling the densities down by this factor
brings them into line with the measurements of Lam et al. (1997) and Stallard et al. (2002).
Excepting these problems, the Grodent et al. (2001) precipitation model represents the best
available model of the vertical distribution of ionisation in the auroral regions of Jupiter, and

we will use their HI density profiles extensively in the modelling studies that follow.

1.3.3 The magnetosphere

The Jovian and Kronian magnetospheres are governed by the same basic physics as the terrestrial
magnetosphere, but are structured by additional processes not present at the Earth. Indeed,
the outer regions of both magnetospheres are believed to be controlled by a Dungey cycle type
interaction with the solar wind. However, whereas at Earth the only source of plasma other
than the solar wind is the ionosphere, at Jupiter and Saturn plasma is also injected directly into
the magnetosphere from moons and rings. This internal injection of plasma leads to behaviour

that is not observed at Earth.

Internal sources of plasma

At Jupiter the dominant source of internal plasma is volcanism on the moon lo, which orbits
Jupiter every ~40 hours at approximately 6R;. Clouds of sodium and oxygen ejected from
To form a vast torus of neutral gas close to the equatorial plane. Some of this neutral gas
subsequently becomes ionised and is then under the influence of the planet’s magnetic field.

Newly ionised plasma must of course be moving at or close to the Keplerian orbital velocity
of lo. However, upon ionisation it immediately becomes connected magnetically to the much
more rapidly rotating — and partially ionised — upper atmosphere of Jupiter. We have already
discussed the notion that magnetic field lines may be treated as conveying stresses in a similar
manner to an elastic solid. Thus the newly created plasma in the lo torus immediately feels
a torque exerted on it by the upper atmosphere — a torque that is mediated by the magnetic
field — which accelerates it towards corotation with the planet’s upper atmosphere. Of course,
the upper atmosphere feels an equal and opposite anti-corotational torque. In steady state
it is supposed that the upper atmosphere is viscously and convectively coupled to the deep
atmosphere of Jupiter, and that this coupling supplies sufficient angular momentum to balance
the anti-corotational torque from the plasma disk.

In the Io torus, this ionospheric torque is adequate to enforce almost perfect corotation of
the plasma. However, the plasma is known to diffuse radially outwards, driven by centrifugal
‘interchange instabilities’ (e.g Siscoe and Summers, 1981). This outwards diffusion leads to

the formation of a plasma disk in the equatorial plane of the magnetosphere (Fig. 1.8). With
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Figure 1.8: Schematic diagram of Jupiter’s inner and middle magnetosphere (adapted from

Cowley and Bunce, 2001).

increasing radial distance the total angular momentum flux per unit area of the plasma disk
required to enforce perfect corotation remains constant, but the area of the ionosphere to which
unit area of the plasma disk maps decreases, since it maps closer to the pole. At large enough
distances the ionosphere is thus unable to supply sufficient torque to enforce corotation.

This system of angular momentum transfer can, equivalently, be viewed in terms of current
systems associated with the stresses and torques conveyed by the magnetic field (Fig. 1.8).
In the ionosphere, equatorward currents exert an anti-corotational torque; in the plasma disk,
radial currents exert a corotational torque (this system is treated in more detail in Chapter 2).
Field-aligned currents couple the two regions. The magnetic fields generated by the currents
result in an azimuthal component of magnetic field which causes the field lines to ‘bend’ as if
under stress. The upwards field-aligned currents in the ionosphere resulting from this system
are believed to be responsible for the main auroral oval at Jupiter (Cowley and Bunce, 2001;
Hill, 2001; Southwood and Kivelson, 2001).

A further perspective on the interaction is to view the system in terms of frictional interactions
(Fig. 1.9). In this mechanical analogue for the system (Pontius, 1997), the inertia of plasma
injected from lo acts as a brake on the rotation of the plasma disk; the plasma disk in turn acts
as a brake on the rotation of the ionosphere; and the ionosphere acts as a brake on the rotation
of the planet. In this idealised system Io acts as an infinite source of inertia and Jupiter as
an infinite source of angular momentum. In the process each component of the system is also
heated by the frictional interaction.

An essentially idential process is believed to occur at Saturn (Fig. 1.10). The principle
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Figure 1.9: Mechanical analogue for the magnetosphere-atmosphere interaction at Jupiter (from

Pontius (1997)).

difference is that the mass-loading at Saturn is not dominated by volcanism on a single moon,
but consists of material originating from the various rings and icy moons. This complicates
the interaction with the ionosphere and the outwards diffusive transport of plasma, a problem
treated recently by Saur et al. (2004).

In the case of both planets we initially expect the rotational velocities of the planet (2p),
the upper atmosphere (Qr), the magnetosphere (€2),) and the Keplerian neutral gas cloud (Qx)
to satisfy:

Qr <Qu <Qr <Qp (1.22)

We will see, however, that this inequality does not hold universally, since meridional motions in
the atmosphere or radial motions in the magnetosphere may cause components to rotate either

more quickly or more slowly due to angular momentum conservation.

Vasylitinas cycle

Ultimately the internally supplied plasma diffuses out to large enough radial distances that it
is not stably confined by the planetary magnetic field. The magnetic field becomes distended
outwards under the centrifugal action of the rotating plasma (Fig. 1.11). If the field is sufficiently
distended, reconnection may occur between the northern and southern lobes of the distorted
dipole such that plasma blobs or plasmoids become separated from the magnetosphere. This
process is expected to occur preferentially in the pre-midnight sector as mass-loaded flux-tubes

rotate into the tail and become distended anti-sunward as they move away from the region on

42



Figure 1.10: Schematic diagram of Saturn’s magnetosphere (adapted from Cowley and Bunce,

2003).

the dayside of the planet that is confined by the pressure of the solar wind. This process of
plasmoid break-off is believed to be the principle loss mechanism of internally produced plasma
from the system (Vasyliunas, 1983).

Possible evidence for this outflow process was presented by Woch et al. (1998), who observed
modulations with a period of 2-3 days in the Jovian magnetotail. One interpretation of this
period is that it represents the intrinsic timescale for the cycle of mass loading and subsequent

plasmoid loss (Fig. 1.11).

Dungey cycle

The Dungey cycle solar-wind interaction described in Section 1.2.3 is also expected to occur at
Jupiter (Cowley et al., 2003) and Saturn (Cowley et al., 2004a). By analogy with Earth one
would initially expect the Dungey cycle to take the form of a two-cell convection pattern, with
anti-sunward flow of open field lines across the polar cap and return flow on both the dawn and
dusk flanks. However, at both Jupiter and Saturn the Dungey cycle is believed to form a single
convection cell, with antisunward flow across the dawn side of the polar cap and return flow
along the dawn flank of the magnetosphere.

Two processes influence this behaviour. Firstly, the rapid planetary rotation means that
newly closed flux tubes in the magnetotail are subject to a significant corotational torque by
virtue of their coupling to the upper atmosphere. This torque naturally encourages the closed

flux tubes to return to the dayside in the direction of the planetary rotation, i.e. around the
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Figure 1.11: Schematic of plasmoid pinch-off in the Jovian magnetosphere. From Woch et al.
(1998).

dawn flank. Secondly, the dusk flank is believed to be occupied by the Vasylilinas cycle outflow
discussed above. This forces the Dungey cycle to occur largely towards the dawn side of the

magnetosphere.

Ionospheric plasma flows

From the perspective of the upper atmosphere these complex magnetospheric flows manifest
themselves as flows of plasma in the polar ionosphere. The expected flows for Jupiter and
Saturn are sketched in Figs. 1.12 and 1.13 respectively.

In Fig. 1.12 the innermost, shaded region represents the region of open field lines associated
with the Dungey cycle flow. As discussed above, this flow is thought to be confined to the dawn
flank of the magnetosphere and is correspondingly confined to the dawn side of the polar cap.
The return flow of closed field lines associated with the Dungey cycle occurs in a narrow region,
equatorwards of the shaded region, on the dawn side.

At Earth, the timescale for circulation of the Dungey cycle convection cells is ~6 hours. At
Jupiter it is estimated to be 5-10 days (Cowley et al., 2003). This corresponds to 10-20 rotations
of Jupiter. The consequence of this is that the antisunwards Dungey cycle flow is almost zero
compared to the rotational flows observed elsewhere in the ionosphere.

On the dusk side the flow is believed to be dominated by the Vasylitinas cycle. Flux tubes
that have experienced plasma pinch-off in the tail (at the Vasyliinas cycle ‘X-line’ shown in
Fig. 1.12) must then rotate back towards the dayside on the dawn flank, and this flow is thought
to occur just equatorwards of the Dungey cycle return flow.

Finally, the region equatorwards of the Dungey and Vasylilinas cycle flows is occupied with

sub-corotational flow related to the mass-loaded inner and middle magnetospheres. This is
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Figure 1.12: Sketch of plasma flows in the Jovian polar ionosphere {from Cowley et al., 2003).
The shaded region corresponds to the ‘dark polar region’ believed to correspond to open field
lines. Solid lines represent streamlines and dashed lines show boundaries between different flow

regions.

referred to as the ‘Hill region’ after Hill (1979).

Direct ionospheric evidence for this system of plasma flows is provided by the Hf Doppler
measurements of Stallard et al. (2003). They observe a ‘dark polar region’ on the dawn side
of the polar cap in which the plasma flows are almost stagnant with respect to the planetary
rotation. This is clearly consistent with an almost ‘stagnant’ antisunwards Dungey cycle flow in
this region. In contrast the region surrounding the dark polar region rotates with a substantial
fraction of the planetary angular velocity. This is believed to correspond to the Vasylitinas cycle
outflow on the dusk flank and the Dungey and Vasylilinas cycle return flows on the dawn flank
(Cowley et al., 2003).

Cowley et al. (2004a) envisage a similar situation at Saturn, largely by analogy with the
situation at Jupiter (Fig. 1.13). Again the outer regions of the polar ionosphere correspond
to the ‘Hill region’ of sub-corotating internally supplied plasma. Within this region lies the

Vasylitinas cycle outflow on the dusk flank and return flow on the dawn flank. A Dungey cycle
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Figure 1.13: Sketch of plasma flows in the Kronian polar ionosphere (from Cowley et al., 2004a).

Solid lines represent streamlines and dashed lines show boundaries between different flow regions.

convection cell occupies the polar cap and the dawn flank. An important difference at Saturn
is that planetary rotation is believed to be more important in the open field line region. This
is indicated by the Doppler observations of Stallard et al. (2004) which show that the polar
ionosphere rotates at approximately one third of the planetary rotation velocity. This behaviour
may be interpreted in terms of the theory of Isbell et al. (1984) which is discussed further in
subsequent chapters and summarised in Appendix B. The possible implications of the planetary

rotation for the structure of the magnetotail have recently been discussed by Milan et al. (2005).

Generation of auroral emission

One important application of these models of the ionospheric plasma flows is to provide some
insight into the possible generation of auroral emissions. Such emissions at Earth normally
correspond to regions of intense upwards field-aligned currents in the ionosphere. If the current
densities are too large to be carried by the ambient thermal plasma then field-aligned voltages
develop which accelerate electrons downwards. These electrons excite the neutral atmosphere,

which radiates, generating aurora.
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Figure 1.14: Hubble Space Telescope image of the Jovian UV northern polar aurora (John

Clarke, NASA/ESA).

A Hubble Space Telescope Imaging Spectrograph (HST/STIS) UV image of the Jovian north-
ern polar auroral emissions is shown in Fig. 1.14. Dawn is on the left and dusk on the right.
This image contains many complex features which we will not attempt to treat in detail here
(see e.g Grodent et al., 2003, for a more detailed discussion). On the far left the discrete ‘spot’
is associated directly with the location of the moon Io. The so-called ‘main oval’ is visible as
the continuous, intense arc on the left of the picture and a more diffuse continuous arc on the
right. The location of the main oval appears to be stable on long timescales. Within the main
oval are various complex and variable auroral emissions, loosely divided into ‘dark’ and ‘bright’
regions on the left and right respectively.

Fig. 1.15 shows a sequence of UV images of Saturn from the same instrument, acquired
in January 2004. The auroral emissions at Saturn are more difficult to observe, since they
are fainter than the Jovian emissions and the greater orbital distance of Saturn dilutes the
observed intensity of the emissions by a further factor of ~4. However, these images still show
considerable structure. A persistent ‘main oval’ of emission is observed between colatitudes of
15° and 20°. Although this ‘main oval’ is persistent, it varies considerably in brightness and
co-latitude, sometimes breaking into ‘blobs’ (e.g. image c), forming spiral structures about the
pole (image k) or sometimes generating a more concentrated ‘filled in’ emission closer to the pole

(image j). These variations have been interpreted in terms of solar-wind control of the aurora

47



1 60

50

t 30

Units of 4/ (kR)

20

Figure 1.15: Hubble Space Telescope images of the Kronian UV southern polar aurora (Clarke

et al., 2005).

(Grodent et al., 2005; Cowley et al., 2005; Badman et al., 2005).

The theoretical representations of the polar ionospheric flows shown in Figs. 1.12 and 1.13
can be related to these observed emissions. In the rotation dominated flows observed at Jupiter
and Saturn, the currents flowing horizontally in the polar ionosphere are generally thought to
be equatorwards Pedersen currents driven by the rotational plasma flow. Upwards currents that
may generate aurora occur when the intensity of these currents decreases in the direction of the
equator. Such a decrease corresponds to an increase in the rotational flow velocity (see Chapter 2
for further details).

The Jupiter model of Fig. 1.12 predicts that this will occur primarily at two locations: at the
boundary between the stagnant dark polar region and the faster Dungey cycle return flow on
the dawn side; and throughout the Hill region. The Hill region flows are believed to account for
the main oval emissions (Hill, 2001; Cowley and Bunce, 2001; Southwood and Kivelson, 2001):
this explains the stability of the main oval, since mass outflow from the Io torus is thought to
be a reasonably steady process. Cowley et al. (2005) predict that some auroral emissions may
be generated at the boundary between open field lines and the Dungey cycle return flow, but
that this emission will be much less bright than that observed in the main oval.

At Saturn upward currents are related to the equivalent flow boundaries, but the situation in

terms of the generation of auroral emission is reversed. Cowley and Bunce (2003) have argued
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that the currents generated by the Hill region flow may lead to some auroral emission, but that
this will be of lower intensity and at lower latitude than the observed main oval. Cowley et al.

(2004a) thus suggest that the open-closed field line boundary corresponds to the main oval at

Saturn.

1.4 Aim of this study

In this introductory chapter we have summarised our current basic understanding of the coupled
atmosphere-magnetosphere system at the giant planets Jupiter and Saturn. We have emphasised
three areas of research common to both planets: the unexplained high thermospheric tempera-
tures, the complex ionospheric structures, and the large scale magnetospheric flows that generate
plasma motions and auroral emissions in the upper atmosphere.

These three subjects are all intertwined and vastly complex, and it is not possible for us
to study them all simultaneously with a maximal degree of sophistication. Our approach in
analysing their interactions will therefore be to simplify many of the processes involved in order
to gain physical insight in specific areas. Qur area of greatest interest is that of thermospheric
dynamics and how this may influence the thermospheric temperature structure and the magne-
tospheric flows.

We thus employ simple models of the ionosphere and magnetosphere that are not physically
exact but afford useful insight. We will reduce the behaviour of the almost inertia-less ionosphere
to its role as a coupling parameter between the respective inertias of the thermosphere and
magnetosphere. By developing a simple model of this coupling process we hope to peer through
the cloud of ionospheric complexity that might otherwise obscure our insight.

We use simple models of the magnetospheres (Cowley et al., 2004b; Cowley et al., 2005) that
describe a series of axisymmetric nested layers rotating at different angular velocities. These
models were developed specifically to calculate parameters of auroral current sheets. However,
they are particularly useful in our context. From the thermospheric perspective they reduce
the magnetosphere to a giant fluid flywheel that is a source and sink of energy and angular
momentum. By treating the magnetosphere in this simple manner we are able to gain some
preliminary insights into how its dynamics may be structured by the thermosphere.

Finally, the most complex component of our study is a numerical general circulation model of
the thermosphere that calculates temperature and wind fields self-consistently. It is this model
that allows us to assess the possible influence of the magnetosphere on the thermal structure of
the upper atmosphere, and vice versa.

In Chapter 2 we describe our adopted magnetosphere models; develop the theory of the
coupling between these models and the plasma flows and currents in the ionosphere; describe

our adopted ionosphere models; and provide some initial considerations concerning the influence
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of magnetospheric energy and momentum sources on the thermosphere. In Chapter 3 we lay out
the details of our thermosphere model and its coupling to the ionosphere and magnetosphere.
In Chapter 4 we then present the results of some simple experiments in heating the ther-
mosphere model in the auroral regions. This provides the backdrop to the more sophisticated
experiments in Chapters 5 and 6 in which we present the output of our coupled models of the

thermosphere, ionosphere and magnetosphere. Finally, in Chapter 7, we conclude.
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Chapter 2

Background theory

In this Chapter we discuss some of the more detailed background theory necessary for the studies
that follow. Firstly, we follow on from the preceding discussion to describe our adopted models of
the Jovian and Kronian magnetospheres in more detail. We then work back downwards towards
the thermosphere, first considering the influence of the magnetosphere on the charged particles
in the upper atmosphere, and finally the effect of the resulting energy and momentum inputs on

the thermosphere.

2.1 DModels of the magnetosphere

The simple models of the Jovian and Kronian magnetospheres that we employ in this study
all make the assumption that the planetary magnetic field is symmetric about the planetary
rotation axis (axisymmetric). In the case of Saturn this seems to be an excellent approximation,
as current determinations of the magnetic field indicate the dipole and rotation axes to be aligned
to within less than ~1° (Davis and Smith, 1990; Giampieri and Dougherty, 2004). In the case of
Jupiter it is a less accurate approximation: some of the potential magnetospheric consequences
of a non-aligned, non-centred dipole field have been discussed by Pontius (1997). However, many
successful physical models of the Jovian magnetosphere make this assumption, following the lead
of Hill (1979), including the magnetosphere model that we adopt (Nichols and Cowley, 2004).
We further assume axisymmetry for all other aspects of the system. This does not follow
from the assumption of an axisymmetric magnetic field. If the Earth’s dipole was aligned with
its rotation axis, the plasma flow structures related to the Dungey cycle would remain highly
asymmetric about the rotation axis. However, we have already discussed the notion that the
plasma flows in the Jovian and Kronian magnetospheres are dominated by effects related to
planetary rotation. While this is particularly the case in the regions of the magnetosphere that
are dominated by mass loading, the outer regions that are coupled to the solar wind are still

thought to be structured significantly by the planetary rotation. Recent studies for Jupiter
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(Nichols and Cowley, 2004; Cowley et al., 2005) and Saturn (Cowley et al., 2004b) have thus
used an axisymmetric approximation for first-order studies of the solar wind coupling. It seems
reasonable to adopt such simple models for this first detailed look at the thermospheric aspect
of magnetosphere-atmosphere coupling.

Since the magnetosphere models assume that the magnetic field is axisymmetric, we can
describe the behaviour of the magnetosphere in terms of the rotation velocities of axisymmetric
shells of magnetic field lines. Each shell then intersects the ionosphere at some colatitude 6 and
axial distance p; = Rsinf and the equatorial plane at some axial distance p., independent of
longitude (¢). The mapping between these two key points is achieved by the introduction of a
‘flux function’ F' defined by:

B=(1/p)VF xey4 (2.1)

where ey is the unit vector in the ¢ (east longitude) direction. Since the quantity V F is always
perpendicular to surfaces of constant F', any field line will always lie within such a surface. Taken
together with the assumption of axisymmetry this means that any value of F' defines a surface
of revolution about the planetary axis that represents a shell of field lines.

Even without performing detailed calculations of the field geometry in the region between
the ionosphere and equatorial plane it is then possible to map field lines along these shells —
provided the flux function in the ionosphere F; and in the equatorial plane F, are well defined
— by setting F, = F;. The values of ionospheric and equatorial flux functions adopted for this
study are summarised in Appendix C.

We then associate an angular velocity Qas() with each shell of flux tubes!. At the foot
of each flux tube we also associate an angular velocity Qr(6) with the rotation velocity of the
thermosphere. This is a ‘height-integrated’ rotation velocity, which will be described in greater
detail below.

Assuming for now, though, that the conducting region of the thermosphere-ionosphere is a
thin sheet with a uniform rotational velocity at each co-latitude, the appropriate electric field in

the ionosphere is the electric field in the rest-frame of the neutrals (see Section 2.2):

where we have assumed that the ionospheric magnetic field B; is vertical. This implies an
equatorward-directed Pedersen current Jp (the theory of which will be described in more detail
later):

Jo =ZpE; = Zppi(Qr — Q) B; (2.3)

where £ p is the height-integrated Pedersen conductivity of the ionosphere, to be discussed

shortly. As shown in Figs. 1.8 and 1.10, to ensure continuity this current, which flows in both the

1The original papers that describe these models (Nichols and Cowley, 2004; Cowley et al., 2004b) use slightly
different notation to that used here. The symbol w is used for the quantity we call Qpr; 2 or Q% is used for the

quantity 27, depending on the planet in question; iy and i, are used instead of Jy and J,.
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northern and southern hemispheres, must close in the magnetosphere via field-aligned currents

and a radial current J, which flows in the equatorial plane of the magnetosphere.

Rotational torque

Assuming that the magnetosphere sub-rotates with respect to the thermosphere, the ionospheric
current Jy exerts an anticorotational (clockwise viewed from above the north pole) j x B torque
on the ionosphere, to be discussed further below. Integrating this in azimuth, we can obtain the

total torque 4G; acting on a small colatitude range 46 in the ionosphere:
5Gi = Qﬁp?EPB?(QT —_ QM)(SG (2.4)

An equal and opposite corotational torque acts on the plasma in the equatorial magnetosphere
in the small range dp to which the range 6 maps.

In the Saturn model (Cowley et al., 2004b), and in part of our adopted Jupiter model
(Cowley et al., 2005), these torques in the equatorial magnetosphere are not explicitly calculated,
since the rotation velocities are specified empirically without the use of a physical model of the
magnetosphere. It is thus implicitly assumed that the torques in the magnetosphere due to the
coupling currents are balanced by torques associated with mass loading or with the solar wind
interaction. In the inner region of our adopted Jupiter model (Nichols and Cowley, 2004), the
torque is explicitly calculated and assumed to be balanced by the inertia of plasma diffusing
outwards from the Io torus, as first proposed by Hill (1979). If the total rate of mass outflow is
given by M then this balance of torques reduces to the so-called ‘Hill-Pontius’ equation (Nichols

and Cowley, 2004):
1 d

Pe dpe
where we have rewritten the equation using our slightly altered nomenclature.

€

(P20m) = @EM Qr — Q) (25)

Field-aligned currents

Any divergence of the Pedersen current Jp flowing in the ionosphere must be balanced by field-

aligned currents j);, which we define as positive upwards:
d
i = —;1;@(,19 sinf) (2.6)

In the Saturn case, Cowley et al. (2004b) used this equation to calculate the likelihood of field-
aligned currents associated with different regions of the magnetosphere being responsible for the
generation of UV aurora. In the Jupiter case, this equation is used to explicitly calculate the

field-aligned current in the ionosphere (Nichols ahd Cowley, 2004):

. 4B; d
= Y pF. (O —Q 2.7
= BT de |7 e (Qr — Q) (2.7)

where, again, the equation has been re-expressed in our notation.
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Saturn model

We now move on to the details of our adopted model of Saturn’s magnetosphere (Cowley et al.,
2004b). As we have already mentioned, this model does not explicitly include the influence of
torques in the magnetosphere. Instead the model ascribes a fixed angular velocity Qs to each
shell of flux tubes. This angular velocity is defined, as a function of the flux function F, by the

equation:

Qum(F) 7

+ (OB —Q4)Tas(F)
+ (Qc —Q8)Tec(F)
+

(Qp ~ Qc)Tep(F) (2.8)

where the parameters §2x represent the nominal rotation velocities of different regions of the
magnetosphere which we label A, B, C and D, and the functions Txy (F') represent smooth

transitions between these regions, and are given by:

Tap(F) = % (1 + tanh %ﬁf)
Fsp =1526nTRZ  AFsp = 50.0nTR?
Tpe(F) = m;i—/‘f)‘;.;
Fpo = 2200nTRE  npc = 50.0
Tep(F) = I—W
Fep =3600nTRE  nep = 8.0 (2.9)

The resulting profile of angular velocity against flux function is plotted as the solid line in
Fig. 2.1. The model is also shown in Fig. 2.2 mapped into the upper atmosphere, as a function
of co-latitude. Note that we have written this plasma velocity model in a different, and hopefully
clearer, form to that originally provided by Cowley et al. (2004b), but it is otherwise identical.

This angular velocity model is supported principally by two sets of data, both of which are
summarised in Fig. 2.1. Firstly, the angular velocity corresponding to the open field region —
which, for brevity, we label region A — is informed by the H} observations of Stallard et al.
(2004). From three observing runs on the night of February 6, 2003, they inferred polar cap
angular velocities of 0.2, 0.44Qg and 0.4Qg, where Q5 ~ 1.64 x 10~ %rad s~! is the standard
rotation rate of Saturn. These velocities are shown by the horizontal dashed lines in Fig. 2.1.
The average of these is ~ 0.35Q.

This sub-corotational behaviour was predicted by Isbell et al. (1984) in terms of an interaction
between the solar wind and the rotation of the planet. Field lines open to the solar wind have
one end ‘anchored’ in the downstream solar wind flow, and the other end subject to rotational

torques in the polar ionosphere. The result is a twisting of the field lines in the magnetotail lobes.
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Figure 2.1: Data used to constrain Saturn plasma velocity model. The Cowley et al. (2004b)
plasma velocity model is shown by the solid line, plotted against flux function. Data points
from the Voyager 1 inbound and outbound passes and the Voyager 2 inbound pass are shown
by filled circles, open circles, and crosses respectively (Richardson, 1986). These data are also
shown individually in the top panels. The horizontal dashed lines on the left hand side of the
main plot represent the three polar cap rotation velocities determined by Stallard et al. (2004).
The light shaded region represents the ‘outer magnetosphere’ region of the plasma flow model,
which we call region B. The dark shaded region shows the range explored by our modified model

in the runs described in Chapter 5. The Voyager data was supplied by the NASA Planetary
Data System.
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Figure 2.2: Plasma velocity model of Cowley et al. (2004b), mapped into the polar ionosphere
(solid line). The dashed line indicates the solar-produced height-integrated conductivity model;
the dotted line polar conductivity enhanced by ~0.5mho. The shaded area denotes region B.

Using a simplified geometry to describe this twisting motion Isbell et al. (1984) calculated the
expected sub-corotational velocity of the plasma in the polar ionosphere, relative to the neutral
rotation velocity in the same region (see Appendix B for a summary of the calculation). This
theory yields a value of Q4 =~ 0.33Qg if the effective Pedersen conductivity of the ionosphere
(to be discussed shortly) is 1 mho. This value is consistent with the average value of ~ 0.352g
observed by Stallard et al. (2004). For this reason Cowley et al. (2004b) set the rotation velocity
in this region to a round value of ~ 0.3Qg, consistent with both observations and theory.

It is worth noting that more recent observations (T. Stallard, private communication, 2005)
indicate that ~ 0.45Qs may be closer to the average value, and that there is considerable extra
structure beyond a simple constant rotational velocity. However, for the purposes of this study,
we retain the lower value to facilitate direct comparison with the results of Cowley et al. (2004b).

The remainder of the model is constrained by plasma flow data collected by the two Voyager
spacecraft (Richardson, 1986). This data is shown in Fig. 2.1 by the filled circles (Voyager
1 inbound) open circles (Voyager 1 outbound) and crosses (Voyager 2 inbound). Voyager 2

outbound data is not available. Each of these data sets exhibits slightly different behaviour, but
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some common features may be discerned.

The Voyager 1 inbound data (filled circles) is approximately corotational for values of F above
4000nTR3. Moving to smaller values of F' (moving outwards in the magnetosphere and polewards
in the ionosphere) the rotation velocity drops substantially. This is normally interpreted as sub-
corotation of the magnetosphere associated with outwards radial mass transport, as discussed
in Chapter 1. Some authors have interpreted the very low rotation velocities close to 3000nTRE
as signatures of mass-loading specifically associated with the moons Dione and Rhea (most
recently Saur et al., 2004; Cowley et al., 2004b). In this study we neglect any effects due to
these signatures, for simplicity. At 2500nTRZ, the plasma velocity rises again. Cowley et al.
(2004b) interpret this as the signature of the Dungey and Vasyliiinas cycles in the outer regions
of the magnetosphere. Flux tubes involved in these cycles are periodically emptied by mass loss
during reconnection events in the magnetotail, such that this region may be accelerated towards
corotation by the ionosphere relatively easily.

This essential behaviour defines the three remaining regions of the plasma velocity model.
We label the corotating inner magnetosphere as region D, setting its angular velocity Qp =
Qs. We label the mass-loaded, sub-corotating middle magnetosphere region C, and define its
rotation velocity with the parameter ¢ = 0.6€2s. Regions C and D can also be thought of as
a single region dominated by the same physics, with the parameters Q¢ and Qp representing
the minimum and maximum rotation velocities respectively. Finally, the outer magnetosphere,
exhibiting slightly faster flow, is labelled region B and we set the parameter g = 0.8Qs. This
is intended to represent the combined effects of the Vasyliinas cycle outflow on the dusk flank
and the Dungey cycle and Vasylitinas cycle return flows on the dawn flank.

The Voyager 1 outbound data, which is only available in the range 3000-5000nTRE, broadly
supports the model velocities in regions C and D. The Voyager 2 data is more complex, exhibiting
apparently persistent super-corotational velocities at around 4000nTRZ, and then a sharp dip
to a minimum at ~2500nTRZ. The velocities then rise again in a similar manner to the Voyager
1 data, but become considerably more scattered. Our plasma velocity model does not presently
attempt to represent either the super-corotation in regions C and D or the scattered behaviour
in region B.

Initially we employ this flow model as a fixed boundary condition to our thermosphere.
However, our initial runs expose various inconsistencies that arise when the magnetosphere
model is fixed in this way. The modifications that are necessary to restore consistency are

described in Chapter 5.

Jupiter model

Our model of the plasma flows in Jupiter’s magnetosphere is a combination of the simple model

of the whole magnetosphere presented by Cowley et al. (2005) and the more sophisticated model
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Figure 2.3: Plasma velocity model for Jupiter, based on Nichols and Cowley (2004) and Cowley
et al. (2005), mapped into the polar ionosphere (solid line). The dashed line represents the height-
integrated conductivity profile for a typical run. Note that equatorwards of ~16° colatitude
(regions C and D) the plasma velocity and conductivity values are functions of the neutral

rotation velocity (see text). The shaded area denotes region B.

of the middle magnetosphere of Nichols and Cowley (2004). The model may again be split,
conceptually, into the four regions A-D described above in the context of the Saturn model. For
regions A and B we use Cowley et al. (2005) and for regions C and D we use Nichols and Cowley
(2004) (Fig. 2.3).
The flow in regions A and B is given by:

Qum(6) :wA+% [l+tanh (%95)] (wp —wa) (2.10)
Region A is again supposed to represent the region of ‘open’ field lines associated with the
tailward flow of the Dungey cycle. The colatitudinal extent of this region, which extends from
the pole to 845 = 10.25°, was determined by Cowley et al. (2005) through consideration of
the amount of ‘open’ flux expected in the system. A rotation velocity of wgq = 0.091Q; is
chosen. This gives a rotation velocity close to zero, which is consistent with the Isbell theory if
the effective conductivity is 0.2mho (we will discuss our adopted conductivities in more detail

below). This ‘stagnant’ behaviour is also consistent with the IR Doppler observations of Stallard
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et al. (2003). Region B is again analagous to that described for Saturn, representing the Dungey
cycle return flow and Vasylitinas cycle. We use a value of wg = 0.25€2;, which, in the formulation
of Cowley et al. (2005), represents ‘expanded’ conditions in which the magnetosphere is not overly
compressed by the dynamic pressure of the solar wind.

For regions C and D we use the formulation of Nichols and Cowley (2004). Their model
solves for the rotation velocity of the middle magnetosphere plasma sheet (Eqn. 2.5), taking into
account the observation that particle precipitation in the ionosphere associated with upwards
field-aligned currents (Eqn. 2.7) will tend to enhance the Pedersen conductivity. In order to
solve for this situation self-consistently, a third equation is required, relating the field-aligned

current to the ionospheric Pedersen conductivity:

Tp(9) = Zp (4j:(9)) (2.11)

The form of this function will be described in Section 2.4.

Briefly, the three coupled equations (Eqns 2.5, 2.7 and 2.11) are solved by a shooting method,
integrating inwards from a boundary condition at the outer edge of the magnetosphere. Our
boundary condition is that the radial current at 100R; should be equal to 100MA. This is
the same boundary condition adopted by Nichols and Cowley to represent ‘realistic’ conditions.
In all other respects our approach to the problem is essentially identical to that of Nichols and
Cowley, except that they integrated the equations using the Mathematica package (J.D. Nichols,
private communication, 2005) whereas we perform the integration using a FORTRAN subroutine

directly coupled to our thermospheric model (Chapter 3).

2.2 Ion-neutral coupling

The transfer of angular momentum between the upper atmosphere and magnetosphere is only
possible because ions in the upper atmosphere are controlled by a combination of electromag-
netic forces (the magnetosphere) and collisions with neutrals (the thermosphere). To properly

understand this transfer process we must discuss some of the details of these interactions.

2.2.1 Motion in the absence of collisions

Initially we consider the motion of an ion of charge e and mass m; moving in free space, in
some general inertial frame S, at a velocity? v; under the influence of an electric field F and a

magnetic field B. First we consider its equation of motion parallel to magnetic field lines:

m;vy = eEy (2.12)

2Note that we write the velocity of an individual ion v; to distinguish it from the bulk plasma velocity v which

will be used much more extensively in this work.
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which is such that parallel electric fields simply accelerate ions along field lines. In this thesis we
deal mostly with quasi-neutral plasmas in which such field-aligned accelerations act to rapidly
remove field-aligned electric fields. Thus our electric fields are almost exclusively perpendicular
to the magnetic field. For this reason we will henceforth assume that there are no electric fields
or particle motions parallel to the field lines, so that we deal with an essentially two-dimensional
situation3.

The perpendicular component of the equation of motion contains an extra component pro-
portional to v; x B:

miv; = e(E +v; X B) (213)

We may simplify this by defining a quantity which we call, for reasons which will become clear,

the ‘plasma drift velocity’ v:

v=ExB (2.14)
-~ B2 '
such that E is now given by:
E=-vxB (2.15)
If we transform into the frame S’ of this velocity the equation of motion becomes:
m;v; =ev; X B (2.16)

where v, = v; — v is the ion velocity in &'. If we define a unit vector b = B/|B| and make use

of the gyrofrequency €2; (Eqn 1.12) we may simplify this further:
vi=Qv! xb (2.17)

This reduced equation of motion simply represents circular motion perpendicular to the magnetic
field direction, with angular frequency €2;. Thus the mean motion of the ion is the velocity v,
combined with circular motion at the gyrofrequency about the magnetic field direction.

The electrons that co-exist with the ions in our quasi-neutral plasma must behave identically,

but with circular motion in the opposite direction:
V= —|Qe|v. x b (2.18)

Thus the mean relative motion of ions and electrons is zero, and in this situation no currents
flow.

Note that the electric field is removed entirely from our equations simply by changing frames,
and, equivalently, that the mean drift motion is determined solely by the electric field. This
means that the electric field is a frame dependent quantity that expresses the drift velocity of

the ions in that frame, defined by Eqn. 2.15.

3This means that we can write, for example, E instead of E, , which makes the equations that follow consid-

erably more readable!
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2.2.2 Effect of ion-neutral collisions

To include the effect of collisions between ions and neutrals we assume that the interaction can
be parameterised using a ‘collision frequency for momentum transfer’ v;, such that Eq. 2.17
acquires an extra term:

vil = Qv x b+ Vin(u' — v}) (2.19)

where u' = u — v is the bulk neutral velocity in the frame S’ and u is the bulk neutral velocity
in the general frame S. Thus an extra drag term is added to the equation of motion of the ions,
proportional to the velocity difference between the velocity of the individual ion and the bulk
velocity of the neutrals?.

We are interested in the steady state motion of the ions given this equation of motion. To

find this we set v; = 0 to find that:
Vixb=—ri(u —v)) (2.20)

where we have now defined the important ratio r;:

r; = Vin/ni (221)
Now, noting that v} = —(v] x b) x b we have:
vi = ri(u —vj)x b

= ri(u xb—v)xb)

= r(u x b+ ri(u —v))) (2.22)

where the last step follows from Eqn. 2.20. If we rearrange this equation for v} we find:

v, = ri:_r{lul x b+ ETri;}TUI (2.23)
To understand the physical significance of this equation we need to examine the meaning of the
two velocities it relates. The velocity v is the mean velocity of the ions in the frame in which
the electric field is zero. If we assume that the collisions between electrons and neutrals are
negligible, then the mean motion of the electrons must still be zero, as expressed by Eqn. 2.18.

Thus v} is now the relative velocity of the ions and electrons, and a current j flows:
Jj=en;vi (2.24)

However, the velocity v’ is, by definition, the neutral velocity in the frame in which the electric
field is zero. Thus the plasma drift velocity in the frame of the neutral wind must be —u' and

it follows from Eqn. 2.15 that the electric field in the frame of the neutral wind E* is

E*=u xbBl=(u—-v)x B (2.25)

4This parameterisation makes the assumption that the effect of neutral collisions is to exert a continual drag
force on the ions; in reality the drag force is exerted by discrete collisions. For a treatment that takes into account

discrete collisions (and comes to the same answer) see Ratcliffe (1972).
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