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Abstract

Metal phthalocyanine (MPc) thin films are o f  interest fo r  potential applications in 

spintronics and quantum computing. Two MPc-based routes towards spintronics devices 

are assessed here; an organic-based approach and one in which MPc films serve as 

precursors fo r  inorganic routes. For the all-organic approach, a selection o f  copper 

phthalocyanine (CuPc) thin film s have been characterised; these comprise molecular 

stacks (columns) that can be engineered to run parallel or orthogonal to the substrate 

plane. Electron paramagnetic resonance has been used to study interactions between 

unpaired electron spins o f  the CuPc molecules and shows that stronger intra- rather than 

inter-column interactions exist, implying that coherent spin transport would be most 

efficient along the column directions. Furthermore, this technique has been developed to 

assess the molecular structure o f  the CuPc films. Scanning tunnelling microscopy has 

been used to study the initial stages o f  CuPc growth on passivated Si(100) surfaces 

wherein an arrangement similar to the bulk a-phase is observed. Different growth modes 

are observed on surfaces passivated with hydrogen or ammonia; this is attributed to 

differences in chemical interactions between the phthalocyanine ligand and passivating 

species. For the second route, a new method fo r  introducing metal spins into silicon is 

presented wherein MPc films are irradiated with 172 nm UV light. The UV photons 

rupture the organic ligands forming volatile fragments, whilst the metals remain behind 

to form a metal oxide surface layer and are introduced into the substrate. X-ray 

absorption and secondary ion mass spectrometry measurements demonstrate that, fo r  the 

specific example given o f  manganese phthalocyanine, Mn atoms do not cluster and 

instead occupy interstitial sites within the Si lattice. This method has the potential to 

create arrays o f  spins in silicon, which would be o f  interest as dilute magnetic 

semiconductors and fo r quantum computing applications.
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Chapter I Introduction

Chapter One: Introduction

The aim o f this work is to study the fundamental properties o f  

phthalocyanine thin films with a specific focus on their potential fo r  

applications in spintronics.

Phthalocyanines (Pcs) are archetypal organic semiconductors that can contain a single 

metal ion [1]. If this ion is chosen to be a transition metal species, such as copper, the 

molecule may contain an unpaired electron (or multiple unpaired electrons); this is of 

interest for spintronic applications wherein the charge and spin properties of such 

electrons are combined to create devices [2, 3]. Their semiconducting nature has led to a 

considerable amount of interest in phthalocyanine thin films for applications in organic 

electronic devices [4-6] and so many of their electronic properties are already well 

understood. Therefore, for spintronic applications it remains to characterise their spin- 

related properties, as will be discussed here. In addition, this class of molecules is readily 

and cheaply available with a large variety of metal centres [1] and so much of the work 

described could be easily modified for other applications. In general, organic molecular 

thin films are advantageous for spintronic applications due to their low cost, versatility, 

high chemical purity, lack of clustering of spins and potential to fabricate flexible devices 

[7, 8].

Spintronics is a fast growing area of research which aims to combine conventional 

electronics with the additional information that can be stored in the spin of an electron. 

Silicon-based technology has led to increasingly smaller devices, however it is widely 

accepted that a continuation of this scaling, famously described by Moore’s law [9], is 

not sustainable using current approaches. Instead, a large effort is underway to develop 

new low power, nano-sized devices which rely on the quantum mechanical property o f 

electron spin to write, manipulate, store and read information. So far the most intense 

research and progress have been made in this area with inorganic materials [2, 3], but 

recent developments of organic-based devices have been promising [10, 11]. In this
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Chapter 1 Introduction

work, properties and procedures that could lead to the development of inorganic and 

organic based devices will be discussed.

Two main approaches will be followed. Firstly, in order to capitalise on their 

inherent semiconducting and magnetic properties, the Pc molecules will be used “as-is” 

in an organic-based route. Here, the fundamental properties of metal phthalocyanine 

(MPc) thin films grown by vacuum sublimation will be studied. This will encompass the 

mechanisms for monolayer formation on silicon substrates (which are of importance for 

assessing potential device performance) and how the unpaired spins of the metal species 

interact with each other in thicker films. Since possessing an unpaired spin is a 

requirement for spintronic applications, the discussions will be based on the specific 

example of copper phthalocyanine (CuPc) thin films, although these could readily be 

extended to other paramagnetic metal Pc molecules. This work will involve the 

characterisation of a selection of CuPc films in terms of their topography, 

crystallographic order and optical absorption properties, in addition to assessing their 

spin-spin interactions by electron paramagnetic resonance. The fundamental growth 

studies will be presented in Chapter 3, whilst the spin interactions will be discussed in 

Chapter 4.

The second route (Chapter 5) will involve the use of MPc molecules as precursors 

in the development of a new technique for the introduction of metal species containing 

unpaired electrons into silicon, for applications in inorganic spintronics and quantum 

computing. Here, the natural self-assembly of MPc molecules to form ordered thin films 

on passivated silicon surfaces will be used to control the initial separation of metal atoms, 

which after being subjected to irradiation from an ultra-violet (UV) excimer lamp will be 

released from the organic framework and will diffuse into the silicon substrate. This 

method is particularly advantageous since it could be used to introduce a variety of metal 

species into silicon with the potential to control their spatial distribution, whilst it could 

be easily incorporated into current device manufacturing processes.

The remainder of this chapter will comprise an introduction to Pc molecules in 

Section 1.1 and an overview of the properties and morphology of thin (Section 1.2.1) and 

ultra-thin (Section 1.2.2) films, in particular those of CuPc films. Following this, a brief
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Chapter I Introduction

overview of recent developments in inorganic and organic spintronics will be presented 

in Section 1.3 with a specific emphasis on silicon-based devices and potential 

applications of Pc films. This section will also include a summary of current methods for 

introducing dopants into silicon and their diffiisional properties therein, which will be of 

relevance to the work described in Chapter 5.

1.1 PHTHALOCYANINE MOLECULES

The phthalocyanines were first discovered in 1907 when a blue by-product (which is now 

known as metal-free phthalocyanine, H2 PC) was reported from a reaction of phthalimide 

and acetic acid [12]. This was followed by the first accidental synthesis of copper 

phthalocyanine (CuPc) in 1927, which was remarked upon for its chemical stability [13]. 

However, it was not until their discovery at Scottish Dyes Ltd (who later became ICI) 

that phthalocyanines were synthesised for applications as pigments, with CuPc known as 

Monastral Blue. Since their discovery their range of applications has been dramatically 

increased beyond that as industrial dyes, as will be discussed shortly.

The chemical structures of the copper and metal-free phthalocyanine molecules 

(empirical formulae of C3 2 H 1 6Q 1N 8 and C3 2 H 18N 8 respectively) are shown in Figure 1.1. 

These molecules comprise four iminoisoindoline units that make up the phthalocyanato 

ring, commonly abbreviated as Pc2‘, and a central cation. The molecules are 

approximately 1.4 nm in diameter [14], as indicated in the figure. The Pc ' ligand is 

largely delocalised, owing to the 7r-orbitals arising from the unsaturated C-C bonds. The 

central cavity is occupied by either two H+ ions or a metal ion bound to the innermost N 

atoms of the Pc ring. In the former case, the two H+ ions are bound to opposite N atoms 

(for H2 PC, Figure 1.1(b)) whilst metal ions are effectively equally bound to all four 

central N atoms (due to the delocalised nature o f the molecule), as shown for CuPc in 

Figure 1.1(a). This leads to two-fold (D2h) or four-fold (D ^) symmetries respectively. 

Since the organic ligand is in a 2- oxidation state, it is most common for small cations 

such as Cu2+, Zn2+, Fe2+, Ni2+, Co2+ and Pt2+, or for two H+ ions (in the case of H2 PC) to 

be accommodated into the molecule and these form planar structures. However, MPc
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Chapter 1 Introduction

2_|_
molecules containing larger cations such as Pb can also be synthesised; these are not 

planar and in this case the metal sits just out of the plane of the Pc ligand. In total, over 

70 different MPc species have been synthesised with oxidation states of the central metal 

ranging from 1+ to 5+, which is sometimes facilitated by the addition of axial 

substituents to the metal (such as Cl) or by sandwiching the metal between two Pc 

ligands [1].

Ec Cu

(a) (b)

Figure 1.1. The chemical structures o f  (a) CuPc and (b) fyP c  molecules.

The properties of phthalocyanines can be readily modified through the addition of 

chemical substituents. For example, replacing the outer hydrogen atoms with Cl shifts the 

absorption spectrum of CuPc giving rise to a bright green colour. Alternatively, by 

adding four extra benzene rings to those of the Pc ligand to form naphthalocyanine the 

optical absorption is redshifted [1]. Further modifications to the Pc ring can also be 

performed, whilst it is also possible chemically join them to form dimers and higher order 

oligmers [15-17].

Currently, the widest use of metal phthalocyanines are as industrial dyes and 

pigments, for example CuPc is used on the £5 note. In addition, Pc films are 

semiconductors (charge carriers can migrate through the material due to n-n 

intermolecular interactions) with a band gap of -1.8 eV [1], As a result, they are
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Chapter 1 Introduction

members of a family of organic molecules that are subject to intense research for use in 

organic electronics. Although this field is relatively immature in comparison to silicon- 

based technology, organic devices would be cheaper and offer the possibility for flexible, 

printable devices [7, 8, 18]. A common application of phthalocyanine thin films is in 

field-effect transistor based devices [4, 5] which can be used for sensing dangerous gases 

[19-23]. Other important applications of Pc molecules combine their semiconducting and 

optical properties for use as solar cells and organic light emitting devices (OLEDs). Here 

they are often used as donors, for example in CuPc/C6o solar cell devices which have 

been reported to give efficiencies of up to 5% [6, 24], or as hole injecting layers in 

OLEDs [25, 26].

1.2 COPPER PHTHALOCYANINE THIN FILMS

In the first half of this section (Section 1.2.1) the structural, optical and topographic 

properties of CuPc thin films will be discussed. Following this, an introduction to the 

formation of ultra-thin CuPc films will be given (Section 1.2.2) with a specific focus on 

the initial stages of growth on Si substrates, as will be studied in Chapter 3.

1.2.1 Bulk CuPc Thin Films

Many different polymorphs of CuPc molecules have been discovered. This section will 

comprise an introduction to the two most common bulk crystallographic phases, namely 

the a - and |3- phases, since these are the phases that are formed as a result of vacuum 

sublimation and so have been studied here. Following this, an overview of the 

spectroscopic, vibrational and topographic properties of CuPc films will be given.

Crystal Phases of Pc Films

In the solid state, Pc molecules naturally self-assemble to form crystalline arrays. Owing 

to their planar structure, they stack in a face-to-face geometry, forming columns. Within 

the columns, the molecules are weakly bound via both van der Waals forces and 7i-7t
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Chapter 1 Introduction

interactions [1], the latter being a non-covalent interaction due to overlapping of 

neighbouring 7i-orbitals. Since the intermolecular interactions are relatively weak, 

multiple molecular arrangements (for example, the tilt angle between the molecules and 

their stacking direction) are possible for differing growth conditions, and hence different 

molecular phases can be observed.

In general, it is the molecular tilt angle with respect to the stacking direction and 

the separation between neighbouring molecules within the column which define the Pc 

phase, with up to 10 phases of CuPc currently known [27-31]. The two most common 

crystallographic phases of Pc’s are known as the a- and 0- phases, in which the 

molecules are tilted at angles of -25° and -45° with respect to their stacking directions 

respectively, as shown in Figure 1.2 (slight variations in these angles are observed for the 

different Pc species). For thin films grown at temperatures close to room temperature, the 

a-phase is formed, whilst for higher temperatures (or after post-deposition annealing) the 

more thermodynamically stable |3-phase is formed [32-35].

Figure 1.2. The molecular orientation o f CuPc in (a) the [3-phase projected along the c- 

axis [36] and the a-phase as predicted by (b) Ashida [27] and (c) Hoshino [28] models, 

projected down the a-axis.
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The molecular arrangement of P-phase CuPc [36] is shown in Figure 1.2(a). Here, 

the CuPc molecules are tilted at an angle of 45.9° with a separation of 3.3 A between 

neighbouring molecules (the face-to-face distance). In the case of a-phase CuPc, two 

commonly cited proposed crystallographic orientations can be found; these will be 

referred to as the Ashida [27] and Hoshino [28] models, as depicted in Figures 1.2(b) and 

(c) respectively. The unit cell parameters of the a-phase Ashida and Hoshino models are 

summarised in Table 1.1, along with those for (3-phase CuPc. Similar molecular tilt 

angles are predicted by both models, however the tilt direction of neighbouring columns 

is different in each case; Ashida et al. predict a herringbone arrangement whilst the 

model of Hoshino et al. comprises a brickstone pattern. Since the strongest molecular 

interactions are anticipated to occur within the molecular chain (rather than between 

molecules of neighbouring columns) this difference in packing would not have a 

significant effect on the physical properties of the film (the inter- and intra-column 

interactions will be discussed in Chapter 4). Significantly, a smaller tilt angle is observed 

for a-phase CuPc with respect to that of P-phase; this gives rise to different properties, 

such as their absorption spectra [30], topography [32, 34] and magnetic signature [37].

Polymorph p-phase a-phase

Model Brown et al. [36] Ashida et al. [27] Hoshino et al. [28]

Cell Type Monoclinic Monoclinic Triclinic

a (A) 19.4 25.9 12.9

b (A) 4.79 3.79 3.77

c (A) 14.6 23.9 12.1

a(°) 90.0 90.0 96.2

P(°) 120 90.4 90.6

Y(°) 90.0 90.0 90.3

Z 2 4 1

Table 1.1. A summary o f the unit cell parameters o f  a- and f-phase CuPc.
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Chapter 1 Introduction

Optical Properties of CuPc films

As was described in Section 1.1, CuPc has a bright blue colour, owing to its strong 

optical absorption in the visible region. Therefore, a common method for characterising 

CuPc films is to study their electronic absorption spectra (also known as UV/vis).

The transitions responsible for the optical properties of CuPc solutions are 

summarised in Figure 1.3(a). Absorption events arise from excitation of electrons in a n- 

n* transition from the highest occupied molecular orbital (HOMO) singlet level (the 

ground state, So) o f the Pc ligand to unoccupied singlet levels such as the lowest 

unoccupied molecular orbital (LUMO, Si) [1, 38]. This transition, known as Q-band 

absorption, typically requires energies of ~1.8-2.0 eV and results in the absorption of red 

photons, giving rise to the famous blue colour o f CuPc molecules. Transitions to higher 

energy unoccupied singlet levels, such as the LUMO+1 (S2), occur towards the UV and 

these are known as B-band or Soret absorption events.

Figure 1.3. (a) The energy levels (including vibrational levels) associated with electronic 

absorption transitions o f  CuPc in the visible region. Arrows directed upwards represent 

absorption events, whilst downwards arrows denote non-radiative (dotted) or emission 

(solid) paths. The thickness o f  the solid arrows serves as a guide to the relative intensities 

o f  the transitions, (b) A comparison o f  the Q-band electronic absorption spectra o f  CuPc 

in solution (dotted line) and an a-phase CuPc film  (solid line) (from [30]).
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In the case of CuPc, emission is dominated by non-radiative decays. The 

fluorescence (singlet-singlet emission) is quenched by the paramagnetic Cu centre which 

promotes conversion to the triplet manifold via inter-system crossing. This effect leads to 

a weak phosphorescent (triplet to singlet) yield of ~10‘3 for CuPc solutions [38, 39]. It 

should be noted that fluorescence is generally observed for other MPc molecules. For 

example, F^Pc has a relatively high fluorescence yield of 0.7 in solution, however it does 

not phosphoresce [39] (there are no unpaired electron spins to enhance the singlet-to- 

triplet transition). The quantum yields are reduced in thin films due to enhanced non- 

radiative decays facilitated by lattice phonons; the fluorescence yield of H2 PC films 

decreases to -2  x 10*4 whilst the phosphorescence of CuPc cannot be easily detected [40].

The electronic absorption spectra of CuPc in solution and as an a-phase film are 

compared in Figure 1.3(b). As seen from the figure, the electronic absorption spectrum of 

thin CuPc films is noticeably different to that of the solution. A single intense, sharp 

absorption maximum is observed for dilute CuPc solutions at -690 nm and this is 

accompanied by lower intensity peaks due to vibronic transitions. The film spectra are 

much broader due to scattering of phonons in the lattice and interactions between 

neighbouring molecules [30]. In addition, the Q-band is observed to split into two peaks; 

several interpretations of this splitting have been offered. Firstly, whilst the peak at 

higher wavelengths is slightly shifted from that of the monomer (solution) spectrum, it 

can still be attributed to single-molecule behaviour [41]. However, that at shorter 

wavelengths is observed when molecular aggregates (such as dimers) are formed [42]. 

When a Pc molecule absorbs a photon, an electron is excited to a higher energy level and 

so an electron-hole pair (exciton) is created. Therefore, an alternative explanation is that 

the splitting and shifting of the absorption spectrum with respect to that observed in 

solution is due to exciton splitting of the LUMO level (Davydov splitting [43]) [30, 44]. 

In addition, other interpretations such as the higher energy (shorter wavelength) peak 

being a vibrational mode of the 695 nm peak have been proposed [45].

The observed shifts and relative intensities of the peaks are dependent on the 

molecular packing within the phthalocyanine film, and so the absorption spectra can be
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used to distinguish between different crystallographic phases [30]. As has already been 

described, the two most common arrangements of CuPc are the a - and (3- phases; the a - 

phase is known to absorb at -695 nm and -623 nm, whilst the p-phase absorbs at 

-719 nm and -645 nm, with different relative intensities of the two peaks for the two 

crystallographic phases [30, 46],

In addition to the main optical absorption bands, important information about the 

MPc molecules can also be gained from their vibrational spectra, which will be studied 

here by Raman spectroscopy. An example of the Raman signature of an a-phase CuPc 

film is shown in Figure 1.4(a). As will be discussed in Section 2.7, Raman signals arise 

from optical excitation to ‘virtual’ energy levels, leading to emission lines that are 

slightly shifted in energy with respect to the excitation source. The energy difference is 

known as the Raman Shift and is equivalent to the energy o f a vibrational mode. Owing 

to its four-fold symmetry, CuPc has many vibrational modes that are symmetric about the 

molecular plane. The main vibrational peaks observed between -600 cm '1 and 1700 cm 1 

are due to the breathing modes of CuPc, whilst those at higher energies arise from the 

stretching of sub-groups within the Pc molecule (for example C-H) [47]. As an example, 

a vector diagram of the molecular breathing mode responsible for the 1530 cm '1 peak is 

shown in Figure 1.4(b).

Figure 1.4. (a) Raman spectrum o f  a-phase CuPc (XexC=514.5 nm). (b) The molecular 

stretching mode responsible fo r  the 1530 cm'1 vibration (both adapted from  [48]).
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Morphology of CuPc Thin Films

Different morphologies are observed for the various CuPc phases, with films, crystallites 

or nanowires formed [1, 49]. The topographies of bulk a- and P-phase CuPc films, as 

measured by atomic force microscopy, are shown in Figure 1.5. Small, spherical 

crystallites are formed in the a-phase, whilst long needle-like structures are observed for 

p-phase CuPc. The morphology of the films is highly dependent on the crystallographic 

phase and therefore on the temperature at which the film was grown at (or annealed to 

post-deposition) [32-34].

Figure 1.5. The morphology o f (a) a-phase and (b) P-phase CuPc films (adapted from  

[37]). Small spherical crystallites are observed for the a-phase, whilst the P-phase film  

shows long, narrow features.

Each crystallite consists of a single crystallographic domain. Calculations 

performed by Iwatsu have shown that the a-phase is more thermodynamically stable for 

small crystallites, whilst for larger domain sizes the p-phase is more stable [29]. These 

authors suggest that the a- to P-phase transition occurs when the mean potential energy 

per molecule of the two crystallites are equal; simulations suggest a critical size of ~2 x 

104 molecules which for a spherical a-phase crystallite would correspond to a diameter of 

-28 nm.
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1.2.2 Ultra-Thin CuPc Films on Silicon

The study of thin and ultra-thin films of CuPc on Si surfaces is of great importance for 

many applications, since the properties of any devices which incorporate neighbouring 

layers of CuPc and Si will be affected by the interface region. Of particular significance 

is the orientation of the molecules with respect to the substrate plane, as will be discussed 

in this section.

Many studies have been performed on the growth of ultra-thin layers of CuPc on a 

variety of substrates, with different morphologies observed. In general, the molecular 

orientation is governed by the relative strengths of the interactions between the molecule 

and substrate, and that between the molecules with each other [50]. For strong molecule- 

substrate interactions CuPc molecules are observed to lie parallel to the substrate, 

whereas if this interaction is weak, the molecules preferentially form stacks in which each 

molecule is aligned perpendicular to the substrate plane. These two scenarios are 

summarised in Figure 1.6.

(a) (b)

Figure 1.6. The relative orientations o f CuPc molecular monolayers (shown side-on as 

black lines) upon (a) weakly (b) strongly interacting substrates.

When CuPc is deposited onto very strongly interacting substrates, such as clean Si 

surfaces, the molecules are oriented with their molecular planes parallel to the substrate 

[14, 51-53]. However, since the molecules are often pinned at or close to the point where 

they first contact the surface and are not free to migrate across it, these layers are often 

disordered, as will be discussed in further detail shortly. For moderately interacting 

substrates, highly ordered arrays of flat-lying CuPc molecules are formed (Figure 1.6(b)).
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Such arrangements are observed on A u (lll)  [54-56], Cu(100) [57], III-V 

semiconductors such as InAs and InSb [58], highly oriented pyrolytic graphite (HOPG) 

[59, 60] and M0 S2  [59]. In addition, studies have shown that two different species of MPc 

molecules (for example CuPc and CoPc) can be co-deposited onto A u (lll)  to form 

ordered mixtures of the two species [55, 56]. For weakly interacting substrates, such as 

those in which an inert passivating layer is inserted between the substrate and CuPc 

molecules (as will be described shortly), or rough and/or amorphous substrates, the 

molecules are observed to align perpendicular to the substrate (Figure 1.6(a)). This has 

been attributed to stronger intermolecular rather than molecule-substrate interactions [50, 

61].

Types of growth mode

Commonly, when adsorbates (such as CuPc) are deposited to form ultra-thin films, the 

morphology will be characterised by one of three different growth modes, namely 

Volmer-Weber, Stranski-Krastanov or Frank-van-der-Merwe [62]. These three growth 

modes are summarised in Figure 1.7. The relative strengths of the surface free energy of 

the molecule (ycuPc), surface free energy of the substrate (ySUb) and the interface free 

energy (yint) are responsible for determining which of these growth modes occur.

1 U■ h hd
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(a) (b) (c)

Figure 1.7. Common growth modes fo r  low coverages o f  adsorbates. (a) Volmer-Weber, 

(b) Stranski-Krastanov and (c) Frank-van-der-Merwe.
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If Tsub < ycuPc + Tint, then it is energetically favourable for the contact area between 

the molecular layer and substrate to be a minimum, and so three dimensional islands are 

observed. This is known as a Volmer-Weber growth mode, as depicted in Figure 1.7(a). 

Alternatively, if ysub > ycuPc + yint, a layer-by-layer growth is preferable and is referred to 

as a Frank-van-der-Merwe type growth (Figure 1.7(c)). However, in some cases the free 

energy of the molecule (ycuPc) can increase as a function of film thickness due to strain 

effects arising from a lattice mismatch; in this case ysub > ycuPc + yint for the first few 

layers, but for higher order layers ysub < ycuPc + yint- As a result, the first few layers grow 

in a homogeneous manner, but for higher order layers, island growth occurs. This is 

known as a Stranski-Krastanov growth mode, as shown in Figure 1.7(b).

CuPc Growth on S i( l l l)

The first studies of CuPc growth on clean (i.e. unpassivated) Si(l 11) were performed by 

Kanai et al. [53]. Here, at very low molecular coverages, CuPc lie flat on the clean 

Si ( l l l )  surface. This is similar to what is observed for other MPc molecules on this 

substrate [51]. Interestingly an unusual sample bias dependence of the images was 

reported, wherein the molecules appear bright above 2.0 V and below -0.6 V, whilst at 

intermediate bias voltages the molecules are dark or transparent. This cannot be 

explained by the bias dependence of the substrate and instead has been attributed to a 

strong interaction between the Si( 111) and CuPc molecules, as observed for other small 

organic molecules on clean Si surfaces [63]. A similar molecular orientation has been 

reported by Wang et al. at coverages of -0.33 ML, however, as the molecular coverage is 

increased to -0.93 ML the molecular arrangement becomes disordered owing to 

competition between flat-lying and upright-standing orientations [64]. At higher 

molecular coverages these authors observed that the system re-established order, with the 

molecules aligned perpendicular to the substrate, as observed for thicker films [50, 65, 

66]. These observations were explained in terms of the relative substrate-molecule versus 

molecule-molecule interactions, as outlined previously.

Whilst highly ordered, close-packed monolayers of CoPc can be grown on Ag 

terminated Si( 111) surfaces [67], similar reports for CuPc on passivated Si( 111) surfaces
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have not been found. A flat-lying molecular orientation of CuPc on atomically flat H 

passivated Si ( l l l )  (Si( 111 ):H) has been reported by Nakamura et al., although this 

configuration is not uniform across the surface [68]. In this work, large, isolated single 

crystals were formed at elevated substrate temperatures (>140°C) that were up to 100 nm 

in height and comprised molecules lying parallel to the substrate, in contrast to the 

growth reported beyond monolayer coverage on clean Si(l 11). These authors noted that a 

low roughness of the initial substrate is crucial to the molecular orientation, with an 

upright standing molecular geometry observed on rough surfaces.

In other studies of CuPc on Si(111 ):H, a molecular rotation as a function of 

thickness has been observed within the first 15 nm [69], However, these findings were 

assessed using spectroscopic rather than topographic techniques, and cannot be directly 

compared to the result of Nakamura et al., since the initial surface roughness is not 

known (it should be noted that in these studies the substrates were prepared by HF 

treatment, which is known to result in an increased surface roughness). In addition, a 

preferential one-dimensional growth direction of CuPc on Si(l 11):H can be obtained on 

vicinal surfaces (cut at a slight offset from the natural cleavage plane resulting in a high 

density of terraces) [70]. Here, features are observed to run parallel to the step edges, 

although it is not clear whether the molecules are aligned parallel or perpendicular to the 

substrate.

Si(100) Surface Reconstruction

Some clean surfaces, including silicon, germanium, gold and platinum undergo a surface 

reconstruction [71]. In an infinite lattice the atomic arrangements are defined by the bulk 

lattice parameters. However, for the surface layer, dangling bonds are present since there 

are no other Si atoms above to bind to. This leads to a different arrangement from the 

bulk, although a two-dimensional array is still formed. Surfaces are characterised most 

frequently by relating the surface Bravais lattice to that of the bulk substrate. This is 

usually achieved by either comparing the primitive translation vectors of the substrate 

and surface (a method proposed by Park and Madden in 1968), or by using the ratios of 

the lengths of the two meshes along with the angle of rotation between them (as was
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proposed by Wood in 1964). The latter is the most commonly used notation and so this 

will be followed here, with the structure denoted as outlined in Equation 1.1.

X{hkl}(p  x  q)R(f>° -  A [1.1]

In this notation, X  represents the substrate material, {hkl} denotes the surface plane, is 

the angle of rotation between the surface and bulk crystal meshes and A is the surface 

material (if not the same as the bulk substrate), for example an absorbate. The values o fp

and q are calculated from |a'| = p\d\ and b' = qb  where a and b are primitive

translation vectors of the unreconstructed substrate and a' and b' are those o f the 

surface.

The reconstruction of the silicon surface depends on the direction through which 

the wafer is cleaved, for example the Si(100) surface gives a (2 x 1) reconstruction whilst 

Si( 111) has a (7 x 7) reconstruction. The arrangement of the bulk and surface atoms of 

the Si(100) surface are shown in Figure 1.8, where the surface atoms (orange) are seen to 

form pairs, known as dimer rows, that run along the [ Oi l ]  direction. The dimer rows are 

0.23 nm wide, with a separation of 0.76 nm between neighbouring rows, whilst the 

atomic spacing along the direction of the dimer rows is 0.38 nm [72].

Figure 1.8. Reconstruction o f  the Si(100) surface leading to a (2 x 1) pattern comprising 

dimer rows (surface atoms shown in orange) from [73].
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CuPc Growth on clean Si(100)

The deposition of very low coverages of CuPc onto clean Si(100) results in a random 

distribution of molecular features across the surface, where in all cases the isolated 

molecules are observed to lie parallel to the substrate surface [14, 52, 53]. Three different 

molecular orientations with respect to the Si dimer rows are observed, the most common 

of which is when the centre of the CuPc molecule is directly above the Si dimer rows and 

the four lobes of the molecules are readily resolved [52]. In this arrangement a strong 

interaction is anticipated between the central Cu atom and the Si surface via the dimer 

row dangling bonds, as has also been observed for CuF^Pc (hexadecafluoroCuPc) on this 

surface [74]. For the other two possible orientations of CuPc on Si(100) the centre is 

positioned between Si dimer rows, with the molecules forming two different angles with 

respect to the [Oil] directions [52]. In these cases, the molecules interact with the Si 

substrate via the Pc ligand.

As the molecular coverage is increased to multilayers, the molecules rotate to 

form an upright geometry [14, 75], in a similar manner to that described for the clean 

Si( 111) surface. Studies of 40 nm thick CuPc films performed by Nonaka et al. show a 

similar behaviour to bulk a-phase films, although preferential growth is observed along 

the [Oil] directions [75]. This suggests that the substrate plays a role in the growth 

morphology even for thicker films. Here, the authors used EPR to measure the molecular 

tilt angle with respect to the substrate directions and found this to be 21 ± 3°, which is 

comparable to that observed in the bulk CuPc phases (Figure 1.2).

CuPc Growth on passivated Si(100)

Studies of 20 nm thick CuPc film on Si(100):H performed by Nakamura et al. have 

shown that the CuPc molecules align perpendicular to the substrate, stacking to form 

linear structures that run along the [Oil] directions of the Si lattice [76, 77]. The height of 

each CuPc layer was determined to be 11.8 ± 0.1 A, with a separation o f -13.5 ± 0.5 A 
between neighbouring molecular columns. Within the columns, the authors suggest that
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the molecules are slightly rotated about their axes such that one benzene ring of each 

molecule protrudes from the top of the film, giving rise to a textured column topography 

[76]. These studies have led to the proposal of a model of the orientation of the CuPc 

molecules with respect to the Si substrate, wherein the molecules stack at an angle of 17° 

with respect to the [Oil] direction. It should be noted that the work that will be discussed 

in Chapter 3 contains the first studies of (sub-) monolayer coverage of CuPc on 

passivated Si(100) surfaces, and offers a more detailed discussion of the molecular 

arrangement with respect to this substrate [72].

Since Si dangling bonds provide highly reactive sites, as demonstrated by the 

relative molecular orientations on the clean versus passivated Si surface, these can be 

used to control molecular adsorption and to generate patterns [78]. Hersam et al. have 

used in-situ feedback-controlled lithography to selectively remove H atoms from a 

Si(100):H surface, exposing Si dangling bonds [79, 80], onto which very low coverages 

of CuPc are deposited. The authors report that CuPc molecules preferentially bond to the 

pre-pattemed sites, where they are pinned by the exposed silicon dangling bonds with 

their molecular planes parallel to the substrate. Two different molecular appearances are 

reported; the most frequent arrangement is when the molecules are pinned via their 

central Cu atom, resulting in circular features of -16 A diameter. However, larger 

(-40 A) diameter features are also observed and these have been interpreted as molecules 

that are bound via an outer benzene ring; these molecules rotate in-plane about this point, 

giving rise to their larger apparent diameter. These studies are of a similar nature to those 

observed on the clean Si(100) surface and demonstrate that a much stronger interaction 

occurs between the CuPc molecules and Si dangling bonds, whilst interactions with the 

passivated surface are weak. This will be important for the discussion presented in 

Section 3.1.1.
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1.3 APPLICATIONS

This section will summarise some recent developments in the fields of inorganic and 

organic spintronics (Sections 1.3.1 and 1.3.2 respectively), along with providing an 

introduction to quantum computing in Section 1.3.3. In particular, the discussions will be 

focussed on those developments most relevant to the work that will be described in 

Chapters 3-5, namely silicon-based inorganic spintronics/quantum computing and 

potential applications of Pc films in organic spintronics. Following this, an overview of 

doping techniques and the diffusion of dopants in silicon will be presented in Section

1.3.4, which is of relevance to the content of Chapter 5.

1.3.1 Inorganic Spintronics

Conventional electronic devices have progressively decreased in size, as predicted by 

Moore’s law, which states that the number of transistors placed on an integrated circuit is 

expected to double every two years [9]. However, it is widely accepted that this reduction 

in device dimensions is not sustainable using current silicon technologies and that new 

routes must be sought [81]. Traditionally, the charge of the electron is used to transfer 

information in conventional electronic devices, whilst the spins of ferromagnetic domains 

are used to store information in magnetic recording media. Spintronics (“spin transport 

electronics”) is a fast-growing field which combines these properties by utilising the 

magnetic moment of an electron, i.e. its spin, for device applications. Spintronic devices 

offer the potential for non-volatility (the ability to store information when the power is 

switched off) and increased data processing speed, combined with decreased dimensions 

and power consumption [2, 3, 82-84].

Overview of Spintronic Devices

Although the phenomenon of magnetism has been used for centuries, and the quantum 

mechanical property of spin has been known for over 50 years, it wasn’t until the
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discovery of giant magnetoresistance (GMR) in the late 1980’s* [85, 8 6 ] that it was 

realised that these two properties could be combined for device applications. GMR 

devices comprise alternating layers of ferromagnetic and non-magnetic material, whilst 

their electronic transport resistance is dependent on the relative magnetic moments o f the 

ferromagnetic layers (this is higher when successive layers are of opposite magnetisation 

direction). The simplest type of GMR structure is the spin valve, as shown in Figure 1.9, 

which consists of two ferromagnetic layers sandwiching a non-magnetic metallic layer. 

The magnetisation direction of one of the ferromagnetic layers is pinned, often through 

placing an antiferromagnetic layer next to it (as shown in the figure), whilst the other is 

of a relatively low coercivity and so can be changed by applying a small in-plane 

magnetic field to the device.

Figure 1.9. (a) A schematic o f an inorganic spin valve device (adapted from [2]). (b) The 

path o f electrons through a spin valve, which is highly dependent on their spin 

orientation with respect to the ferromagnetic layers (adapted from [84]).

The mean free path of electrons with their spin aligned parallel to the 

magnetisation direction of the ferromagnetic layer will be considerably greater than that

* The 2007 Nobel Prize for Physics was awarded to Fert and Grunberg for the discovery o f  GMR.
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of electrons with antiparallel spin [2, 11]. If the thickness of the ferromagnetic layers is 

intermediate between the mean free paths of these two electron spins, then electrons 

which have their spin direction aligned parallel to the magnetisation direction will pass 

through easily, whilst those of opposite spin will be significantly scattered. The relative 

directions of the two magnetic layers have a large effect on the paths of the electrons, and 

therefore on the resistance of the device, as shown in Figure 1.9(b). Specifically, when 

the magnetic layers are aligned antiparallel to each other, both electrons will undergo 

multiple collisions in one of the layers. However, for two parallel magnetisation 

directions the electrons whose spin are aligned parallel to the ferromagnetic layers will 

pass through the device with negligible scattering, whilst those of opposite spin will 

undergo many collisions [84]. A large resistance will be detected when the layers are 

antialigned due to the high number of scattering events. In contrast, when the 

magnetisation directions are the same, those electrons of parallel spin can easily pass 

through the device giving rise to a low resistance (note that those of opposite spin 

alignment will be scattered). GMR devices based on this principle are used commercially 

as magnetic read heads for hard drives [2 ].

Another important device in spintronics is the magnetic tunnel junction. This 

device is very similar to the spin valve but with the non-magnetic spacer layer replaced 

by a non-magnetic insulator. This forces the electrons to tunnel between the magnetic 

layers, which is only possible if the magnetisation directions of the two ferromagnetic 

layers are aligned. Early magnetic tunnel junctions, developed in the mid 1990’s, often 

used an amorphous AI2 O3 insulating layer [87, 8 8 ]. However, the efficiencies of these 

devices have subsequently been improved though the use of a single-crystal MgO barrier 

[89]. The main advantages of these devices is that they generally require smaller 

magnetic fields than that needed for spin valves and display larger changes in resistance 

[2].

The development of the magnetic tunnel junction opened up the possibility of 

storing data within the orientation of the magnetization direction of the non-pinned 

ferromagnetic layer to provide magnetic random access memory (MRAM) [90]. Here, a 

cross-network of pinned and non-pinned layers are used to store information at the cross­

over points which form magnetic tunnel junctions, producing a two-dimensional array of
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binary l ’s and O’s (defined by the relative magnetisations of the layers). MRAM is non­

volatile, has faster write times than conventional silicon-based read only memory, and in 

theory can be re-written an infinite number of times [2, 84].

Integration with Silicon Technology

Although there have been many breakthroughs in the field of spintronics, one of the 

major hurdles remaining in the goal to succeed current electronic data storage is to 

integrate spintronic functionalities with silicon. Significant progress has been made in 

injecting, transporting and manipulating spin into III-V semiconductors such as GaAs 

[91-93], along with the development of detectors such as the spin-LED [94, 95]. One of 

the main reasons for this success was the discovery in the late 1990’s of high temperature 

ferromagnetism in GaMnAs containing only ~5% of Mn [96], an early dilute magnetic 

semiconductor (DMS). More recently, it has been shown that ordered Mn arrays in GaAs 

produce an even higher Curie temperature [97]. However, it is highly desirable to 

incorporate spintronics with silicon-based devices; not only will this take advantage of 

the advanced status of silicon technologies, but it has also been predicted that in silicon 

spin polarisation will be long-lived and have a larger spin transport length than that found 

in compound semiconductors [3].

More specifically, one of the major obstacles in silicon-based spintronics is the 

difficulty in injecting a spin-polarised current into silicon. Although the current can be 

readily spin-polarised after passing through a ferromagnetic metal, when placed in 

contact with a semiconductor there will be a large voltage drop (due to the significantly 

lower resistance in the semiconductor). This leads to the formation of a Schottky barrier 

[98], and so the spin polarisation will be lost; this is known as the conductivity mismatch 

problem [99]. Recently though, significant progress in overcoming this problem has been 

made through the injection of “hot” electrons across the device through undoped Si [100]. 

An alternative approach is to insert an AI2 O3 layer between the ferromagnetic metal and 

silicon. This provides a spin-dependent tunnel barrier with tuneable resistance to reduce 

the size of the Schottky barrier [101, 102], permitting the spin-polarised current to be 

injected into silicon [103].
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Another approach to overcome this mismatch is to replace the ferromagnetic metal 

with a ferromagnetic silicon layer, in a similar method to that described for Mn-doped 

III-V dilute magnetic semiconductors. The report of Bolduc et al. of room temperature 

ferromagnetism in ion-implanted Mn in silicon [104] has sparked much interest in this 

area [105, 106]. Theoretical calculations have shown that substitutional Mn is responsible 

for the ferromagnetism [107, 108]. Recent reports also suggest that interstitial Mn in Si, 

which requires less energy to form than substitutional, may also lead to magnetic order, 

although each Mn is of slightly lower magnetic moment (2.46 ps for interstitial compared 

to 3.14 pb for substitutional) [109, 110]. However, it is well known that ion-implantation 

induces damage into the silicon, creating defects (as will be discussed in Section 1.3.4). 

In addition, it has been shown that the magnetism arises largely from Mn atoms not 

trapped at these defect sites [ 1 1 1 ], suggesting that other methods for the introduction of 

Mn into silicon, such as that described in Chapter 5, may lead to further advances in this 

field.

1.3.2 Organic Spintronics

Following the recent development of inorganic spintronics, a fast-emerging field is that 

of organic spintronics, which utilises the electronic and magnetic properties of small 

organic molecules and polymers [10, 112]. As has already been mentioned, some of the 

major advantages of organics for device applications are that they are cheap, that 

molecules are easily adapted to tailor their properties and that they could produce flexible 

devices [7]. In addition, they possess weak spin-orbit and hyperfine interactions, which 

should lead to the electron spin polarisation direction being long-lived (i.e. long spin- 

coherence times due to low coupling) [ 1 0 ], whilst interactions could be switched 

optically [113].

Many organic-based routes are currently being explored, with magnetoresistance 

discovered in a range of organic molecules [114, 115]. Bulk organic systems such as 

graphene have shown that spin polarisation can be maintained over lengths of up to 

1.5 pm [116], however spin relaxation times in these systems are generally short [10]. 

Perhaps the most extensive research to date has been focussed on the preparation of
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organic spin-valve devices [117, 118] (an overview of these will be given shortly). An 

important breakthrough was made by the formation of molecular bridges between 

inorganic quantum dots, for which a spin transfer efficiency of - 2 0 % was observed 

through conjugated molecules via their n orbitals [119]. In an approach based on the 

inorganic tunnel junction (Section 1.3.1), organic (as opposed to inorganic) spacer layers 

have been grown between two nickel layers; these permit spin-polarised transport 

resulting in magnetoresistance values of -16%  [120]. In addition, recent work has also 

been performed on the use of single magnetic organic molecules for spintronic 

applications, as will be described shortly.

Organic Spin Valves

Since the field of organic spintronics is so new, much of the work so far has been to 

demonstrate that organic materials can conserve spin polarisation. For this, the most 

common approach has been to focus on devices analogous to the spin valves described in 

Section 1.3.1. In these structures, an organic layer is sandwiched between two 

ferromagnetic metals, commonly with different coercive fields so that they can be aligned 

parallel or antiparallel depending on the applied magnetic field (generally, neither of the 

magnetisation directions are fixed, in contrast to the case of the inorganic spin valve) 

[10,11]. Theoretical calculations have shown that such devices can give large 

magnetoresistance ratios and that by tailoring the nature of organic species the spin- 

polarised current will tunnel or flow through molecules [1 2 1 ].

The first experimental demonstration of an organic spin valve was in 2002 by 

Dediu et al.. These authors demonstrated that devices made from sexithienyl, when 

placed between two colossal magnetoresistance manganite layers (Lao.7 Sr0 .3 Mn0 3 , 

LSMO), show a magnetoresistance of up to 30% and spin polarisation retention over 

distances of up to 200 nm within the organic layer at room temperature [117]. Following 

this, devices containing amorphous layers of trishydroxyquinoline aluminium (Alq3 ) 

between LSMO and Co electrodes were shown to have a low temperature 

magnetoresistance of 40% at low temperatures [118], whilst those containing a poly-3- 

hexylthiophene layer show magnetoresistance of -80%  at 5 K [122]. Recently, the Alq3
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based devices have been shown to posses the ability to store charge whilst the voltage is 

off and survive numerous write-read-erase cycles (up to 600 over more than 6000 s) 

opening up new possibilities for non-volatile data storage [123]. However, it has also 

been reported that ultra-thin layers of Alq3 placed between these electrodes (with an 

additional AI2 O3 layer between the organic and cobalt) transmit spin-polarised current 

through a tunnelling mechanism [124], whilst other authors were unable to detect any 

magnetoresistance [125]. It is apparent that further studies on the Alq3 based devices and 

the role of interfaces are required. In addition, although the spin transport through thicker 

films is thought to rely on diffusion, the exact mechanism for this is not currently 

understood [ 1 0 , 1 1 ].

Single Molecule Magnets

Of recent interest is the use of single molecule magnets to create molecular spin 

transistors and molecular spin valves [113, 126]. Typically, these are molecules 

containing one or more transition metal atoms that are bound to inorganic source and 

drain electrodes via their organic ligand. For example, molecules containing clusters of 

Mn atoms (typically 6-12 Mn) have shown blocking temperatures of up to ~4.5 K and 

spin retention up to temperatures of 8 6  K [127, 128]. In an analogous manner to the spin 

valve, when placed between two ferromagnetic contacts, these molecules form devices 

that show enhanced electrical conductance when the molecular magnetisation is aligned 

parallel to the ferromagnetic electrodes, and this is drastically reduced when not aligned 

[113, 129]. This suggests that only spin aligned parallel to the molecular magnetisation 

can pass through the device, leading to “giant” spin amplification and permitting the 

magnetisation direction of the molecule to be read out [130].

In addition, single molecule studies of molecules closely related to metal 

phthalocyanines, in particular a Fe porphyrin, have shown coupling between the 

molecular spin and magnetic substrates [131]. Specifically, the spin of the Fe ion was 

shown to align parallel to the magnetisation of Co (which was in the plane of the 

substrate) or Ni (out of plane) through indirect exchange via N atoms of the organic 

ligand with the two substrates. Similarly, the transition metal ion of a Mn porphyrin has
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been observed to couple magnetically to Co substrates [132]. This highlights the potential 

to use such molecules for single molecule spin-polarised devices [131, 133].

Applications of Phthalocyanine Films in Spintronics

One of the key requirements for organic spintronic devices is the ability to controllably 

switch the interactions between the molecules. Liljeroth et al. have recently demonstrated 

that the position of H atoms bonded in the central cavity of naphthalocyanine molecules 

(see Section 1.1 for structural information) can be manipulated by an STM tip [134]. In 

their low temperature STM studies of flat-lying naphthalocyanine molecules, they 

observed that by imaging at a tip bias in resonance with the LUMO level the location of 

the H atoms bound to central N atoms of the Pc ring could be determined. Through 

subsequently increasing the bias to higher voltages and then returning to that of the 

LUMO level, the positions of the H atoms had been swapped, equivalent to a molecular 

rotation by 90° (a physical molecular rotation was ruled out since this effect was 

observed in close-packed arrays). No such switching was observed at an applied bias 

corresponding to the LUMO level (or at lower voltages), ruling out a spontaneous 

swapping of the H atoms, whilst the switching rate was observed to be proportional to the 

tunnelling current. In this paper, the authors have also shown that three naphthalocyanine 

molecules can be coupled together if positioned sufficiently close to each other, wherein 

they observed that they could switch one molecule by current injection through one of its 

neighbours.

Although no spintronic devices have been constructed from MPc films to date, 

these molecules have been shown to possess intriguing magnetic properties, owing to the 

unpaired electron spin of the metal ion in transition metal phthalocyanines. This renders 

them good candidates for spintronic applications. In particular, studies have focussed on 

varying their magnetic properties by either introducing dopants into the films [135, 136] 

or by varying their crystal structure [37].

The introduction of electron donating dopants, such as potassium, into metal 

phthalocyanine films during deposition is known to modulate their electronic 

conductivity by varying the oxidation state of the organic molecule [137]. Different
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properties are observed depending on whether additional electrons occupy the orbitals of 

the organic ligand or central metal. In a similar manner, Taguchi et al. have shown that 

the addition of Li to MnPc crystallites changes the magnetic ordering; the undoped 

material is weakly ferromagnetic, but upon increasing doping with Li the crystallites 

become antiferromagnetic [136]. This was attributed to a strong interaction between the 

Li atoms and Pc ring, leading to structural changes to the film, in addition to a change of
' j ,

spin of the Mn ions from 3/2 to 5/2. In contrast, Sharoyan et al. found that doping CuPc 

with Na (also a group I metal) gives rise to ferromagnetic behaviour with a Curie 

temperature higher than 77 K [135].

The magnetic properties of CuPc films and crystallites have been investigated by 

Heutz et al., where we have specifically focussed on the interactions present in different 

polymorphs [37]. As has already been described in Section 1.2.1, the two most common 

crystallographic phases of CuPc films are the a  and p-phases, the main difference 

between these polymorphs being the molecular tilt angle with respect to the stacking 

direction (see Figure 1.2). We have observed that a-phase CuPc is weakly 

antiferromagnetic whilst the p-phase is paramagnetic. Theoretical calculations have 

shown that this change can be attributed to an indirect exchange mechanism between the 

unpaired Cu electrons, and that this is dependent on the orbital overlap between 

neighbouring CuPc molecules (this in turn is dependent on their crystallographic 

orientation). In addition, we have found that p-phase MnPc films are ferromagnetic, in 

agreement with the reports of Taguchi et al. performed on crystallites, whilst a-phase 

MnPc is antiferromagnetic. The fact that the magnetic interactions of MPc films can be 

controlled through their structure, and that they are inherently magnetic suggests that 

such systems have a large potential to create thin film spintronic devices.

Electron Paramagnetic Resonance studies of bulk CuPc crystallites

In order to make successful MPc thin film spintronic devices, it is important to 

understand how the unpaired electron spins interact. EPR provides a useful tool for 

probing this since it is only sensitive to unpaired electrons, whilst the degree of coupling 

can be assessed by the extent of hyperfine splitting (see Section 2.8.2 for more details)
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and measuring the spin lifetimes. Although no detailed EPR literature reports of MPc 

films are known, the properties of CuPc crystallites have been studied using this 

technique and form a good basis for the thin film studies that will be presented in 

Chapter 4.

Continuous wave (CW) EPR measurements on bulk a- and P-phase CuPc 

crystallites have been performed since the 1960’s [30, 138-145]. These materials are 

EPR active since the Cu2+ ion has an unpaired d  electron, mostly localised in the d 2 2

orbital, which leads to a Zeeman splitting of the energy levels when placed in a magnetic 

field. Transitions between energy levels, which are accessible with microwave photons, 

can be measured as a function of the applied magnetic field (as will be described in 

Section 2.8). Furthermore, fine structure is observed due to interactions between the 

electron spin and nearby nuclei (known as hyperfine coupling), and the anisotropy of 

CuPc in a magnetic field.

For concentrated CuPc crystallites, this fine structure is not observed and instead a 

broad spectrum is detected, as shown in Figure 1.10(a) (bottom spectrum) for a-phase 

CuPc [142]. This is due to dipolar interactions between nearby Cu ions which suppress 

and average out any hyperfine couplings. However, upon dilution, the appearance o f fine 

structure can be seen, as depicted in the figure. Four peaks arise from hyperfine coupling 

between the unpaired Cu electron and spins of the Cu nucleus (Icu = 3/2), whilst the 

sharper lines superimposed on these peaks (most visible at high fields) are due to 

interactions with the nuclear spins of the innermost N atoms of the Pc ligand (7^= 1).

In the case of pure CuPc crystallites, a difference in the CW EPR spectra is seen 

for the a- and (3-phases. A shaper spectrum is observed in the latter case which has been 

attributed to a stronger molecular coupling in the (3-phase [30, 142] (this interpretation 

will be commented upon in Section 4.1.4). However, upon dilution in a H2 PC lattice there 

is not expected to be a difference between a -  and P-phase crystallites, since a more 

single-molecule like behaviour is observed [141]. EPR spectra of very dilute CuPc p- 

phase crystallites display well-defined hyperfine structure, for example as shown in 

Figure 1.10(b) [145]. This demonstrates that the degree of coupling between CuPc 

molecules can be controlled through spatial separation in a non-magnetic lattice.
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Figure 1.10. Continuous wave EPR spectra o f  CuPc crystallites as a function o f  dilution 

in H2PC. (a) Experimental spectra o f  100% CuPc, 1:1 and 1:4 CuPc:H2Pc a-phase 

crystallites (adapted from [142]). (b) Experimental and theoretical spectra o f  1:500 

CuPc:H2Pc -phase crystallites (from [145]).

1.3.3 Quantum Computing

Quantum computing is a rapidly growing field in which data is manipulated and stored 

capitalising on quantum mechanical phenomena. Although development is at an early 

stage, it is believed that quantum computers will have the capacity to solve certain 

complex mathematical problems exponentially faster than classical computers. For 

example, an important demonstration o f the power o f quantum computers is the 

application of Grover’s algorithm to a database search for which N possible answers are 

known to a problem, each must be selected and checked in turn until the correct one is

N  +1
found. A classical computer will take a time proportional to —- — however, using 

Grover’s algorithm the quantum computer will take a time proportional to Va  .
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Whilst current computers rely on operations of classical bits of value zero or one 

to store information, quantum computers rely on quantum mechanical qubits which can 

have values of zero, one or a superposition in which the zero and one states co-exist. For 

spin-1/2 particles this can be represented by a wavefunction ( |^ ) )  as shown in Equation

1 .2 , in which | 0 ) and |l) represent spin “up” and spin “down” states respectively, whilst 

a, fl, y and 5 are complex coefficients.

\y/) = ct\ 0 0 ) + 0\ 0 1 ) + y\ 1 0 ) + S\ 1 1 ) [1 .2 ]

The probability of each state is given by multiplication of the relevant coefficient with its 

complex conjugate. For example, the probability of the |00) state (i.e. both particles 

being “spin up”) is given by a*a.

For a quantum computer, a series of quantum gates (making up an algorithm) are 

generally required to manipulate the data stored in qubits. These are unitary 

transformations that operate in a similar manner to conventional logic gates (such as 

NOT, AND etc), although they become more complex as the number of qubits are 

increased. In addition, the final result must be accurately measured; since measurement 

destroys the system, this is performed statistically via a probability distribution.

Requirements for Practical Quantum Computers

In order for quantum computers to be practical, data must be stored in the qubits for a 

reasonable length of time. The loss of information over time is known as quantum 

decoherence; this generally occurs due to the interaction of the qubit with the local 

environment (for example spin-lattice relaxation). The requirements for a practical 

quantum computer have been outlined in the DiVicenzo checklist [146]. This states that 

qubits must be read out easily, that quantum operations must be performed faster than the 

decoherence time, that it must be possible to initialise the qubits to arbitrary values and
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that the system must be physically scalable to increase the number of qubits. The latter 

point is an important challenge for quantum computing since more than 1 0 0  qubits are 

needed to perform a useful calculation, but the system changes as the number of qubits is 

increased.

Overview of Other Experimental Routes

Although traditionally research in this area has been mainly theoretical, recently 

important progress in the development of experiments that demonstrate quantum 

computation has been made. Currently, one of the most promising routes to build a 

quantum computer involves the use of trapped ions, for which the entanglement of up to 

eight Ca+ ions has been demonstrated [147]. Superconducting circuits present a more 

readily scalable alternative wherein Cooper pairs are used as qubits, for which two-qubit 

entanglement has already been shown [148-150]. Other promising experimental routes 

include the use of quantum dots [151], electrons in helium [152] and fullerenes [153, 

154].

The Stoneham-Fisher-Greenland Proposal

One of the potential applications of the work that will be described in Chapter 5 is the 

fabrication of systems that could be used in a quantum computation scheme proposed by 

Stoneham et al. [155]. Here, the two qubits can be individual atoms or molecules. Their 

interaction is manipulated through an intermediary control species (also an atom or 

molecule), which can be optically excited to induce interactions between the qubits. The 

two qubits (A and B) and one control species (C) are spatially separated by a distance of 

the order of a few nanometres, although this value is highly dependent on the choice of 

qubit and control species. This separation is chosen such that when all species are in their 

ground states, there is almost no overlap between the respective wavefunctions, and so 

interactions between the spins are negligible. However, due to the careful selection of the 

qubit and control species, once the control is optically excited there is significant 

wavefunction overlap and so the qubits interact (performing a quantum dance), as is
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shown in Figure 1.11. The qubit-qubit interactions can then be switched off by stimulated 

de-excitation of the control and so in this manner the spins of the qubits can be 

manipulated by the excitation and de-excitation pulses. Once in the off state, the spins of 

the qubits should be retained; the quantum information is stored.

Figure 1.11. The scheme proposed fo r  the manipulation o f  quantum information by 

Stoneham et al. between qubits A and B via optical excitation o f  the control species (C) 

(adapted from [155]). The wavefunctions o f  each state are shown in blue. When the 

control is in its excited state (red) there is a considerable wavefunction overlap with the 

qubits permitting them to interact, whilst when in the ground state this overlap is 

negligible (the o ff state).

One of the main advantages to this approach is that the energy scales involved are 

generally large, thus potentially permitting operation at liquid nitrogen temperatures or 

possibly even at room temperature. Also, since this scheme relies on electronic 

excitations, there is no need for electrodes and by design, exact positioning of the species
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is not required. The only condition is that the separation must be small enough to allow 

overlap of the wavefunctions when the control is in its excited state and large enough to 

avoid interaction of qubits in the ground state. Of course, it is important to choose 

suitable candidates for the qubits and the control. The excited state wavefimction o f the 

control atom must have significantly larger spatial dimensions than its ground state. In 

addition, the lifetimes of the spins must be acceptable for computation purposes (each 

operation is anticipated to last 3-100 ns [155]). It is also preferable that the final system 

is compatible with existing silicon technology.

1.3.4 Dopants into Silicon

The inclusion of dopants into silicon to form electron rich (n-type) and hole rich (p-type) 

regions is crucial to the silicon industry. Dopants such as P, As and B are commonly used 

to control the electrical properties of Si wafers. These are responsible for creating p-n 

junctions, which underpin important components such as transistors, from which many 

modem electronic devices are constructed. In addition, doped silicon has a wide range of 

other applications; for example, rare-earth doped silicon is used for light emitting devices 

[156] and in the telecommunications industry [157], whilst superconductivity has been 

observed in boron doped silicon [158]. O f high interest in the context of this work are the 

applications for inorganic spintronic and quantum computing (as outlined in Sections

1.3.1 and 1.3.3).

Methods for Doping Silicon

It is highly desirable to have control over the concentration, uniformity and purity of the 

dopants within bulk silicon. In addition, in order to be commercially viable, the dopant 

species should be introduced at low cost and over large areas. For certain applications, 

high control and spatial resolution of the doped region, and the ability to introduce a 

range of dopants (either randomly or in controlled heterostructures) is crucial. 

Specifically, for spintronics and quantum computing, the formation of dopant-rich 

clusters should be avoided, whilst it is desirable to have control over the individual

43



Chapter 1 Introduction

dopant separations within the silicon lattice. During manufacture, a silicon chip will 

undergo almost 100 processing steps and it is important that these are performed in the 

correct order. In particular, any procedures that involve thermal annealing will cause the 

migration of dopants introduced at earlier stages to undesirable sites. Therefore, low 

temperature and rapid processes are preferable (this is often referred to as the “low 

thermal budget” problem) [159].

One of the most commonly employed methods of introducing dopants into silicon 

is ion implantation. In this technique, ions of the element to be implanted are accelerated 

to energies between 10-500 keV onto the silicon target, with the amount of material 

implanted determined by the beam current (typically microamperes) and exposure 

duration. The energy of the ions, ion species and angle at which they impinge on the 

silicon target determine the depth profile of the implanted species. Typical ion ranges 

(defined as the average penetration depth) of 10 nm to 1 pm are commonly created, as 

can be modelled using Monte-Carlo simulation packages (such as the SRIM package that 

will be used in Chapter 5). Higher energy ions reach greater depths and lead to broader 

dopant distributions, whilst ultra-low energy techniques have been developed to create 

more precise, near-surface dopant distributions [160].

The main disadvantage of the ion implantation technique is the creation of 

numerous point defects inside the silicon lattice, such as vacancies. This leads to a 

mixture of types of dopant (such as substitutional and interstitial, as will be discussed in 

the following section) and leads to variations in electrical properties. Some of the damage 

induced by the ion beam can be repaired with a high temperature anneal but this 

treatment can further broaden the dopant distribution and be detrimental to device 

efficiency [161]. In the case of high energy beams, the Si lattice can be destroyed 

irreparably and annealing has no effect. In addition, ion implantation requires specialist 

facilities (which can be expensive) and does not allow control over the lateral separation 

between individual dopants.

Epitaxial growth techniques such as molecular beam epitaxy (MBE) and chemical 

vapour deposition (CVD) can be used to give a much greater control of the dopant 

distribution in silicon since, in both cases, the sample is grown in a layer-by-layer
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manner. In MBE, the dopants are usually deposited from a Knudsen cell (k-cell) whilst Si 

is deposited from electron beam deposition onto the target in UHV conditions at a very 

slow rate. This allows a high precision of the separation of dopants in addition to the 

production of a very crystalline substrate and the ability to create abrupt interfaces 

between layers [162]. However, the range of dopants is limited since they must be 

deposited by sublimation; common dopants in the silicon industry, such as B, sublime at 

temperatures too high for MBE, whilst As and P sublime too quickly to permit control 

over their fluxes [163]. Instead, n-type layers are generally grown from Sb [164], whilst 

Ga or Al is often used to grow p-type layers [165].

Alternatively, CVD can be used to grow doped silicon layers at a faster rate and 

lower cost than MBE. Furthermore, since CVD does not require UHV conditions it lends 

itself more readily to industrial applications. Here, the target is exposed to volatile 

precursors which react at the surface with the products forming the film layer. Si is often 

deposited from SiR*, S i^ C b  or Si2 H6 , whilst p-type layers are grown from B2 H6 [166, 

167] and n-type layers from PH3 or ASH3 [168-170] (however, it should be noted that 

these compounds are generally toxic). This leads to homogeneous, layer-by-layer growth 

on substrates of up to 300 mm in diameter [171]. Both of these techniques are 

successfully used for the growth of high quality thin films of doped silicon. However, 

these have limited appeal for mass production of bulk doped wafers since the layer-by- 

layer growth is generally slow and can be expensive (especially in the case of MBE).

In addition to conventional growth techniques, new methods for doping silicon are 

being developed using small molecules as precursors that remain intact upon adsorption 

to the surface (as opposed to CVD). This has the advantage that molecular self-assembly 

can be used to produce greater control over the lateral distribution of the dopant species. 

Recently, Ho et al. proposed a method in which a self-assembled monolayer of P or B 

containing organic molecules is deposited onto a Si(100):H surface, subsequently capped 

with a 50 nm SiC>2 layer and finally subjected to an rapid thermal annealing process 

[172]. These authors have shown through SIMS and resistance measurements that the 

dopant depth profile can be controlled by the temperature of the annealing step and that 

this procedure can be used to create nano-structured devices. However, this process relies
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on chemisorption which limits the range of possible molecular species and therefore 

dopants that can be introduced. In addition, since this method requires of thermal 

annealing it is not possible to control the distribution profile of fast diffusing species 

(such as transition metals, which are of significance for DMS), as will be discussed in the 

following section.

Diffusion of Dopants in Silicon

Diffusion is the migration of low concentration impurity species from regions of high 

concentration to regions of lower concentration. There are two main forms of dopants in 

semiconductor, namely substitutional and interstitial. Substitutional dopants occupy 

positions in the host lattice and migrate by interchanging positions with vacancies (as 

shown in Figure 1.12(a)). Alternatively, dopant atoms can exist at interstitial positions 

(between the atoms of the Si lattice) and these can move around without occupying a 

lattice site (Figure 1.12(b)). As a result, interstitial dopant diffusion is generally much 

faster than subsitutional (the latter process is reliant on the density of lattice vacancies).

(a) (b)

Figure 1.12. The motion o f dopant atoms (green) within a host silicon matrix (dark grey) 

fo r (a) substitutional and (b) interstitial diffusion. Arrows represent the direction o f  

motion whilst a silicon vacancy is shown in light grey.

A theoretical model for diffusion was proposed by Fick in 1855 [173], in which 

the flux of dopant species passing through a unit area per unit time (.F) is proportional to 

the concentration gradient (with respect to distance), as shown in Equation 1.3. Here, C is
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the dopant concentration per unit volume, jc is the direction of flow and D is the diffusion 

coefficient (measured in cm /s).

F = -D  dC(x ’^  [1.3]
dx

Due to conservation of matter, the change in concentration must be equal to the decrease 

in flux as a function of distance (assuming that no material is formed or consumed by the 

host), as expressed in Equation 1.4.

dC (x ,t) d F (x ,t)
dt dx

[1.4]

The diffusion coefficient can be approximated as being constant at low concentrations, 

and so substitution of Equation 1.3 into 1.4 leads to the following relationship, commonly 

known as Fick’s diffusion equation.

dC (x,t) _ D d 2C(x,t)
dt d x '

[1.5]

For the case of a layer of dopant instantaneously deposited onto a silicon surface at time 

t = 0, with a total number of dopant atoms per unit area (S), the initial and boundary 

conditions are given by Equations 1.6-1.8.

C(jc,0) = 0 [1.6]
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j*0O

f C(x,t)dx = S
JO

C(oo,t) = 0

[1.7]

[1.8]

The solution of Equation 1.5 for this case is a Gaussian distribution, as given in Equation 

1.9 [98].

C(x,t) -
ylnDt

exp
4 Dt

[1.9]

From this, it is apparent that the concentration at the surface C(0,/) decreases as a

function of -4= , whilst the concentration profile within the bulk as a function of depth is 
\ t

highly dependent on the diffusion length (approximated by y[D t).

The motion of dopant species is highly temperature dependent, with a higher rate 

of diffusion at higher temperatures. This can be expressed as shown in Equation 1.10, 

where Do (measured in cm2/s) is the value of the diffusion coefficient at an infinite 

temperature, EA is the activation energy (eV), kg is the Boltzmann constant and T  is the 

temperature.

D  = D{) exp
k„T

[1.10]

A plot of the diffusion coefficient of as a function of inverse temperature is shown 

in Figure 1.13 for a selection of dopants. As can be seen from the figure, the diffusion 

coefficient varies widely across the periodic table, with lower values of EA for faster
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diffusing species. Typically systems in which the dopants diffuse interstitially have 

activation energies between 0.6 eV and 1.2 eV, whilst for substitutional diffusion this 

value is higher (greater than 2 eV). Table 1.2 summarises the diffusion properties of a 

selection of species in silicon. Copper is a very fast diffuser in silicon, whilst Bi diffusion 

is a far slower.

Figure 1.13. The diffusion coefficients o f  a range o f  dopants in Si as a function o f  

temperature (from [98]).
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Dopant D0 (cm2/s) EA(eV) D 3 o o k  (cm2/s) Reference

Cu 4.5xl0 '3 0.39 1.3x1 O'9 [174]

Mn 2.4x1 O'3 0.72 2.8xl0 '15 [175]

Fe 6.2x10‘3 0.86 2.2xl0 '17 [176]

Bi l.OxlO3 4.63 1.8x1 O'75 [177]

Table 1.2. The diffusion coefficients and activation energies o f  a selection o f  dopants in 

Si. The diffusion coefficients at room temperature were calculated using Equation 1.10.
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Chapter Two: Experimental

This chapter will introduce the experimental techniques and procedures that 

will be used in Chapters 3, 4 and 5. The growth o f  thin Pc films will be 

described in Section 2.1, whilst an overview o f the UV lamps used in 

Chapter 5 will be presented in Section 2.2. Following this, a review o f  each 

o f the techniques used will be given, along with specific details regarding 

the experimental conditions. These will be presented in the following order: 

topographic characterisation (STM and AFM), depth profiling (SIMS), 

optical spectroscopy (electronic absorption and Raman), EPR, and then x- 

ray techniques (XAS, XPS andXRD).

2.1 PHTHALOCYANINE FILM GROWTH

This section will outline the methods used for the growth of thin Pc films. The 

preparation of the substrates to be used will be discussed in Section 2.1.1, whilst the Pc 

purification and subsequent deposition via organic molecular beam deposition will be 

discussed in Sections 2.1.2 and 2.1.3 respectively. A brief description of the growth of 

bulk CuPc crystallites (for use in Chapter 4) will be given in Section 2.1.4.

2.1.1 Substrate Preparation

As noted in Section 1.2.2, the interaction between the substrate and Pc layer plays an 

important role in the determination of the molecular crystallographic structure. It is 

therefore necessary to deposit the Pc films onto surfaces that are free of contaminants 

(such as grease or dust) so that the true characteristics of the film-substrate interface can 

be determined. In addition, since many of the characterisation techniques that will be 

used have been specifically chosen for their surface sensitivity, it is desirable that all
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contaminants are removed prior to film growth to avoid spurious signals in the post­

deposition analyses.

In-situ Preparation of Passivated Si(100) Surfaces

For the experiments that will be described in Chapter 3, all sample preparation was 

performed in-situ. A rectangular segment from a Si(100) wafer (0.01 Qcm, B-doped) was 

mounted onto a specially designed holder that allowed current to be passed along the 

substrate’s length. The substrate was loaded into the ultra-high vacuum (UHV) chamber 

and outgassed overnight (this involved a gentle heating in UHV conditions to desorb 

surface water). Following this, repeated flashing cycles were performed during which a 

current of 3.2 A was applied quickly to the sample for 30 seconds (raising the 

temperature to ~1150°C), which was then allowed to rest at a lower temperature. This 

process was repeated several times until the native SiC>2 layer had been removed, as 

monitored by the pressure rise upon flashing (the substrate was deemed to be oxide free 

once the pressure no longer increased significantly upon flashing). Following the final 

flashing sequence, the substrate was cooled slowly in an attempt to minimise the number 

of step edges (i.e. to maximise the size o f the terraces and reduce surface roughness).

Two passivating species were employed to terminate the dangling bonds of the 

clean Si(100) surface; ammonia and hydrogen. The ammonia passivated surface was 

achieved by exposing 9 L (3 x 10' 6  Pa for 4 minutes) NH3 gas whilst the clean substrate 

was held at room temperature. In the case of the H terminated surface, the sample was 

held at 300°C (a directly applied current of 1.0 A) whilst exposed to atomic hydrogen 

produced by a filament (10 V, 0.18 A) at a pressure of 5 x 10' 5 Pa for 30 minutes. In both 

cases, the substrates were allowed to cool and/or settle for at least one hour before STM 

imaging and CuPc deposition.

For some studies in Chapter 3, Bi nanolines were grown on the clean Si(100) 

surface prior to passivation. The creation of the nanolines are not the main focus of this 

work, and so only a brief description of the method used to create them is given here 

since a well-established procedure was followed [178]. After flashing, the sample was 

cooled to approximately 570°C, at which point Bi was deposited from a Knudsen cell (k-
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cell) at a temperature of 470°C for 10 minutes. The sample was then annealed at the same 

temperature and monitored by STM whilst Bi islands desorbed, until only the Bi 

nanolines remained. It was subsequently cooled to room temperature and passivated with 

NH3, as described previously.

Ex-situ Preparation of Si(100):H

In industry, the most common method for the removal of the native oxide layer of Si is to 

submerse the substrate in HF [179], as will be used for the substrates described in 

Chapter 5. Here, the oxide layer is etched away by the HF acid, creating a clean Si 

surface which is terminated with H atoms [180]. However, it should be noted that this 

process produces a rougher surface than that created by the in-situ flashing technique, 

and that the Si dangling bonds are passivated with up to three hydrogen atoms [181] (the 

in-situ hydrogen gas passivation method leads to a monohydride terminated surface).

The preparation of these substrates was performed in a cleanroom. The wafers 

were held in a Teflon dipper and immersed in HF (VWR, 50%, VLSI selectipur grade) 

for 30 seconds and then rinsed in high purity de-ionised water for one minute. After 

treatment, the wafers were observed to be hydrophobic, as expected for a H-terminated 

surface [179], with any excess water (in particular from the back of the wafer) removed 

by drying in a nitrogen gas stream. The samples were immediately transferred to the 

UHV growth chamber to minimise any oxide re-growth.

Preparation of Non-crystalline Substrates

Amorphous substrates, namely glass and kapton, were used for the studies that will be 

described in Chapter 4. Glass substrates were chosen due to their optical transparency and 

flatness, whilst kapton has little magnetic (EPR) signal, is flexible and easily cut, 

rendering it a good material for the demonstration of the potential of Pc thin films for 

spintronic applications. The substrates were de-greased prior to film growth. For glass 

substrates this was performed by sonicating in acetone and then isopropanol, each for 

~10 minutes, followed by drying in a nitrogen stream. The kapton substrates are less
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robust and so these were cleaned by washing in isopropanol and then drying between 

filter paper. The kapton substrates were 25 pm thick and were cut using a ceramic knife 

to avoid contamination of magnetic particles (such as Fe).

2.1.2 Purification of Raw Material

CuPc, H2 PC and MnPc were purchased from Sigma-Aldrich (purity -97% ) in powder 

form. These were then purified by two cycles of gradient sublimation*. Several grams of 

the raw material were loaded into the sealed end of a quartz tube. The open end was 

connected to a rotary and turbo pump (with glass wool placed at the open end of the tube 

to prevent volatile impurities entering the pumping set-up) and the tube was evacuated. 

The sealed end was placed in a tube furnace and heated until the sublimation temperature 

was reached (typically 350-450°C). Due to the well-defined temperature gradient within 

the chamber, purified Pc crystallites were formed at a localised region of the walls o f the 

tube, whilst impurities condensed elsewhere. The purified crystals were then removed 

and subjected to another cycle of gradient sublimation.

2.1.3 Organic Molecular Beam Deposition

Organic molecular beam deposition (OMBD) is a standard technique used for the growth 

of high purity films of small organic molecules. For the work described in Chapter 3, 

CuPc was deposited in-situ from a k-cell attached to the preparation chamber of the STM, 

whilst the films described in Chapters 4 and 5 were grown in two chambers specially 

designed for organic molecular film growth (both supplied by Kurt Lesker Ltd). In all 

cases, the purified Pc material was loaded into a ceramic crucible and placed in a k-cell. 

Briefly, a k-cell comprises a set of heating coils that surround a ceramic crucible 

containing the organic material. The coils resistively heat the cell, with the temperature 

monitored by an in-situ thermocouple.

For the films deposited in the OMBD chambers, the substrates were positioned 

upside down, behind a shutter -50-100 cm away from the k-cell so that they were in a

* The purification was performed with Soumaya Mauthoor and Hsiang-Han Tseng.
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uniform region of the molecular beam. In this work, all substrates remained at room 

temperature during film deposition. The chamber was then evacuated to pressures of 

-2 -4  x 1 O'6 mbar. Once evacuated, the temperature of the k-cell was gradually increased, 

as monitored via the in-situ thermocouple. The flux of sublimed molecules was 

monitored by two quartz crystal microbalances (QCMs), one placed in the vicinity of the 

k-cell and the other near the substrates (neither were blocking the path between the k-cell 

and substrate). Once the temperature had reached the point of sublimation (typically 320- 

400°C) and a stable molecular flux of 0.2 A/s to 2.0 A/s had been established, with faster 

growth rates chosen for thicker films, as determined by the temperature of the k-cell, the 

shutter shielding the substrates was opened. At this point the molecular flux was carefully 

monitored and the shutter not replaced until the desired thickness had been reached, after 

which the k-cells were cooled and the samples removed. In the case of the co-deposited 

Pc films (as will be described in Section 4.3), two k-cells containing different Pc 

crystallites were simultaneously heated to provide a mixed beam composition ratio 

controlled by the k-cell temperatures. Care was taken that the ratio of the two Pc species 

was kept constant throughout deposition, as monitored by the QCM readings from close 

to the organic sources.

In the case of the ultra-thin film studies in Chapter 3, a similar procedure was 

followed wherein the purified CuPc crystallites were deposited from a k-cell at a 

temperature of 272 ± 3°C in UHV conditions (-1 O'9 mbar). Film deposition was 

performed in the sample preparation chamber, which was connected via a gate valve to 

the main STM chamber, permitting the in-situ analysis of the films. Here, the deposition 

rate was not measured in-situ and instead was calculated post-deposition from the STM 

images. The rate was defined in terms of upright standing CuPc monolayers (ML) and 

was typically -8  x 10'5 ML/s.
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2.1.4. Formation of CuPc crystals

Powder a-phase crystallites, for comparison with the a-phase CuPc films in Chapter 4, 

were synthesised using the acid paste method*. Briefly, these were created by diluting 

10 mg pure CuPc crystallites (the result of two gradient sublimation cycles as outlined in 

Section 2.1.2) in 0.5 ml H 2 SO 4 . The solution was subsequently mixed with 2.5 ml 

deionised H2 O, then filtered to collect the crystallites which were dried using a rotary 

pump and acetone (to remove any excess water).

The P-phase crystallites studied in Section 4.1 are those obtained after two cycles 

of gradient sublimation, as described in Section 2.1.2.

2.2 UV EXCIMER LAMP PROCESSING

UV excimer lamps generate monochromatic, high power radiation, uniformly over a 

large coverage area [182, 183]. This is both a cheap and clean processing technique that 

operates at temperatures close to room temperature. UV photons are produced by the 

radiative decomposition of excimer states in gases. The excimers are created by applying 

a high voltage (typically 7-10 kV) at high frequency (100-500 kHz), causing a barrier 

discharge between the electrodes (see Figure 2.1). Various exchange gases can be sealed 

into the lamps, flooding the space between the electrodes, in order to produce the desired 

emission wavelength. Common exchange gasses include Xe, KrF, ArF and Ar and these 

produce emission at 172 nm, 248 nm, 192 nm and 126 nm respectively. In all cases, the 

widths of the emission spectra produced by excimer lamps are generally in the range 10- 

20 nm [182]. Common applications of VUV lamps include materials coatings [184], 

modification of polymers [185], surface cleaning [186] and water purification [187].

* The preparation o f the crystallites was performed with Soumaya Mauthoor.
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Figure 2.1. Schematic views o f the experimental set-up o f the UV excimer lamp chamber 

(top) and one o f the 172 nm UV lamps (bottom).

A home-built UV chamber containing four parallel Xe (172 nm emission) lamps 

was used for the experiments described in Chapter 5, a schematic of which is shown in 

Figure 2.1. The samples were positioned film-side-up, at a distance of 8 cm directly 

below the four-lamp array. The chamber was evacuated to a pressure of 0.3 mbar and 

then backfilled with nitrogen gas to 3.0 mbar, at which point the lamps were turned on 

(applied power of 750 W). The temperature of the samples was monitored by an in-situ 

thermocouple and observed to remain between 25°C and 60°C at all times.
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2.3 SCANNING TUNNELLING MICROSCOPY

Scanning tunnelling microscopy (STM) is a technique that can provide images of the 

surface electron density of a sample with atomic resolution [188, 189]. This is achieved 

by scanning an atomically sharp tip, held at a known bias with respect to the sample, 

sufficiently close to the surface such that a tunnelling current passes between the tip and 

sample (as shown in Figure 2.2(a)). A W tip was used for the measurements described in 

Chapter 3 and was prepared by electrochemically etching a W wire in a NaOH solution. 

The tunnelling current is exponentially dependent on the separation between the tip and 

surface (as will be derived shortly), and so by monitoring its magnitude, a map of the 

surface can be constructed. By varying the polarity of the applied bias, filled or empty 

electronic states of the atomic/molecular species under study can be probed. More 

detailed studies known as scanning tunnelling spectroscopy measurements (not 

performed here) involve freezing the three dimensional position of the tip above a point 

of interest and sweeping the field bias, from which a map of the local density of states 

can be constructed.

tip

tunnelling 
current

applied
bias

CD
c
LU

Sample Tip
U(z)J

z=0 z=d

(a)

Height, z

(b)

Figure 2.2. (a) A schematic view o f  the experimental set-up o f  STM. (b) A model o f  a ID  

tunnel barrier between a tip and sample fo r  an applied bias V.
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A time independent wavefunction ((//) can be used to describe the motion of an 

electron in a one dimensional tunnel barrier represented by a potential U(z) (as shown in 

red in Figure 2.2(b)). This is described by Schrodinger’s equation (Equation 2.1), where h 

is Planck’s constant, z is the co-ordinate of position, m is the mass of an electron and E  is 

the energy of the electron.

+ = [2 .1]2m oz

If E > U(z), i.e. in the region of the tip or sample (as shown in Figure 2.2(b)), 

where classically the electron is permitted to be, Equation 2.1 has two solutions as given 

by Equation 2.2. The wavevector k  is defined in Equation 2.3.

y/(z) = y/{ 0)e ± ik z [2 .2]

k =
j 2 m ( E - U )

[2.3]

In the region between the sample and tip, where E < U(z), i.e. the classically 

forbidden region, the solution of Equation 2.1 is given by Equation 2.4, where the decay 

constant k  is defined in Equation 2.5.

y/(z) = y/( 0)e~ [2.4]

K  =
yllm(U  -  E)

[2.5]
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The work function {(p) of a metal surface is defined as the minimum energy 

required to remove an electron to the vacuum level, whilst the electrons occupy energy 

levels up to the Fermi energy (Ep). If a bias (V) is applied between the sample and tip, as 

shown in Figure 2.2(b), this results in tunnelling of electrons of energy between Ep and 

E p - e V across the barrier, in the case shown from the sample to the tip. For small applied 

bias values, only electrons from close to the Fermi level can tunnel, with E « -qy . The 

probability of an electron tunnelling across a barrier of width d  is given by the modulus 

squared of the wavefunction (i.e. the square of Equation 2.4) and so can be described by 

Equation 2.6, where the decay constant k  is expressed in Equation 2.7.

P k \t 'r!* e -iKd [2 .6]

K = [2.7]
h

The tunnelling current (I) is proportional to the sum of the probabilities of the 

electrons tunnelling through the barrier from all energy levels between Ep -  eV  and Ep, as 

given by Equation 2.8.

1 «  Z M ° ) I
2g-2«/ [2 .8]

E = E F - e V

Therefore, for a fixed bias, the tunnelling current decays exponentially as a function of 

the tip-sample separation.

There are two commonly used modes of operation of STM, known as constant 

current and constant height modes. In the former, the tip height is adjusted as it scans the
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surface in order to maintain a constant tunnelling current. In constant height mode, the 

height of the tip is fixed and the tunnelling current varies with x-y position (this mode can 

only be performed on reasonably flat surfaces otherwise the tip might crash into the 

surface). The height of the tip is controlled by a piezoelectric crystal connected to a 

feedback circuit, permitting sensitive control of the sample-tip distance. For constant 

current mode, the height of the tip is adjusted by varying the voltage applied to the 

piezoelectric element, via the feedback loop, in order to retain the set tunnelling current, 

whereas in constant height mode the feedback loop is effectively turned off.

The images described in Chapter 3 were obtained in constant height mode using a 

JEOL 4500XT high temperature UHV-STM at room temperature.

2.4 ATOMIC FORCE MICROSCOPY

Atomic force microscopy (AFM) is another of a number of scanning probe techniques 

that is commonly used to provide detailed information about the topography of a surface. 

One of the major advantages that AFM has over STM is that it does not require the 

sample to be electrically conductive and so a wider range of surfaces can be studied, 

however, in general STM offers higher resolution.

The general principle of AFM operation is outlined in Figure 2.3. A sharp tip is 

mounted on a cantilever of known stiffness and is swept across the sample surface. The 

interaction between the tip and surface is monitored as a function of position, and is used 

to construct a map of the sample topography. Since the tip is very close to the surface it is 

subject to a force which may bend the cantilever. A laser beam is aligned so that it is 

incident upon the back of the cantilever which reflects the beam onto a split photo-diode 

detector; the detector monitors the location of the reflected light, allowing information 

about the degree of bending of the cantilever to be gained. The deflection is small enough 

that Hooke’s law can then be applied to determine the force between the tip and sample. 

The force experienced by the tip is highly dependent on its separation from the surface; 

when the separation is small, the tip experiences a repulsive force, but as the separation is
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increased the tip becomes attracted towards the sample. If the separation is increased 

further, the tip-surface interaction becomes negligible and results in no deflection o f the 

laser beam.

Laser

Detector

Surface

Figure 2.3. A schematic o f  the experimental set-up o f  AFM. A tip is mounted onto the end 

o f  a cantilever. The tip interacts with the surface causing the cantilever to bend; the 

degree o f  bending is monitored by the deflection o f  a laser beam reflected o ff the back o f  

the cantilever.

The two most commonly used methods for AFM measurement are contact and 

tapping modes. Contact mode is the simplest, and involves the tip maintaining the same 

deflection and therefore the same distance from the sample by means of a feedback loop 

control, as it scans the surface. However, this can damage soft samples (such as Pc films) 

when used in air, as a significant force must be applied in order to overcome the effects 

of surface moisture and other contaminants. Alternatively, tapping mode can be used. 

This involves an oscillating tip at a frequency close to its resonant frequency, and then 

scanning over the surface (as in contact mode). Due to the oscillatory motion of the tip, it
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is only in contact with the surface for a short time and so this drastically limits the 

damage to the surface. The image produced is a map of the force between the sample and 

tip, translated as surface topography.

The AFM measurements that will be described in Chapters 4 and 5 were 

performed in tapping mode, using a Veeco Dimension 3100 AFM, at room temperature 

and ambient conditions.

2.5 SECONDARY ION MASS SPECTROMETRY

Secondary Ion Mass Spectrometry (SIMS) allows the detection of elemental species 

present at a solid surface. This is achieved by bombardment of the surface with energetic 

ions (typically between 100 eV and 10 keV) which induce a series of collisions. These 

collisions result in atoms and small fragments being sputtered from the surface, a 

proportion of which are analysed by a mass spectrometer, as shown in Figure 2.4. The 

angle created between the profiling beam and normal to the sample is defined as the tilt 

angle (i9), which is varied by rotating the sample about its central point (the ion gun 

remains fixed). It is desirable for samples to be electrically conducting, since otherwise 

collisions would lead to surface charging; prolonged bombardment of insulating materials 

would cause the surface potential to rise, and this would lead to variations in the detected 

yields of ions from the surface as a function of charging (the kinetic energy of the emitted 

ions would deviate from the detectable range). Analysis of such samples must be carried 

out in the presence of an electron beam, which compensates for the surface charging. 

However, since the samples in Chapter 5 originate from silicon substrates, the use of an 

electron beam is not necessary here.
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Sample

Figure 2.4. A schematic o f  the set-up o f  a SIMS experiment. Energetic ions are incident 

on the sample, which result in the sputtering o f  surface species that are collected and 

analysed by the mass spectrometer.

The SIMS process is initiated when an incident energetic particle from the 

profiling beam collides with near-surface species, transferring its kinetic energy to the 

surface. This induces a series of surface atom recoils, knock-on collisions and cascades 

within approximately 30 A of the initial point of impact, and these cause substantial local 

damage. The cascades can be modelled using Monte-Carlo simulations; packages such as 

SRIM (Stopping and Range of Ions in Matter) calculate parameters such as elemental 

mixing, ion energy loss and defect distributions as a function of beam energy, angle, 

species and target material composition. This software will be used in the interpretation 

of the experimental profiles in Chapter 5. Many of the cascades return to the surface and 

result in the ejection of species from the uppermost two layers with typical energies of 

less than 20 eV [190]. These ejected (sputtered) particles not only allow the chemical 

characterisation of the surface, but also result in erosion of the surface and as a result, a 

depth profile can be obtained. There are three main variations on the SIMS technique; 

namely static (in which sputtering is minimal and so only the surface is probed), time-of-
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flight (which uses a pulsed beam to analyse the surface) and dynamic SIMS. Dynamic 

SIMS was used in Chapter 5 since it permits detailed depth profiling and has a high 

sensitivity to dilute species; it is commonly used in the semiconductor industry to 

measure dopant concentrations and characterise layered structures.

2.5.1 Sputtering Yields

Only the sputtered fragments that are ionised (either positively or negatively depending 

on the detection set-up) can be accelerated towards and analysed by the mass 

spectrometer. Ionisation most frequently occurs as a result of species being forced close 

together within the surface, or due to ionisation in the vacuum after the atom/cluster 

leaves the surface region. Only a small fraction of the total sputtered yield is ionised 

[190], however, this is generally sufficient to permit a true analysis of the surface 

composition. Different mass spectra are obtained when collecting either positive or 

negative ions from a given surface (some species preferentially form cations whilst others 

more readily form anions), whilst larger fragments have lower yields.

The sputtered yield is heavily dependent on the surface binding energy, electronic 

state, local chemical environment, topography and crystallinity of the sample. Figure 2.5 

shows how the measured yields vary by several orders of magnitude across the different 

elements of the periodic table, in addition to the effect of varying the beam species and 

collection mode. The presence of readily ionising species such as oxygen enhances the 

measured yield of some species. For example, the yield of Si+ increases by over an order 

of magnitude as the ambient oxygen pressure is increased by a factor of four [191]. This 

is due to the incorporation of oxygen into the uppermost layers; since oxygen is highly 

electronegative, the breaking of Si-O bonds leads to an efficient Si+ production. 

Therefore, oxygen is commonly used as a profiling beam for studies of dilute species, 

however does not give a true representation of the surface.
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Figure 2.5. The variation o f (a) positive ion yields from an 0~ beam and (b) negative 

ions from a Cs+ beam as a function o f  atomic number (from [192]).

2.5.2 Relative Scattering Factors

Although the detected sputtering yield is highly dependent on the local chemical 

composition of a surface, this does not vary significantly for dilute concentrations of 

dopants (less than 1020 atoms/cm3) in the same host material [190]. In fact, a relationship 

between the dopant species concentration (pdopant, measured in atoms/cm3) and the ratio 

of the detected yields of dilute species (Jdopant) with respect to that of the host matrix (host) 

has been established for common systems (such as metal dopants in silicon). This is 

described by Equation 2.9, where the relative scattering factor (RSF) is a known constant 

for that particular system.

Pdopant
dopant

V host

RSF [2.9]
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The RSF values for a selection of metal dopants in silicon have been determined 

experimentally, as shown in Figure 2.6. These vary greatly as a function of dopant 

species and are dependent on the profiling beam species used [193, 194]. However, they 

are often used to determine the concentrations of dopants in silicon; the analyses in 

Section 5.3.2 will be performed in this manner.

Figure 2.6. A plot o f the RSF values o f  different atomic species in silicon. In general, 

these are dependent on the quantity o f  O present (from [193]). The specific example o f  

Mn is highlighted since these values will be used in Chapter 5.

2.5.3 Depth Profiling

As was mentioned earlier, continuous sputtering of a surface results in its erosion and this 

permits depth profiling of a sample, provided that material is removed in a uniform 

manner within the profiled region. This can be achieved by rastering the ion beam across 

a surface, creating a crater of uniform depth, whilst also providing information on the 

spatial distribution of species within the crater. However, the data must be gated to avoid 

the detection of sputtered ions from the edge of the crater (near the walls) and so obtain a 

profile that is a true function of depth. Different chemical species are sputtered at 

different rates. Initially, an enhanced concentration of species that have a high sputter rate
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will be detected, resulting in a reduction in the concentration of these species at the 

surface. However, equilibrium will become established as the number of low sputter rate 

atoms/clusters at the surface increases, leading to a steady-state yield that more 

accurately represents the chemical composition of the sample. For this reason, the first 

few data points of a SIMS depth profile are difficult to interpret.

The experimental set-up, including the incident beam energy and angle with 

respect to surface, plays an important role in both the sputtered yield and interface depths.

For example, the sputtering yield is proportional to —-— , where 6 is the tilt angle (as
cos#

defined in Figure 2.4) [195]. It should be noted that this relationship is only valid for tilt 

angles of up to 60°, since at greater angles the beam imparts less energy to the surface 

and so the sputtering rate drastically drops off. In addition, the depths of the collision 

cascades are proportional to the beam energy; at lower energies less mixing of the species 

from different layers occurs. When profiling abrupt changes in composition, beam- 

induced mixing can result in a smeared interface, with further perturbation due to 

instrumental effects and/or a large surface roughness [196]. The best depth resolution is 

obtained with lower incident beam energies and for layers near the surface (due to less 

mixing and a reduction in beam-induced roughness).

The SIMS depth profiles shown in Chapter 5 were obtained using an Atomika 

6500 instrument, with a typical base pressure of ~10'8 mbar. Argon was selected as the 

profiling beam (incident energy of 1.25 keV) in order to minimise perturbation to the 

depth profiles due to chemical interaction between the beam species and surface (as 

would be expected for oxygen). A relatively low sample current of 30 nA was used, 

which resulted in a low sputter rate that permitted reasonable resolution of the thin Pc 

films studied. The samples were oriented such that the beam was incident at grazing a 

large tilt angle of 0 -  45° in an effort to increase the sputtering yield and depth resolution. 

Craters of ~0.5 mm x ~1 mm were created (again, large dimensions were chosen to 

decrease the sputter rate). The crater depths were measured using an optical 

interferometer (Zygo), with an etch rate of typically 2.4 nm/min in bulk Si measured for 

the experimental conditions described here.
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2.6 ELECTRONIC ABSORPTION SPECTROSCOPY

Electronic absorption spectroscopy, commonly referred to as UV-vis absorption, is a non­

destructive technique for characterising samples that absorb in the visible and ultra-violet 

regions, typically of wavelengths between 200 nm and 900 nm. Traditionally, this 

method is applied to solutions and thin films of molecular species containing transition 

metal ions or conjugated organic molecules, since for these species electronic transitions 

occur within the aforementioned wavelength range [197, 198]. For inorganic compounds, 

absorption events can arise from transitions within the partially filled d  or f  orbitals, or 

from charge-transfer transitions. In the case of organic complexes, such as those that will 

be studied here, electronic excitation can occur between bonding and anti-bonding states 

(such as o*<— o and 7t*<—n) or non-bonding and anti-bonding levels (o*<— n and 7i*<—n). 

In general, transitions to the o* levels occur at wavelengths of less than -200 nm and so 

are often not detected by electronic absorption spectroscopy. Instead, the n**—7i 

transitions are most attractive to study using this technique since they correspond to 

observable wavelengths and are up to -1000 times more intense than 7i*<—n transitions 

(although these also occur in this region) [198]. In aromatic molecules, such transitions 

occur from the highest occupied molecular orbital (HOMO) to low-lying empty 

electronic levels, such as the lowest unoccupied molecular orbital (LUMO). Further 

structure in the absorption spectrum is often observed due to molecular vibrational 

modes, which is seen as additional peaks or shoulders close to the main absorption 

electronic absorption peaks, as was shown in the solution spectrum of CuPc in Figure 1.3.

The spectrometer compares the intensity of the incident and transmitted light after 

passing through the sample. Light in the visible region is provided by a tungsten lamp, 

whilst hydrogen or deuterium lamps generally provide UV light. The light is filtered and 

passed through a monochromator, which produces light of a single wavelength. For dual 

beam spectrometers, such as that used here, the beam is split and follows two routes of 

the same path-length; one optical path is directed through the sample and the other 

through a reference (typically the solvent or a blank substrate). The intensities of the two 

beams are then measured by a photomultiplier tube.
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The absorbance of a material is calculated from the ratio of the intensities of the 

transmitted light (It) to incident light (Iq), known as the transmittance (7), as defined in 

Equation 2.10.

The absorbance (A) can then be expressed in terms of the transmittance or percentage 

transmittance (%7), as outlined in Equation 2.11.

Therefore, if all light passes through the sample without any absorption, A — 0 and 

% T -  100%, whereas if all light is absorbed, A -  2 and %T= 0.

The Beer-Lambert law is commonly used to relate the absorbance of a material to 

the molar absorptivity (e), which is a fundamental property of the absorbing species (it is 

independent of sample concentration). This is described in Equation 2.12, where b is the 

path-length of the solution and c is the concentration.

The Beer-Lambert law can be adapted for application to thin films, assuming that 

the absorbance does not saturate (i.e. remains below 2). This is achieved by relating it to 

the absorptivity via the density of the material (p), film thickness (/) and molecular 

weight (Mw), or to the absorption coefficient (a) as shown in Equation 2.13.

[2 .10]

[2.11]

A = sbc [2.12]
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A = sip
= al [2.13]

The electronic absorption spectra in Chapters 4 and 5 were collected using a 

Perkins-Elmer Lambda 950 UV/VIS spectrometer. After the background had been 

measured, the film samples were each mounted in turn, perpendicular to the beam, 

positioned beyond a mask (the mask ensured that each spectrum was measured over the 

same total area and in the same position within the beam, normalising intensities). The 

absorption was recorded as a function of incident wavelength with 1 nm resolution 

between 200 nm and 1000 nm. The spectra of the substrate and background were both 

subtracted from the raw data.

2.7 RAMAN SPECTROSCOPY

Raman spectroscopy provides information about the vibrational modes of a molecule. 

Vibrations generally arise from the stretching or bending of molecular bonds [197, 198], 

although more exotic features, such as those arising from breathing modes of conjugated 

organic molecules, can arise (this is the case for CuPc, as described in Section 1.2.1).

The sample is irradiated with a monochromatic light source in the visible region; 

most of the light passes through the sample unperturbed, however, approximately 1 in 

105 photons interact with the molecules of the sample and are scattered [198]. The 

scattered photons are detected and their energies analysed by a monochromator and 

photomultiplier tube, with the vast majority (-99%) of the scattered photons of the same 

energy as the excitation source. Such scattering events give rise to an intense emission 

line, known as Rayleigh scattering, as shown in Figure 2.7(a). These can be thought of as 

either an elastic collision between the photon and molecule or as the creation of an 

instantaneous virtual state (the energy of which is the combination of those of the photon 

and ground state molecule), from which the photon is re-emitted without change to its 

wavelength [197]. Such a process is depicted in Figure 2.7(b).
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Figure 2.7. (a) The relative intensities o f  Rayleigh, Stokes and anti-Stokes shifts observed 

when monochromatic light is incident upon a sample, (b) The electronic levels 

responsible for Rayleigh, Stokes and anti-Stokes shifts. Black arrows represent more 

intense transitions than those drawn in grey.

Occasionally, the energy of the scattered photon is shifted from that incident upon 

the sample. This can be thought of as an inelastic collision and is due to a change in 

vibrational state of the molecule. These shifts can also be explained using the concept of 

virtual states, as shown in Figure 2.7(b). If the molecule is initially in its ground state and 

absorbs a photon to form a virtual state, it may relax to an excited vibrational level (rather 

than back to its original state). This results in a lower energy photon being emitted and is 

known as a Stokes shift. More rarely, the photon may interact with a molecule that is 

already in an excited vibrational state, whilst upon re-emission the molecule may return 

to the ground state and so the photon will have an increased energy. The latter process is 

known as an anti-Stokes shift. The observed shifts (An) are measured from comparing the 

incident and scattered wavelengths (denoted Ardent and Scattered respectively), as 

indicated in Equation 2.14.

72



Chapter 2 Experimental

v = —  ------------!—  [2.14]2 2
in c id e n t sca tte re d

The shifts of the Stokes and anti-Stokes lines are equal and opposite. However, the 

excited vibrational levels are much less populated than the ground state and so Stokes 

shifts are more intense than anti-Stokes, whilst the intensities of anti-Stokes shifts 

decrease as a function of increasing Ao [197, 198]. Therefore, the Stokes shifts are 

measured in Raman spectroscopy.

Both infra-red and Raman spectroscopy rely on intermolecular vibrational 

transitions, and so as a result often yield very similar spectra. However, there are large 

differences between the mechanisms responsible for the two techniques and so in general 

they measure different vibrational modes. Infrared spectroscopy requires a change in 

molecular dipole moment upon absorption of a photon [197, 198]. However, this is not 

necessary for Raman spectroscopy, where instead the electric field of the incident photon 

distorts the molecule, producing a temporary dipole moment. This requires that the 

polarizability of the molecule is changed by the vibration. The induced dipole moment 

(P) is proportional to the external electric field that induces the distortion (E), as is shown 

in Equation 2.15, where a (a tensor) is the polarizability of the molecule.

P = a E [2.15]

In general, the excitation source is chosen such that the energy of the incident 

photons does not coincide with the electronic absorption of the sample. However, if the 

laser wavelength is chosen to correspond to a region where the sample is absorbing, this 

will lead to an enhanced yield. In particular, vibrations arising due to the chromophore 

will have a selectively increased relative yield with respect to those from the rest of the 

molecule.
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A Renishaw Raman Spectrometer was used to collect the data described in Section 

5.1, using a green laser (A, = 514.5nm, between electronic absorption bands) with a 

typical power of 0.97 mW. A cover was placed over the spectrometer to prevent spurious 

signal from the ambient lights.

2.8 ELECTRON PARAMAGNETIC RESONANCE

Electron paramagnetic resonance (EPR), also commonly known as electron spin 

resonance (ESR) and electron magnetic resonance (EMR), is a technique that allows the 

study of paramagnetic species, such as transition metal ions and free radicals, through the 

detection of unpaired electron spins [199]. The general principle of measurement is very 

similar to that of nuclear magnetic resonance (NMR), but in EPR it is the electron spins 

(rather than nuclear spins) that are excited. Although the requirement in EPR for unpaired 

electron spins renders many systems undetectable, this can be advantageous since signal 

only arises from the species of interest (solvents and substrates are often invisible). It is a 

non-destructive technique that has a wide range of applications, from the identification of 

paramagnetic species and subsequent characterisation of their electronic and geometric 

structures in Chemistry and Biology, to single-spin detection (which is of interest for 

spintronics and quantum computing applications).

2.8.1 Zeeman Splitting

The first experimental evidence that electrons possess an intrinsic angular momentum 

(spin) was achieved by the Stem-Gerlach experiment (1922), in which a directional beam 

of silver atoms was passed through an inhomogeneous magnetic field and seen to split 

into two discrete peaks. This demonstrated that the spin of electrons is quantized, with 

only two possible values, known as “spin up” and “spin down”. Each electron possesses a 

spin of S = V2, with magnetic moments ms = ±!/2. In a magnetic field, the spin of the 

electron aligns either parallel or antiparallel to the field direction, causing a split in 

energy levels, known as the Zeeman effect. In order for this effect to be observed, it is
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necessary that at least a component of the spin is parallel to the magnetic field direction. 

As shown in Figure 2.8, the size of the splitting is proportional to the magnitude of the 

applied magnetic field (of magnitude Bz, applied in the z-direction), as summarised in 

Equation 2.16 in which g  is the g-factor (for the case of the free electron, this is known as 

the Lande g-factor with a value of 2.0023) and ps is the Bohr magneton.

AE = g p BBz [2.16]

The case shown in Figure 2.8 is for a S= Vi system in which there are two levels in a 

magnetic field. In general, the Zeeman splitting leads to (2S+1) levels, which correspond 

to values of ms = -S, —S+ \ , ... , S - 1, S.

Figure 2.8. The Zeeman splitting o f  electrons due to their spin when placed in a magnetic 

field  (adaptedfrom [197]).

The populations of two non-degenerate energy levels for a statistical ensemble of 

electrons spins are determined by the Maxwell-Boltzmann distribution. This is 

summarised in Equation 2.17, in which N+i/2 corresponds to the number of electrons
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aligned antiparallel to the magnetic field (the upper level in Figure 2.8, ms=+V:2) whilst 

N_./2 is the number of electrons aligned parallel to the field (the lower level, ms= - / 2).

At room temperature and for the typical magnetic fields applied in EPR (typical fields of 

250 mT -  400 mT have been used here), the lower level is significantly more populated. 

This means that when photons (in this case microwaves) of energy hv = AE  are 

introduced to the sample region, they are absorbed (they excite an electron from the 

lower to upper level) and this absorption event is detected by the spectrometer. A sharp 

absorption line is therefore observed if the resonance condition given in Equation 2.18 is 

met.

In principle, the EPR signal (absorption of microwaves) could be measured by 

either keeping the magnetic field constant whilst varying the microwave frequency, or by 

sweeping the magnetic field and holding the microwave frequency fixed; in general, it is 

the latter case which is employed. In order to increase the sensitivity of the measurement, 

a small a.c. magnetic field is superimposed onto the main applied magnetic field, and this 

permits the detection of the first derivative of the absorption spectra. This is known as 

continuous wave (CW) EPR (this method will be used in Chapter 4 and so is described in 

the following) for which the spectra are presented as the first derivative of the absorption 

profile. An example of the absorption profile of a free electron and its first derivative are 

shown in Figure 2.9.

[2.17]

h v  = gjuBBz [2.18]
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Figure 2.9. The absorbance o f  microwaves due to Zeeman splitting o f a free electron (top 

spectrum), along with the signal as measured in continuous wave EPR (first derivative, 

bottom spectrum).

2.8.2 Hyperfine Splittings

For real systems, unpaired electrons not only experience the applied magnetic field but 

are also sensitive to any local magnetic fields due to nearby atoms or molecules, which 

cause them to gain or lose angular momentum through spin-orbit coupling. When a 

measurement is performed, this is reflected in the magnetic field at which resonance 

occurs and is interpreted as a change in the value of the g-factor. In the majority of cases, 

the value of g  is very close to the Lande g-factor, however, larger deviations from this 

value are observed for transition metal ions.

In addition to the spin of an electron, the atomic nuclei also possess their own 

nuclear spin (7). The value of the nuclear spin can vary for different elements and 

isotopes; for example for H, / =  1, for Cu63 and Cu65, 7 = 3/2, whilst 7=1 for N 14 but 

7=1/2 for N 15. The nuclear spin leads to a further non-degeneracy when in an applied
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magnetic field that is analogous to that of electron spin with (27+1) levels, in this case 

known as the nuclear Zeeman effect. Electrons possess significantly larger magnetic 

moments than nuclei due to the large difference in their respective masses, and so the 

nuclear Zeeman effect produces a smaller energy shift than the electron Zeeman effect.

The unpaired electrons can also interact with local (neighbouring) nuclear spins, 

known as hyperfine coupling, wherein the local magnetic field that the electron 

experiences is modified by the magnetic moment of n nearby nuclei of spin /, giving rise 

to (2nI+\) additional EPR lines. The relative intensities of the hyperfine splittings are 

given by the binomial expansion coefficients. For example, interaction with a Cu nucleus 

gives rise to 4 lines (intensity ratios 1:3:3:1) whilst interaction with four N 14 nuclei leads 

to 9 hyperfine lines (Cu and N hyperfine splittings are important for the work presented 

in Chapter 4). The spacing of these lines indicates the degree of interaction, with the 

magnitude of the hyperfine splitting given by Equation 2.19, where A is the hyperfine 

coupling tensor, and S  and /  are the electron and nuclear spin vectors respectively.

E = I. A .  S [2.19]

The effect of nuclear Zeeman splitting and hyperfine coupling on a system 

containing one electron and one proton is summarised in Figure 2.10. Absorption 

transitions must satisfy the selection rules o f Am5 = ± l, Am/ = 0, with those allowed 

denoted by arrows in the figure. Both the g-factor and hyperfine interactions can be 

anisotropic and can lead to detailed information about the physical and electronic 

structure of the species studied. In addition, if  the concentration of unpaired electron 

spins is sufficiently high, they can interact with each other via dipole-dipole interactions 

which induces a broadening of the EPR lineshape. The dipolar coupling is expressed in 

Equation 2.20, where gn and fa  are the nuclear g-factor and nuclear magneton 

respectively, and r is the separation between the electron spins. It should be noted that the 

degree of interaction decreases with r3.
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H = gHBg NP,
I.S  3 (I.r)(S.r)

3 „5 [2 .20]
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Figure 2.10. (a) Schematic o f  the energy level splittings due to the electron Zeeman, 

nuclear Zeeman and hyperfine coupling fo r  a one electron, one proton system, and (b) 

the resulting CW EPR signal.

2.8.3 Experimental Conditions

A Bruker ESP300 spectrometer was used to measure the EPR spectra of the samples 

studied in Chapter 4. These were placed into a quartz tube (containing no unpaired 

electrons) which was loaded into the resonator cavity and cryogenically cooled to 

temperatures between 10 K and 15 K. Care was taken to align the thin films with respect 

to each other, with their orientation within the magnetic field also noted. Microwaves of 

frequency 9.37 GHz (so called “X-band” measurements) were used to irradiate the 

sample, with their absorption measured by the spectrometer. The microwave cavity was
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situated between two superconducting magnets, with the magnetic field swept between 

260 mT and 360 mT. Variations in microwave absorbance were then measured (in 

derivative mode) as a function of the applied magnetic field.

2.9 X-RAY ABSORPTION SPECTROSCOPY

X-ray absorption spectroscopy (XAS) is a technique that is sensitive to the nature and 

local chemical environment of atomic species. Here, x-rays are absorbed by atoms and 

lead to the excitation of core electrons to the continuum [190, 200]. Detailed information 

can be gained from monitoring the x-ray absorption profile as a function of energy, close 

to the onset of absorption (there exists a threshold below which x-rays are not absorbed, 

as will be described in further detail shortly). In this region, the structure of the 

absorption profile is dependent on the oxidation state, co-ordination number and chemical 

species of neighbouring atoms (see Section 2.9.4). In addition, small oscillations are 

observed just beyond the absorption threshold due to the interference of outgoing 

photoelectrons that are reflected by neighbouring atoms, and these can be used to 

determine the bond lengths of the absorbing species (as will be described in Section 

2.9.5).

2.9.1 X-rays

X-rays provide a non-destructive tool for probing the structure and atomic arrangement of 

a sample [200]. Measurements can be performed on any material (solid, liquid, gas, 

crystalline, amorphous etc), whilst the sample can be subjected to non-ambient 

temperatures or pressures during measurement. Typical energies of x-rays are between 

100 eV and 106eV which corresponds to wavelengths of 0.01 A to 100 A. X-rays are 

usually generated by a sudden deceleration of fast moving electrons at a target material, 

which transfer their kinetic energy to the target atoms, knocking electrons out of the inner 

atomic orbitals and so creating vacancies in the core shell. Electrons from the outer levels 

fill the holes, with the energy released either as ejected electrons (known as an Auger
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process) or as emitted x-ray photons. Typically, the x-ray spectrum created in this manner 

consists of a broad continuum (bremsstrahlung) superimposed with characteristic sharp 

lines. The lines are of well defined energy and correspond to electronic transitions (as 

will be discussed shortly); these will be used in the techniques described in Sections 2.10 

and 2.11. However, the XAS measurements in Chapter 5 were performed with 

synchrotron radiation, since this provides a higher intensity beam.

2.9.2 Synchrotron Radiation

Synchrotron radiation is generated from accelerating electrons to relativistic speeds in a 

magnetic field, at which point energetic photons are emitted [190]. The photons are of
1 f\ 1 9  9high density, with brilliances of up to 10 photons s' mm' mrad’ , which is six orders of 

magnitude more intense than the sun. In addition, the radiation is plane polarised, is 

tuneable between -0.1 eV to -1 MeV and is pulsed (-0.1 ns pulses separated by a few 

ns). Originally, synchrotron experiments were performed at particle accelerators 

(synchrotron radiation is a by-product at these facilities), however more recently, 

specialist synchrotron facilities have been developed.

To produce the synchrotron radiation, electrons are accelerated to high speeds in 

several stages, until their energies are of the order of a few MeV. The electron beam is 

injected into a small booster synchrotron in bunches wherein the electrons are further 

accelerated to energies of -500 MeV, at which point they are tangentially injected into 

the main storage ring. In the storage and booster rings, strong magnetic fields are applied 

to guide the electrons around a circular path (in ultra high vacuum conditions) whilst 

being further accelerated by RF radiation; they reach energies of -2  GeV in the main 

storage ring. At such energies they are travelling close to the speed of light and so emit 

radiation from the infra-red to hard x-rays [190]. A new beam is generally injected every 

12 to 48 hours to compensate for energy losses that arise from collisions between the 

electrons and particles in the vacuum. In order to perform x-ray absorption experiments, 

the energy of the photons must be selected. This is performed in an optics hutch where 

monochromators (for example two single crystals of Si(l 11), as used for the experiments 

described in Chapter 5) to select the required energies (in this case 2-30 keV). The
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samples are mounted in the experimental hutch and are positioned in the x-ray beam, 

whilst the experiments are controlled from a separate cabin. The measurements described 

in Chapter 5 were performed at Station ID26 at the European Synchrotron Radiation 

Facility (ESRF), Grenoble.

2.9.3 X-ray Absorption

As has already been described, transitions between electronic levels can give rise to either 

the absorption or emission of x-ray photons. Examples o f such transitions are shown in 

Figure 2.11(a). Absorption events arise when electrons from the electronic levels K, L, 

M, N... (i.e. of principle quantum numbers n = 1, 2, 3, 4...) are excited to the continuum 

by an x-ray photon with sufficient energy. In the case of K-edge absorption only one line 

is observed, whereas for the L level up to three absorption events will occur from the 2s, 

2pi/2  and 2p3/2 orbitals (these are known as Li, Ln and Lm absorptions respectively). The 

XAS experiments described in Chapter 5 were performed at the Mn X'-edge. 

Alternatively, transitions can occur between different electronic shells, and these must in 

general obey the selection rule of A/ = ±1. For example, two emission lines are observed 

between the K and L shells corresponding to transitions between the 1 s and 2p orbitals; in 

the case of emission (as depicted by blue arrows in the figure), these give rise to the 

characteristic Ka lines.

Generally, absorption is monitored by measuring the incident and transmitted 

intensity (lo and /  respectively) o f the x-ray beam that passes through the sample using 

ion gas chambers. From such measurements, the linear absorption coefficient (p) of a 

sample of thickness jc can be calculated from Equation 2.21.

[2 .21]
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(
Figure 2.11. (a) An energy level diagram showing examples o f  electronic transitions 

which either arise from x-ray absorption (red) or result in x-ray emission (blue) (adapted 

from [200]). (b) A typical x-ray absorption spectrum, showing the positions o f  the pre­

edge, absorption edge, EXAFS oscillations and XANES (red box) (adapted from [201]).

However, since the samples to be studied in Chapter 5 are very dilute and are 

concentrated towards the surface, the absorption was measured by fluorescence mode 

detection. As has already been described, A^-edge absorption results in the creation of a 

hole in the 1 s level. Such a state is unstable and so the atoms relax by demotion of an 

outer electron to fill the hole; the excess energy can be emitted as a fluorescent x-ray. The 

intensity of the fluorescent x-rays (F) was measured as a function of incident x-ray 

energy using a 13-element Ge fluorescence detector positioned close to the sample, with 

the absorption coefficient calculated from Equation 2.22.

f *  = j -
*0
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Plotting the measured absorption coefficient as a function of incident x-ray energy 

produces an absorption profile, an example of which is shown in Figure 2.11(b). As seen 

in the figure, a sharp rise in the absorption spectrum occurs at a well-defined energy; at 

energies above this the sample absorbs x-rays, whereas below this energy x-rays are not 

generally absorbed (although sometimes small peaks are observed, as will be described 

shortly). The energy that this sharp rise occurs at is known as the absorption edge, and is 

generally defined as the maximum of the first derivative of the absorption spectrum. This 

energy corresponds to the point at which core level electrons are excited to the 

continuum. Sometimes, small peaks are observed just below the absorption edge; these 

are known as pre-edge features and are due to the promotion of core electrons to levels 

below the continuum (these are often forbidden transitions, as will be described in 

Section 2.9.4). At higher energies, oscillations are observed in the absorption coefficient, 

known as extended x-ray absorption fine structure (EXAFS). Such oscillations will be 

discussed in Section 2.9.5.

2.9.4 X-ray Absorption Near-Edge Structures

X-ray absorption near-edge structures (XANES) can be used to gain information about 

the oxidation state and co-ordination number of the absorbing species. As is shown in 

Figure 2.12, the position of the Mn edge is highly dependent on oxidation state, with the 

spectra of higher oxidation states increasingly shifted to higher energies. Therefore, the 

oxidation state of a sample can be determined by comparing the edge position to that of 

known reference compounds. In addition, the pre-edge features can give information 

about the local chemical environment and binding geometry of the species. For the 

example of Mn, a small peak arises due to electronic promotion from the Is to 3d levels; 

this should be forbidden (due to the A/ = ±1 selection rule), however for certain nearest 

neighbours (for example oxygen) the d-orbital takes on p-like character and so this 

orbital-mixing leads to some Is to 3d transitions [202]. This effect is particularly apparent 

for tetrahedral complexes (such as MnO [203]) and can therefore be used to assign this 

particular environment.
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Figure 2.12. The x-ray absorption spectra o f a series o f manganese oxides (adapted from 

[204]).

2.9.5 E xtended  X -ray A b so rp tio n  F in e  S tru c tu re

More detailed information on the local chemical environment of the absorbing species 

can be obtained from analysis of the EXAFS oscillations. Upon x-ray absorption, a 

photoelectron is emitted; this can be treated as a spherical wave propagating radially 

outwards from the absorbing atom. As is shown in Figure 2.13(a), this wave is reflected 

by neighbouring atoms which leads to an interference effect. Shells can be defined as 

groups of atoms of the same chemical species, all of which are the same distance from 

the absorbing atom. The interference is dependent on the distance between the absorbing 

atom and its neighbours (the bond length), in addition to the chemical species of the 

surrounding atoms, whilst its intensity is dependent on the co-ordination number (the 

number of atoms in each shell). Frequently, the measured oscillations occur from the 

innermost three or four shells, and so one of the most effective methods for analysing the 

data is to perform a Fourier transform to determine the frequencies (and therefore 

distances) responsible for the oscillations.
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Figure 2.13. (a) A schematic o f  the interference o f  photoelectrons due to scattering from  

neighbouring atoms that is responsible fo r  EXAFS oscillations (from [190]). (b) 

Normalisation o f  raw fluorescence mode EXAFS data by fitting to po (adapted from  

[201]).

A series of steps are required to analyse EXAFS data, after which the data can be 

theoretically modelled to determine the co-ordination numbers and bond distances for the 

innermost shells. As seen in Figure 2.13(b), at high energies the absorption tail is not 

constant; this is due to the sample spectrum being different to that of a single atom (for 

which an absorption coefficient of po would be expected). Since the spectrum of poifr) 

cannot be determined experimentally, this is approximated through a linear extension of 

the smooth part of p(E) at higher energies, as shown in Figure 2.13(b). The data can then 

be normalised, with the change in absorption coefficient (Ap(E)) calculated, as defined by 

Equation 2.23 and shown in the figure. From this, an expression for the interference 

function (/(£)) can be determined, as outlined in Equation 2.24.

A p(E ) = ju (E )-ju0(E) [2.23]
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Z(E ) = —  [2-24]
Mo

In order to fit the data, it is easier if the interference function is converted to be a 

function of the photoelectron wavevector (k) rather than energy. These quantities are 

related via the mass of an electron (m), Planck’s constant (h) and the absorption edge 

position (Eg), as given in Equation 2.25.

k = —  <E 
ft2 ( E„) [2.25]

Although comparison of the processed data with that of known reference samples 

can be used to determine the chemical composition, it is more common to theoretically 

model the data and compare with that determined experimentally. This is achieved by 

using the EXAFS equation (Equation 2.26), where N  is the number of neighbouring 

atoms, R is the distance to the neighbouring atom, o? is the disorder in the neighbour 

distance, J{k) and <S(A:) are scattering properties of the atoms in each shell. The 

interference function /(k) is summed over each of the j  shells.

„  N , f , ( k ) e ' 2lWj 
* (*) = ! ;  , „ 2--------- sin[2*R,<?,(*)] [2.26]

; kR ,

The theoretical modelling is generally performed by iterative fitting (using initial 

estimates of the fitting parameters) and comparing to the experimental spectrum of /(&) 

and its Fourier transform.
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2.10 X-RAY PHOTOELECTRON SPECTROSCOPY

X-ray photoelectron spectroscopy (XPS), also known as electron spectroscopy for 

chemical analysis (ESCA), can be used to determine the elemental composition and local 

chemical environment of a surface [190]. X-ray photons are directed onto a surface, 

resulting in the emission of photoelectrons, whose kinetic energies are measured and 

related to the binding energies (which will be defined shortly) of the species present. 

Since the photoelectrons quickly lose energy as a result of inelastic scattering, only those 

emitted by atoms from within approximately 10 nm of the surface are detected, rendering 

XPS a highly surface sensitive technique. The chemical composition of the illuminated 

region (for all elements except H and He) is determined from the measured electron 

binding energies, whilst the respective intensities provide information about the relative 

elemental abundances. High resolution spectra yield information about the local chemical 

and electronic states of the species present. In addition, the chemical composition in 

terms of surface position or depth can be obtained (these are outside the scope of this 

work).

In this technique, monochromatic x-ray photons are incident upon the surface 

atoms; the x-rays can either pass straight through the atoms, be scattered (either 

elastically or inelastically) or transfer their energy to core-level electrons. If the latter 

process occurs, a core electron can be emitted (provided the energy of the incident photon 

is greater than a threshold, known as the binding energy) and a core hole is created. The 

binding energy (Eb) is the energy required to excite an electron from the core shell to the 

continuum and is dependent on the atomic species, electronic level excited and any 

bonding to neighbouring atoms (bound atoms alter the local electron distribution). In 

XPS, the kinetic energy (Ex) of the emitted photoelectrons is measured. This is related to 

the binding energy, as expressed in Equation 2.27, in which the work function of the 

spectrometer {(p) is the additional energy required to remove an electron from the surface 

(for conductive samples) and h v is the energy of the incident x-ray.

EB = h v - E K -(f> [2.27]
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If the other electrons of the atom do not re-arrange themselves upon emission of 

the photoelectron, then the binding energy is equal and opposite of the orbital energy for 

the ejected photoelectron (e), as expressed by Koopman’s theorem (Equation 2.28).

However, this approximation is not valid since the remaining electrons do re-arrange 

themselves, in order to minimise the energy of the ionised electron and partially shield 

the core hole. The reduction in energy caused by this re-arrangement is known as the 

relaxation energy, Er. In addition, there are other correction factors due to electron 

correlation (,e COrr) and relativistic effects (srei), although these are generally negligible. An 

expression for the binding energy in terms of these factors is given in Equation 2.29.

A typical XPS spectrum contains many sharp lines, and these are due to core 

electrons being emitted from the various elements present at the sample surface. In 

addition, less intense (Auger) peaks are detected from outer electrons that are ejected as a 

result of the rearrangement of core level electrons (to fill the core hole). The width of 

each spectral line is determined not only by the instrumental resolution, but also by the 

lifetime of the core hole; holes created in the innermost levels (e.g. Is) have shorter 

lifetimes and so have wider peaks (due to Heisenberg’s uncertainty principle, the line- 

width is inversely proportional to the hole lifetime). The measured intensities of the peaks 

vary for different electronic levels and across the periodic table; this is mainly due to 

variations in the principal (n) and angular momentum (/) quantum numbers. In order to 

correct for this, the integrated area of each peak must be divided by the known sensitivity 

factor (for example, as given in [205, 206]).

E g [2.28]

c o r r [2.29]
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Shifts in the binding energies of elements can be a result of different oxidation 

states; the binding energy of a species generally increases with increasing oxidation state. 

In addition, these shifts can be due to different chemical environments, with local 

bonding often having a significant effect on the relaxation energy (Equation 2.29). Once 

a photoelectron has been emitted it can interact with the other electrons and excite a 

valence electron to an unoccupied state, thus losing some of its energy. This gives rise to 

additional peaks in the XPS spectra that occur at slightly lower binding energies, known 

as shake-up satellites. Another important spectral feature is the splitting of the p, d  and /  

orbitals. After the photoemission of an electron from the 3p  orbital, the remaining 

electron can be in a spin up or spin down state; a magnetic interaction between this 

electron and its orbital angular momentum (/') gives rise to a splitting of the degenerate 

states (spin-orbit coupling). For the case of the p  orbital, this means that the p j /2 and p^n 

levels are split with an intensity ratio of 1:2 (given by (2\j + 1) where j  = (/ + s), I = 1 and

5 = ± 1/2).

The XPS measurements discussed in Chapter 5 were performed using an Escalab 

220i-XL instrument* (typical base pressure of 2xl0"9mbar). A1 K« x-rays of 1486.6 eV 

were incident upon the sample with a spot size of 1 mm x 0.25 mm. The photoelectrons 

were collected and their kinetic energy measured using a hemispherical electrostatic 

energy analyzer.

2.11 X-RAY DIFFRACTION

X-ray diffraction (XRD) is used to investigate the crystallographic order within a solid 

sample. This technique is based on the ability of atoms to diffract x-rays (via their 

electron cloud); atoms with higher atomic mass act as stronger scattering centres. For an 

ordered array of atoms or molecules, diffraction peaks will be observed at specific beam- 

sample angles which are dependent on the crystal structure of the sample (as given by

* Measurements performed with G eoff Hyett and Rob Palgrave.
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Bragg’s law, which will be described shortly). By measuring the intensity of the 

diffracted x-rays as a function of angle, a diffraction spectrum can be constructed, from 

which the crystal structure can be determined. Information about crystallite size and the 

degree of order within a sample can be obtained from the width of the peaks, as will be 

discussed in Chapter 4.

2.11.1 Crystal Structure

The unit cell is used to define the crystal structure; this is an arrangement of atoms of the 

smallest volume from which the crystal lattice can be constructed (when many unit cells 

are stacked together in a three dimensional manner). The lengths and angles that make up 

the unit cell are known as the lattice parameters, and are defined as in Figure 2.14(a). 

There are only seven crystal systems that can be used to construct a three dimensional 

crystal from the lattice parameters in such a way that each lattice point has an identical 

environment to that around every other lattice point [207]. These are known as triclinic, 

monoclinic, orthorhombic, hexagonal, rhombohedral, tetragonal and cubic systems, and 

in turn make up the 14 Bravais lattices, when combined with the possible lattice centrings 

(for example, face centred cubic and body centred cubic).

a
(a)

\ o o — /

/ /
(100)

(c)

Figure 2.14. (a) Definition o f the angles and lengths that make up a unit cell (b)-(e) A 

selection ofplanes o f a cubic unit cell, as denoted by the Miller indices shown.
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The directions and planes within a Bravais lattice are defined by Miller indices. 

These are written as (h k I) to denote planes in the reciprocal lattice where h, k, and I are 

integers. Examples of a selection of planes with different Miller indices for a cubic lattice 

are given in Figures 2.14(b)-(e). It should be noted that [h k /] denotes a direction in the 

basis of the direct lattice vectors (rather than the reciprocal lattice), and this notation will 

be used in Chapter 3. The lattice vectors in reciprocal space are inversely proportional to 

those in real space.

2.11.2 Bragg’s Law

X-ray diffraction measurements are performed using a monochromatic, collimated x-ray 

beam, which is directed onto the sample forming an angle 6, as shown in Figure 2.15. At 

specific values of 6 there will be constructive interference from beams that are diffracted 

from successive horizontal lattice planes (separated by a distance of d). This occurs when 

the extra additional pathlength (2jc), denoted by the two red arrows in the figure, is equal 

to an integer multiple of the wavelength (2), as outlined in Equation 2.30.

nX = 2x [2.30]
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Figure 2.15. A schematic o f  the diffraction o f x-rays from a crystal lattice in which 

scattering centres (atoms or molecules) are shown as dark blue spheres whilst the x-ray 

beam is shown as a mid-blue line.

From the figure it is apparent that the distance x can be related to the separation 

between the crystal planes via simple trigonometry, as given by Equation 2.31.

x = d s mO  [2.31]

This can then be combined with Equation 2.30 to give Bragg’s law (Equation 2.32).

nA = 2d  sin 6 [2.32]

The x-ray diffraction spectra described in Chapter 4 were acquired in 0-20 mode, 

in which the incident x-ray beam is fixed and the sample is rotated in a stepwise manner 

by and angle of 0, whilst the detector is moved through an angle of 20. From an 

experimental plot of the diffracted x-ray intensity as a function of 20, values of d  can be 

calculated, using Bragg’s law.

2.11.3 Experimental Conditions

The measurements that will be described in Chapter 4 were performed using a Phillips 

X’pert x-ray diffractometer with a Cu K a  x-ray source (2= 1.54 A) and step size of 

0.02°. Typical scans were performed between 5° < 20 < 50° and accumulated for 7 to 

16 hours.
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Chapter Three: CuPc Growth on Passivated Si(100) Surfaces

It is o f  interest to determine the morphology o f ultra-thin CuPc film s on 

technologically important substrates such as silicon. Scanning tunnelling 

microscopy is used here to study the growth modes o f  CuPc on three 

surfaces; Si(100) passivated with either hydrogen or ammonia (Si(100):H or 

Si(1 0 0 ):NH3 respectively) and a Si (100) surface containing Bi nanolines 

also passivated with ammonia (Si(100):NHs/Bi). Molecular islands are 

observed on all surfaces. The islands are o f  a uniform height corresponding 

to upright standing CuPc molecules and do not preferentially form at step 

edges, defects or in the vicinity o f  Bi nanolines. Different global 

morphologies are observed on the H  or NH3 passivated surfaces, wherein 

larger, more isolated and ordered molecular islands are form ed on 

Si(1 0 0 ):NH3. These differences are attributed to an enhanced molecular 

mobility on this surface arising from  a repulsive interaction between the Pc 

ligand and N  lone pairs o f  the Si(1 0 0 ):NH3 surface. Molecular columns can 

be resolved and these run across the surfaces, forming an angle o f  ±64° to 

[Oil] directions o f  the Si substrate, with higher order CuPc layers following 

the morphology o f those below. Detailed images in which individual 

molecular features can be resolved have allowed a model fo r  molecular 

orientation with respect to the Si dimer rows to be constructed, in which 

strong similarities with the bulk a-phase are noted suggesting that the 

initial stages o f  formation o f  this phase are being observed.

This chapter will present studies of the growth of CuPc on a range of passivated Si(100) 

surfaces. As has already been described in Chapter 1, the relative strengths of the 

molecule-substrate and intermolecular interactions play an important role in the growth 

morphology of ultra-thin films. In particular, for CuPc monolayers on strongly interacting 

substrates the molecules lay flat against the substrate in either a disordered manner, for
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example as seen on clean Si(100) surfaces [14, 52, 53], or forming ordered arrays, as seen 

on metallic surfaces [54-57, 208, 209] and III-V semiconductors [58]. In contrast, on 

polycrystalline and amorphous substrates where the molecule-substrate interaction is 

reduced, parallel stacks of molecules are formed wherein the molecular plane is 

perpendicular to the substrate [50].

One of the aims of this work is to determine the morphology of ultra-thin CuPc 

films on Si(100) surfaces passivated with either NH3 or H. These surfaces will be denoted 

Si(100):NH3 and Si(100):H respectively, whilst schematics of the two surfaces are shown 

in Figure 3.1. When an NH3 molecule is absorbed on a clean Si(100) surface it 

dissociates into a NH2 group and H atom which passivate the Si dangling bonds of the 

dimer row (as shown in the figure), resulting in the presence of N lone pairs at the surface 

[210]. The NH2 groups are known to form both linear and zigzag arrangements; the 

former case is depicted in Figure 3.1, whilst for zigzag patterns the position of the NH2  

and H groups along the alternate dimer rows. Small, localised regions of each of these 

arrangements are observed across the surface but overall the distribution of the NH2 

groups is close to random [211]. For the case of Si(100):H, all Si dangling bonds are 

terminated by H atoms, producing a more uniform surface.

Si(100):NH3 Si(100):H

Figure 3.1. Schematics o f  the Si(100):NH3 and Si( 100) :H surfaces. Si atoms are shown in 

dark blue, whilst turquoise and light blue spheres represent N  and H atoms respectively.
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The other main aim of this chapter is to investigate the possibility of the CuPc 

molecules templating to Bi nanolines. For this, Bi nanolines were deposited in-situ onto a 

clean Si(100) wafer which was subsequently passivated with NH 3 to form a 

Si(1 0 0 ):NH3 /Bi surface. The nanolines self-assemble on the Si(100) surface forming 

atomically straight pairs of Bi rows that are 1.5 nm wide and run for up to microns in 

length along the [Oil] substrate direction. A detailed study of the Bi nanolines is outside 

the scope of this work and has been reported elsewhere (a review of their properties is 

presented in [178]). Importantly, metals such as In and Ag have been observed to 

template to these structures after NH3 passivation [212, 213], suggesting that they provide 

more reactive sites than the NH2 or H groups. In addition, their width is close to the 

dimensions of the CuPc molecule [14] and so it seems feasible that the molecules would 

preferentially adsorb onto these structures. It should be noted that since this work was 

performed, it has been reported that CuPc molecules do not adsorb onto Bi nanolines on 

clean Si(100) surface (i.e. without passivation) and instead are pinned by Si dangling 

bonds [214]. This is not surprising as CuPc molecules are known to interact strongly with 

the Si(100) surface, as has already been described, and does not necessarily imply that 

molecular templating will not be observed on the Si(1 0 0 ):NH3 /Bi surface since a weaker 

interaction strength is anticipated between the CuPc and passivating layer.

The surfaces were created in-situ by the preparation of a clean Si(100) surface 

which was then passivated with either hydrogen or ammonia, as described in Section 

2.1.1. In some cases, Bi nanolines were deposited prior to ammonia passivation. CuPc 

was deposited in-situ on the substrate held at room temperature at a very low flux (a 

typical rate of -0.005 monolayers per minute was calculated from the total CuPc 

coverages derived from the STM images). In all studies described in this Chapter, the 

molecular coverage was systematically increased with the surface imaged by STM 

between each deposition. The discussion of this chapter will be broken into two sections; 

in Section 3.1 the surface morphology will be discussed as a function of increased 

molecular coverage on the surfaces, whilst Section 3.2 will comprise a more detailed 

discussion of molecular orientation with respect to the substrate. All lengths quoted are 

calculated from performing multiple measurements, with the standard error calculated 

(from the standard deviation) in all cases.
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This work was performed during a 10 week internship funded by the International 

Centre for Young Scientists at the National Institute of Materials Science, Tsukuba, 

Japan.

3.1 GLOBAL MORPHOLOGY: MOLECULAR ISLAND GROWTH

In this section, studies will focus on the large-scale morphology of the CuPc structures 

formed on the passivated Si( 100) surfaces as a function of increasing molecular coverage 

(Sections 3.1.1-3.1.3). In Section 3.1.4, observed differences in the morphology as a 

function of coverage on the Si(100):NH3 and Si(100):H surfaces will be discussed and 

explanations for any trends offered.

3.1.1 Initial Stages of CuPc Deposition

Initially, a very low coverage of CuPc was deposited onto the freshly prepared surfaces; 

the STM images show the appearance of many small features scattered across the surface, 

as seen in Figure 3.2. Images obtained from each of the passivated Si surfaces show a 

similar morphology (examples on the Si(100):H and Si(100):NH3/Bi surfaces are given). 

The features are distributed in a random and homogeneous manner, with no preferential 

formation of clusters or nucleation at Si step edges. Upon close inspection, these features 

are seen to frequently comprise four lobes, as shown in the inset of Figure 3.2(a). In 

addition, they all appear to be of similar dimensions, typically

1.7 ± 0.2 nm x 1.7 ± 0.2 nm and apparent height of 0 .7±0.1nm . These lateral 

dimensions are close to that known for CuPc (as shown in Figure 1.1) which, in addition 

to the observed four-lobed appearance, permits these features to be attributed to CuPc 

molecules lying parallel to the substrate.
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20nm

(a) (b)

Figure 3.2. Typical STM  images o f  (a) the Si(100):H and (b) the Si(100):NH fB i surfaces 

after a short deposition o f  CuPc (-2.00 V, 0.200 nA). The inset to (a) is taken from  the 

boxed region, whilst the white arrows in (b) highlight a Bi nanoline structure.

A s  d e s c r i b e d  i n  S e c t i o n  1 . 2 . 2 ,  H e r s a m  et al. h a v e  s h o w n  t h a t  t h e  d e p o s i t i o n  o f  

C u P c  o n t o  S i ( 1 0 0 ) : H  s u r f a c e s  w h e r e  H  a t o m s  h a v e  b e e n  s e l e c t i v e l y  r e m o v e d  r e s u l t s  in  

t h e  p i n n i n g  o f  C u P c  m o l e c u l e s  b y  t h e  e x p o s e d  S i  d a n g l i n g  b o n d s  [ 7 9 ,  8 0 ] .  T h e s e  a u t h o r s  

d e m o n s t r a t e d  t h a t  C u P c  m o l e c u l e s  c a n  i n t e r a c t  w i t h  t h e  d a n g l i n g  b o n d  v i a  t h e  c e n t r a l  C u  

a t o m  o r  t h r o u g h  t h e  o r g a n i c  l i g a n d ,  w i t h  t h e  f o r m e r  i n t e r a c t i o n  b e i n g  m o r e  p r o b a b l e  a n d  

l e a d i n g  t o  t h e  m o l e c u l e s  a p p e a r i n g  b r i g h t  w h e n  p r o b e d  w i t h  t u n n e l l i n g  c o n d i t i o n s  s i m i l a r  

t o  t h o s e  i n  F i g u r e  3 . 2 .  T h i s  s u g g e s t s  t h a t  t h e  f e a t u r e s  o b s e r v e d  i n  F i g u r e  3 . 2  a r e  C u P c  

m o l e c u l e s  t h a t  h a v e  b e e n  t r a p p e d  b y  S i  d a n g l i n g  b o n d s  r e s u l t i n g  f r o m  a n  i n c o m p l e t e  

p a s s i v a t i o n  l a y e r .  R e p e a t e d  s c a n n i n g  o f  t h e  s a m e  s a m p l e  r e g i o n  d o e s  n o t  s h o w  s i g n i f i c a n t  

c h a n g e s  i n  t h e  p o s i t i o n s  o f  t h e  f e a t u r e s ,  f u r t h e r  s u p p o r t i n g  t h i s  a s s i g n m e n t .  T h e  f e a t u r e
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density is observed to saturate at similar coverages for all surfaces (0.030 ± 0.005 nm2 

and 0.042 ±0.005 nm2 for the Si(100):NH3 and Si(100):H surfaces respectively). These 

values correlate well with the known defect densities produced by the passivation 

techniques used here and so these coverages are expected to mark the complete 

termination of the unpassivated dangling bonds with CuPc.

One of the initial aims of these experiments was to investigate the possibility of 

molecular templating to the Bi nanoline surface. As can be seen in Figure 3.2(b), no 

preferential adsorption onto the Bi nanolines was observed. Instead, the molecules were 

seen to avoid the nanolines; these structures are known to be defect free [178, 215] and 

do not contain Si dangling bonds, further highlighting the requirement for Si dangling 

bonds in the pinning of the molecules.

3.1.2 First Layer Island Formation

Once the flat-lying molecules have saturated all defect sites, further deposition leads to 

the formation of molecular islands. In all cases, the underlying flat CuPc molecules 

pinned to the substrate can be observed as bright features through the islands with their 

density remaining at the saturated values given in Section 3.1.1. Typical images of the 

islands formed on the Si(100):NH3 surface are shown in Figure 3.3. These features have a 

kinked outline and are of uniform height, measuring 1.7 ± 0.2 nm in all cases. This height 

is in close agreement with the lateral dimensions of CuPc and implies that the molecules 

are aligned in a standing manner, with their molecular plane perpendicular to the 

substrate. Such an orientation suggests that the intermolecular van der Waals and 71-71 

interactions are stronger than those between the molecules and substrate.

At low coverages (Figure 3.3(a)) the islands are isolated but relatively large, being 

up to ~1 pm in length, suggesting a high molecular mobility on this surface. They appear 

to have one or two large-scale net directions giving the appearance of branches or arms 

running across the surface, and these are generally orthogonal to one other. This 

behaviour is similar to that observed for 40 nm thick CuPc films on unpassivated Si(100) 

in which linear features align along the [011] directions [75]. In addition, no preferential 

nucleation at surface defects or step edges is observed, whilst the islands readily cross Si
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t e r r a c e s  w i t h o u t  p e r t u r b a t i o n  ( F i g u r e  3 . 3 ) .  T h e  l o n g - r a n g e  d i r e c t i o n a l i t y  s u g g e s t s  t h a t  t h e  

s u b s t r a t e  l a t t i c e  p l a y s  a n  i m p o r t a n t  r o l e  i n  i s l a n d  m o r p h o l o g y ,  w h i l s t  t h e  o r t h o g o n a l  

n a t u r e  o f  t h e  b r a n c h e s  c a n  b e  e x p l a i n e d  b y  t h e  ( 2 x 1 )  s u r f a c e  r e c o n s t r u c t i o n  o f  S i ( 1 0 0 ) ,  

a s  w i l l  b e  r e t u r n e d  t o  i n  S e c t i o n  3 . 2 . 4 .  I s l a n d s  o f  s i m i l a r  a p p e a r a n c e  a r e  o b s e r v e d  o n  t h e  

S i ( 1 0 0 ) : N H 3/ B i  s u r f a c e ,  w i t h  n o  p r e f e r e n t i a l  n u c l e a t i o n  i n  t h e  v i c i n i t y  o f  o r  a w a y  f r o m  

t h e  B i  n a n o l i n e s .  T h i s  i n d i c a t e s  t h a t  t h e  C u P c - B i  i n t e r a c t i o n s  a r e  n o t  s t r o n g  e n o u g h  t o  

p r o v i d e  a  p r e f e r e n t i a l  n u c l e a t i o n  s i t e  f o r  m o l e c u l a r  t e m p l a t i n g  a n d  t h a t  t h e  n a n o l i n e s  a r e  

e f f e c t i v e l y  i n v i s i b l e  t o  t h e  C u P c  m o l e c u l e s .

CuPc island^

100nm
substrate

(a) . (b)

Figure 3.3. The formation o f  molecular islands on the S i(l 00):NHj surface at coverages 

o f (a) -0.047 ML (-2.80 V, 0.120 nA) and (b) -0 .18 ML (-2.80 V, 0.150 nA). White 

arrows highlight Si step edges. A similar morphology was observed fo r  the 

Si(100):NHfBi surface.

M o l e c u l a r  i s l a n d s  a r e  a l s o  f o r m e d  o n  t h e  S i ( 1 0 0 ) : H  s u r f a c e  a t  s i m i l a r  C u P c  

c o v e r a g e s ,  e x a m p l e s  o f  w h i c h  a r e  s h o w n  i n  F i g u r e  3 . 4 .  A g a i n ,  t h e s e  a r e  m e a s u r e d  t o  b e  

o f  u n i f o r m  h e i g h t  1 . 7 ± 0 . 2 n m ,  s u g g e s t i n g  t h a t  t h e y  c o m p r i s e  u p r i g h t  s t a n d i n g  

m o l e c u l e s .  A  p r e f e r e n t i a l  d i r e c t i o n a l i t y  i s  s e e n  a l o n g  s i m i l a r  d i r e c t i o n s  t o  t h o s e  o n  t h e
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S i ( 1 0 0 ) : N H 3  s u r f a c e ,  h o w e v e r  t h e  s i z e  a n d  a p p e a r a n c e  o f  t h e  f e a t u r e s  o n  S i ( 1 0 0 ) : H  a r e  

n o t a b l y  d i f f e r e n t ;  m a n y  m o r e  i s l a n d s  h a v e  n u c l e a t e d  a n d  t h e s e  a r e  s m a l l e r  a n d  m o r e  

f r a g m e n t e d  t h a n  t h o s e  i n  F i g u r e  3 . 3 .  T h i s  s u g g e s t s  a  l o w e r  m o l e c u l a r  m o b i l i t y  o n  t h e  

S i ( 1 0 0 ) : H  s u r f a c e ,  a  m o r e  d e t a i l e d  d i s c u s s i o n  o f  w h i c h  w i l l  b e  p r e s e n t e d  i n  S e c t i o n  3 . 1 . 4 .

(a) (b)

F igure  3.4. The morphologies o f CuPc islands observed on a Si(100):H surface at 

coverages o f (a) -0.034 ML (-2.00 V, 0.100 nA) and (b) ~0.21 ML (-3.00 V, 0.100 nA).

3.1.3 M u ltilay e r Is la n d  F o rm a tio n

M u l t i l a y e r  i s l a n d s  a r e  f o r m e d  u p o n  f u r t h e r  C u P c  d e p o s i t i o n  o n  a l l  s u r f a c e s .  T y p i c a l  

i m a g e s  o f  s e c o n d  l a y e r  c o v e r a g e  o n  t h e  S i ( 1 0 0 ) : N H 3  s u r f a c e  a r e  s h o w n  i n  F i g u r e  3 . 5 ,  

w h e r e  t h e  s u b s t r a t e ,  f i r s t  a n d  s e c o n d  l a y e r s  o f  C u P c  a r e  l a b e l l e d  a c c o r d i n g l y .  T h e s e  

a d d i t i o n a l  l a y e r s  a r e  o f  u n i f o r m  h e i g h t ,  a n d  t h i s  i s  a g a i n  m e a s u r e d  t o  b e  1 . 7 ± 0 . 2 n m  

s u g g e s t i n g  t h a t  t h e y  t o o  c o m p r i s e  m o l e c u l e s  a l i g n e d  p e r p e n d i c u l a r  t o  t h e  p l a n e  o f  t h e  

s u b s t r a t e ,  i n  a  s i m i l a r  m a n n e r  t o  t h e  f i r s t  l a y e r .  T h e  l o n g - r a n g e  d i r e c t i o n a l i t y  i s  

m a i n t a i n e d  w i t h  t h e  f o r m a t i o n  o f  n a r r o w  i s l a n d s  t h a t  f o l l o w  t h e  d i r e c t i o n  o f  t h e
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u n d e r l y i n g  m o n o l a y e r  i s l a n d  b r a n c h .  N o t e  t h a t  t h e s e  h i g h e r  o r d e r  s t r u c t u r e s  a l w a y s  

f o l l o w  t h e  d i r e c t i o n a l i t y  o f  t h e  l a y e r  b e n e a t h  a n d  a r e  n e v e r  o b s e r v e d  t o  r u n  p e r p e n d i c u l a r  

t o  i t ,  s u g g e s t i n g  t h a t  t h e  f i r s t  l a y e r  p l a y s  a  c r u c i a l  r o l e  i n  t h e  m o r p h o l o g y  o f  h i g h e r  o r d e r  

l a y e r s .  A s  s e e n  i n  F i g u r e  3 . 5 ,  t h e  s e c o n d  l a y e r s  a r e  o b s e r v e d  t o  h a v e  a  k i n k e d  o u t l i n e ,  a s  

in  a n  a n a l o g o u s  m a n n e r  t o  t h e  f i r s t  l a y e r ,  w h i c h  c o u l d  b e  e x p l a i n e d  b y  t h e  f o r m a t i o n  o f  

w e l l - d e f i n e d  d o m a i n s  ( t h i s  w i l l  b e  r e t u r n e d  t o  i n  S e c t i o n  3 . 2 ) .

substrate

second l^ erC u P c

200nm

substrate

100nm

(a) (b)

Figure 3.5. Typical STM images o f  the formation o f a second layer o f  CuPc on the 

Si(100):NHs surface at molecular coverages o f  (a) ~0.49 ML (-2.80 V, 0.120 nA) and (b) 

~0.59 ML (-3.00 V, 0.100 nA).

T h e  g r o w t h  o f  a  s e c o n d  l a y e r  C u P c  o n  t h e  S i ( 1 0 0 ) : H  s u r f a c e  h a s  a l s o  b e e n  

s t u d i e d ,  w i t h  t w o  t y p i c a l  i m a g e s  s h o w n  i n  F i g u r e  3 . 6 .  A g a i n ,  t h e  s e c o n d  l a y e r  i s  o f  a  

u n i f o r m  h e i g h t  t h a t  c o r r e s p o n d s  t o  t h e  m o l e c u l e s  s t a n d i n g  u p r i g h t ,  a n d  t h e  l o n g - r a n g e  

p r e f e r e n t i a l  d i r e c t i o n a l i t y  d e s c r i b e d  p r e v i o u s l y  i s  a l s o  m a i n t a i n e d .  I n t e r e s t i n g l y ,  t h e  o n s e t  

o f  s e c o n d  l a y e r  n u c l e a t i o n  o c c u r s  w h e n  t h e  f i r s t  l a y e r  i s  a p p r o a c h i n g  c o m p l e t i o n  ( i t  i s  

m o r e  t h a n  8 0 %  c o m p l e t e )  w h i l s t  t h e  c o r r e s p o n d i n g  f i r s t  l a y e r  c o v e r a g e  a t  t h i s  p o i n t  o n  

t h e  S i ( 1 0 0 ) : N H 3  s u r f a c e  i s  l e s s  t h a n  5 0 % .  A s  s h o w n  i n  F i g u r e  1 .7 ,  t h e  f o r m a t i o n  o f  t h r e e
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dimensional islands is typical of a Volmer Weber growth mode, whilst a more layer-by- 

layer growth is known as Stranski-Krastanov. The behaviour on Si(100):NH3 can be 

attributed to a the former case, whilst that observed on the Si(100):H surface is more 

similar to a Stranski-Krastonov growth mode.

second layer ■first'teyer

substrata., \  
\ ^substrate

200nm

(a) (b)

Figure 3.6. Second layer CuPc island formation o f  the Si(100):H surface after (a) 

0.91 ML (-2.70 V, 0.080 nA) and(b) 1.04 ML (-2.80 V, 0.10 nA).

Figure 3.7 depicts the onset of third layer growth on the Si(100):NH3 and 

Si(100):H surfaces, which have similar properties to the other layers. It is interesting to 

note that the point of third layer nucleation occurs whilst the second layer islands are 

relatively small on both surfaces. This suggests a different growth mode to that described 

for the second layers which is not as dependent on the interaction between the molecule 

and substrate. However, the higher order layers remain more fragmented on Si(100):H, as 

was seen for the first layer, demonstrating that the passivating species does play a role in 

their morphology. It should be noted that studies of layers more than 3 molecules thick 

were not possible due to difficulties in maintaining a tunnelling current between the tip 

and substrate.
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(a) (b)

Figure 3.7. Multilayer CuPc islands on the (a) Si(100):NH3 surface (-3.00 V, 0.100 nA, 

0.68 ML) and (b) Si( 100):Hsurface (-2.70 V, 0.100 nA, 1.34 ML).

3.1.4 Comparison of Molecular Coverages

As has already been commented upon, the onset of second and higher order growth 

occurs at different molecular coverages on the ammonia and hydrogen passivated 

surfaces. These are summarised as a function of total molecular material deposited 

(defined in terms of complete upright standing monolayers) in Figure 3.8. It should be 

noted that the coverage values were obtained by averaging the measured area of each 

layer for a series of large-scale images taken after each period of CuPc deposition.

The most notable difference is that the onset of the second layer CuPc on the 

Si(100):H surface occurs once the coverage of the first layer starts to plateau, i.e. as the 

first layer nears completion. In contrast, on the Si(100):NH3 surface the second layer 

islands are observed whilst the first layer is less than 50% complete (such a growth mode 

is analogous to the case of pentacene on oxidised Si(100) [216]). As has already been 

postulated, it seems likely that multilayer growth, especially that of the second layer, is 

strongly influenced by the first layer morphology. The first layer islands on Si(100):NH3

104



Chapter 3 CuPc Growth on Passivated Si(100) Surfaces

are significantly larger than their Si(100):H counterparts. This is likely, at least in part, to 

be responsible for the observed differences in total coverage needed for second layer 

nucleation; when arriving on larger islands there is a higher probability that any incident 

molecules will encounter others and therefore nucleate the next layer instead of reaching 

the island edge, diffusing onto the substrate and increasing the expansion of the 

underlying layer. Interestingly, third layer nucleation occurs before the second layer is 

even 50% complete in both cases, suggesting that for higher order layers the role of the 

substrate is reduced and that it is the molecule-molecule interactions which govern the 

growth morphology of higher order layers.

Si(100):NH.
1st Layer 
2nd Layer 
3rd Layer

0.0 0.1 0 2  0.3 0.4 0.5

Total coverage (ML)
0.6
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2nd Layer 
3rd Layer
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Figure 3.8. Calculated fractional island coverages as a function o f total molecular 

coverage fo r the (a) Si(100):NH3 and (b) Si (100) :H surfaces.

There is clearly a higher molecular mobility on Si(100):NH3 than on the 

equivalent H terminated surface, as is seen in the numerous, small, fragmented islands in 

Figure 3.4 as opposed to large isolated islands in Figure 3.3. Although the H termination 

was less complete than that of ammonia, as given by the saturation densities of flat lying 

molecules observed at low coverages, this difference is small (0.030 ± 0.005 nm2 vs 

0.042 ± 0.005 nm2). Therefore, it is unlikely that the resulting variation in roughness 

could be solely responsible for these observed differences. Instead, this phenomenon can
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be attributed to differences in the interactions between the CuPc molecules and 

passivating species.

For the Si(100):NH3 surface, NH2  and H groups terminate the Si dangling bonds, 

as shown in Figure 3.1, resulting in the presence of N lone pairs at the surface. Isolated N 

lone pairs display an attractive interaction with the central metal in MPcs, for example, as 

seen in gasses or loosely packed monolayers [217] and so this may be expected to occur 

here. However, an exclusively attractive interaction would result in flat-lying molecules 

on the Si(100):NH3 surface, with a similar appearance to those trapped by the 

unpassivated Si dangling bonds in Figure 3.2, but with a significantly higher saturation 

coverage; this does not agree with the experimental observations. Instead, the higher 

relative molecular mobility of CuPc on Si(100):NH3 as opposed to that on the neutral 

Si(100):H surface implies a slightly repulsive interaction between the lone pair and 

molecule. Since the N lone pair is directed away from the surface normal [211], it cannot 

interact strongly with Cu for steric reasons. Instead it is mainly the Pc ligand, which is 

electronegative, that interacts with and is repelled by the N lone pair, thus reducing the 

adsorption energy of the CuPc molecule on this surface and so increasing its mobility. In 

contrast, the Si(100):H surface is chemically inert and so neither attracts nor repels the 

molecules, leading to a lower relative mobility and therefore higher nucleation density of 

smaller islands.

In addition to the aforementioned size differences of the CuPc islands which could 

themselves be responsible for the lower total molecular coverage required for second 

layer nucleation on the Si(100):NH3 surface, the slightly repulsive NH2 -PC interaction 

may also have an effect on the formation of the second layer. On this surface, the second 

layers are often formed in the vicinity of the first layer boundary (as shown in Figure 

3.5(a)) and it is feasible that at the point of nucleation they were even closer to the first 

layer edge. In contrast, the corresponding layer on the H passivated surface forms closer 

to the centre of the islands (Figure 3.6). These differences may be explained by the lower 

molecular stability on Si(100):NH3 (due to the Pc ligand-N lone pair repulsion), which 

would reduce the rate of diffusion of molecules from on top of the first layer to the 

passivating layer, acting as a Schwoebel barrier [218].
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3.2 MOLECULAR ARRANGEMENT WITHIN COLUMNS

In this section, a more detailed discussion of the structure of the molecular islands will be 

presented. The images described here will be those obtained for the Si(100):NH3 surface 

since these were of the highest resolution and discussion of one surface should lead to a 

more coherent analysis. It should be noted that images of the molecular islands formed on 

Si(100):H show a similar structure to those on Si(100):NH3 but with smaller domain 

sizes. Detailed images of the texture of the molecular islands will be presented and 

discussed in Sections 3.2.1-3.2.3. These studies have led to the proposal of a model of 

the molecular alignment with respect to the surface, which is included along with a 

discussion of how this correlates to bulk CuPc structures in Section 3.2.4.

3.2.1 Texture of Islands: Observation of Molecular Rows

As has already been noted, the molecular islands are observed to have a kinked outline. 

This suggests that there exist preferential molecular alignments and that these average out 

to give the overall directionality of the island branches. More detailed images, such as 

those in Figure 3.9, show that the islands themselves have a striped texture. Since discrete 

heights corresponding to the known lateral dimensions of CuPc molecules have been 

measured, implying that the islands comprise upright standing molecules, this suggests 

the formation of molecular rows which give rise to this striped appearance. As was 

described in Section 1.2.1, within the bulk crystallites CuPc molecules stack to form 

columns due to n-n and van der Waals interaction and so the formation of molecular rows 

is energetically favourable for bulk systems. Therefore, the observation of molecular 

columns here is not surprising, especially since this has been observed on other substrates 

elsewhere [50]. The average lengths of the molecular columns have been determined over 

a selection of images; these were measured to be 9.7 ± 1.2 nm and 7.3 ± 0.9 nm for the 

Si(100):NH3 and Si(100):H surfaces respectively. The larger domain size of the islands 

on Si(100):NH3 is in agreement with the earlier observation of an increased molecular 

mobility (and therefore order) on this surface. It should be noted that the domains were 

observed to be longer in a direction running perpendicular to the column direction (on
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Si(100):NH3 the domains were frequently up to 30-100 nm wide), which may suggest a 

degree of strain on the column formation, possibly due to templating to the underlying Si 

surface, as will be discussed further in Section 3.2.4.

second layer

10nm

(a) (b)

Figure 3.9. The observation o f  a striped texture to the molecular islands form ed on 

Si(100):NH3 fo r (a) first layer (-3.20V, 0.100 nA, 0.49 ML) and (b) second layer on first 

layer (-3.00 V, 0.100 nA, 0.68 ML) islands. Examples o f  molecular column directions and 

underlying CuPc molecules are indicated by white lines and arrows respectively.

As highlighted in Figure 3.9, flat underlying molecules are clearly visible through 

the islands. These do not appear to influence the column growth since neither kinks nor 

domain boundaries frequently occur in the vicinity of the underlying molecules. In 

addition, these molecules themselves appear larger than when not covered by islands 

(2.4±0.3nm  versus 1.7±0.2nm ). This suggests that the rows pass straight over, 

effectively blurring the true boundaries of the flat-lying underlayer in a blanket-like effect 

and demonstrates that these features arise from molecules below rather than above the 

islands.
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The columns are arranged in domains, within which the molecular rows are 

aligned parallel to each other. Significantly, only two column directions are observed 

within each branch of an island. The columns are therefore responsible for the kinked 

outline of the islands, averaging out to give the long-range directionality described in 

Section 3.1, and are separated by an angle of 128 ±2°. The average spacing between 

rows (perpendicular to the column direction) is measured to be 1.7 ± 0.2 nm, which again 

agrees well with the lateral dimensions of CuPc and the claim that the stripes comprise 

molecular rows. Large-scale images show that there is an approximately even distribution 

of domain directions. From this it can be ascertained that the overall branch direction is 

determined by an average of the two domain directions. As is seen in Figure 3.9(b), 

higher order layers also contain domains of columns, the directions of which follow those 

of the underlying layer, in a molecular templating-like effect. On a larger scale, similar 

effect has been observed for 190 nm thick F^Pc films grown at room temperature (i.e. 

under the conditions that lead to the a-phase) on a P-phase film, wherein the morphology 

of the underlayer is adopted [219].

3.2.2 Determination of Alignment with respect to the Substrate

As has already been described, the presence of the Bi nanolines has very little effect on 

the growth of the CuPc layers, with the morphology observed on the Si(100):NH3/Bi 

surface being very similar to that on Si(100):NH3, suggesting that no significant 

interaction between the CuPc molecules and Bi structures occurs. As seen in Figure 3.10, 

the Bi nanolines do not coincide with the preferential row directions formed on the 

Si(100):NH3 surface and molecular templating to the Bi lines was not achieved. 

However, one advantage of the Bi structures is that they are well known to align along 

the [Oil] directions of the Si(100) surface [178, 215] and so provide markers of the 

underlying substrate orientation. In addition, the visibility of the nanolines through the 

molecular overlayer adds further support to the claim that the bright spots seen in Figure 

3.9 are indeed due to underlying molecules.
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E|ij
Figure 3.10. A CuPc layer on Si(100):NH fBi (-2.50 V, 0.100 nA) in which an underlying 

Bi nanoline (as marked with white arrows) lies underneath molecular columns, the 

directions o f which are highlighted with white lines.

On rare occasions, for example that shown in Figure 3.10, two domain boundaries 

are observed to meet at the nanolines (as indicated by two white lines towards the centre 

of the image). It should be noted that for most cases the molecular columns pass straight 

over the nanolines as shown in the top left and top right of this figure (the latter of which 

is marked by a single white line). From this image, the Bi nanoline was observed to bisect 

the two stripe directions, with the angle between the molecular columns and the [Oil] 

directions measured to be 64 ± 1°. Since the macroscopic island direction is determined 

by the average of the column directions, it is therefore perpendicular to the Bi nanoline in 

this case, i.e. along the [1 1 0] direction.

3.2.3 Molecular Resolution

The molecular columns seen in Figure 3.10 are observed to possess a texture along their 

growth direction (linescans along the columns appear bumpy), which may be due to the 

individual molecules. Higher resolution images have also been obtained, such as that
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shown in Figure 3.11(a), wherein individual features can be resolved along the column 

directions. These features are expected to correspond to molecules which stack with their 

molecular plane perpendicular to the substrate in a face-to-face manner forming columns. 

Since these measurements were performed at room temperature the molecules appear 

blurred due to thermal motion, whilst it is likely that the molecular positions are affected 

by the field of the STM tip and so determining their exact positions is difficult. On 

average, the molecules are observed to be slightly tilted with respect to their stacking 

direction, in an analogous manner to that observed in the bulk phases, although low 

temperature studies would be required to confirm this. The average centre-to-centre 

column spacing is measured to be 1.7 ± 0.1 nm, in agreement with that obtained from 

Figure 3.9, whilst an average separation of the molecular features along the column 

direction is measured to be 0.8 ± 0.1 nm, as shown in Figure 3.11(b).

Figure 3.11. (a) A more detailed STM image in which individual molecular features can 

be resolved within the columns on Si(100):NH3 (-2.80V, 0.100 nA, 0.49 ML), (b) A 

linescan along a molecular column showing ~0.8 nm feature spacing (the position from  

which the linescan was taken is indicated by the single white line in (a)).
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The molecular features observed in Figure 3.11(a) appear relatively uniform 

throughout their length. This suggests that the molecules are aligned such that two 

neighbouring benzene rings are in contact with the surface, in a two-legged arrangement. 

In contrast, a different appearance would be expected if the molecules were rotated by 

90° so that they stood on one benzene ring. For such an orientation a bright dot would be 

expected through their centres since the current would be greater if passing directly 

through the Cu atom and benzene rings, in addition to the increased variation in height 

and absolute width of the molecule if orientated in this manner.

3.2.4 Proposed Model and comparisons with bulk films

The measured column separations and angles between different domains have led to the 

construction of a model for their alignment with respect to the underlying substrate. This 

is presented in Figure 3.12. The silicon surface consists of dimer rows that are 0.23 nm 

wide and separated by 0.76 nm (see Section 1.2.2 for further details on the ( 2 x 1 )  surface 

reconstruction), and these are represented by dot-like arrays in the figure. Two columns 

have been constructed that form an angle of 64° with respect to the [Oil] direction, in a 

similar manner to the columns observed experimentally in Figure 3.10, with a centre-to- 

centre distance (measured orthogonal to the column direction) of 1.69 nm. These findings 

are in contrast to those of Nakamura et al. who determined that the molecular columns 

form an angle of ±17° with respect to the [Oil] direction [77]. By the very nature of the 

(2x1)  Si(100) surface reconstruction, if  the substrate plane is rotated through an angle of 

90°, as occurs when step edges are crossed, the molecular columns shown in the figure 

will still neatly fit within the rotated dimer arrangement. This allows the molecular rows 

and island branches to cross step edges without a change in direction, as has been 

observed experimentally.

In addition to the measured molecular column directions, the molecular positions 

have also been tentatively included in Figure 3.12. As has already been noted, it is not 

possible to know these positions with a high degree of certainty since their precise 

positions and orientations may have been locally influenced by the STM tip. However,
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these are observed to readily fit to the two dimensional lattice created by the Si dimer 

rows to give a separation of 0.76 nm along the column length which is in agreement with 

the measured value of 0.8 ±0.1 nm. It is anticipated that the molecules lie parallel to the 

[Oil] direction, as shown in the figure, which is in agreement with the presence of a tilt 

with respect to the stacking direction of the features observed in Figure 3.11(a).

* * c f V-V
8  I 0.23nm  

. . d*. •____^ •
0.76nm

Figure 3.12. A proposed model fo r  the alignment o f CuPc columns (pink) and molecules 

(red) on the passivated Si(100) surface (dots represent Si dimer rows).

In the model, the angle between the columns and molecular plane is 64°, which is 

very close to those of 63.5° and 65.1° predicted by the Ashida and Hoshino models 

respectively for the tilt angle in the bulk a-phase [27, 28], as depicted in Figure 1.2. As 

outlined in Section 1.2.1, this is the anticipated phase for thin MPc films deposited onto 

substrates held at room temperature, as was the case here. In addition, the STM images
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and model suggest a molecular separation of -0.76 nm in a direction taken parallel to the 

columns, whilst that of the 6-axis of bulk a-phase is known to be 0.375-0.381 nm (Table 

1.1). This is approximately half of the measured distance, and suggests that the features 

observed in Figure 3.11(a) may each correspond to two molecules. Again, further high 

resolution studies at low temperature would be required to confirm that this is correct. 

The similarities between the observations described here and the bulk a-phase suggest 

that the molecular islands may be responsible for the bumpy crystallites observed for 

thicker CuPc films (as shown in Figure 1.5). The apparent Stranski-Krastanov growth 

mode on Si(100):H (as discussed in Section 3.1.3) gives rise to a lower surface roughness 

than that on Si(100):NH3; this suggests that smoother a-phase films may be formed on a 

Si(100):H surface, as will be used in Chapter 5.

3.3. CONCLUSIONS

At very low coverages, isolated CuPc molecules are observed to lie parallel to the 

substrate, where on occasions their four-lobed appearance was resolved. Here, the 

molecules are pinned by silicon dangling bonds resulting from an incomplete passivation, 

in a similar manner to the studies of Hersam et al. [79, 80]. Once the dangling bond sites 

have been terminated with CuPc, the nucleation of molecular islands is observed wherein 

the molecules align themselves in an upright standing manner, similar to what is observed 

for thicker films of CuPc on Si(100):H [68]. This suggests that the interactions between 

the molecules and the substrate are weaker than the n-n and van der Waals interactions 

between neighbouring molecules. The CuPc molecules are not observed to template to 

the Bi nanolines on the Si(100):NH3/Bi, with a morphology similar to that formed upon 

Si(100):NH3 found in the vicinity of and away from the Bi nanostructures. On all 

surfaces, the islands formed are observed to have a preferential long-range directionality 

along the [Oil] Si directions.

Larger, more isolated islands are formed on the Si(100):NH3 surface, whereas 

those formed on Si(100):H are smaller and more fragmented, suggesting a higher
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molecular mobility on the former surface. Furthermore, the nucleation of second layer 

island growth occurs much earlier on the Si(1 0 0 )NH3 surface, suggesting different 

growth modes on the two surfaces. These differences are attributed to a slightly repulsive 

interaction between the nitrogen lone pairs (formed by the dissociation of NH3 molecules 

at the surface into an NH2  group and H) and the electronegative Pc ligand, which 

increases the molecular mobility on the Si(1 0 0 ):NH3 surface, whereas hydrogen 

termination produces a more inert surface.

More detailed images show that the islands comprise molecular columns which 

are responsible for the kinked outlines of the islands. Only two column directions were 

observed for each branch of the islands; studies on the Si(1 0 0 ):NH3/Bi surface show that 

these form an angle of 64 ± 1° to the [Oil] directions of the underlying silicon surface. In 

some images, individual features are observed wherein the molecules are stacked in a 

face-to-face manner. These images have led to the construction of a model of how the 

molecules align with respect to the Si(2 x 1) surface. It has been noted that in this model 

the same molecular tilt angle with respect to the stacking direction is observed as for the 

bulk a-phase, whilst the separation between molecular features is measured to be double 

that of an a-phase arrangement. This suggests that each feature may represent a CuPc 

dimer and that this is the first study of the onset of formation of this crystallographic 

phase.
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Chapter Four: Spin Coupling in CuPc Films

The structure and spin-mediated interactions within CuPc films have been 

studied using EPR, XRD, electronic absorption and AFM. A selection o f  

CuPc film  variants have been grown fo r  these analyses. Single layer and 

templated films (wherein CuPc is deposited onto a PTCDA layer) comprise 

CuPc arrays wherein the molecules lie upright and fla t with respect to the 

substrate respectively, with both types o f  film  displaying similarities to the 

bulk a-phase. Co-deposition o f  CuPc and H2PC leads to randomly mixed 

crystalline films, as evidenced by the appearance o f hyperfine structure in 

the EPR spectra; this suggests that the crystal phases o f  a-phase CuPc and 

H2PC are similar. The structural alignment o f  each film  has been verified by 

the EPR studies and permitted analyses o f  the intra- and inter-column 

coupling fo r  each type o f  CuPc film. Specifically, stronger interactions are 

observed along the molecular stacking directions than between 

neighbouring columns. These results are promising both fo r  the use o f CuPc 

films in spintronic applications and o f EPR as a structural characterisation 

tool fo r  such systems.

CuPc is a stable, readily available and cheap molecule that absorbs light in the visible 

region and which forms ordered thin films when sublimed under vacuum conditions (as 

discussed in Section 1.2 and observed in Chapter 3). Importantly, CuPc films are 

semiconducting; as described in Section 1.1, they have already been studied for a range 

of organic electronics applications and so many of their electronic properties are well 

understood. In addition, CuPc contains an unpaired spin that is mostly located on the 

d 2 2 orbital [220, 221]; this has led to the study of the spin interactions between CuPc

molecules by EPR for a- and p-phase crystallites (as discussed in Section 1.3.2). 

Furthermore, CuPc films have been shown to exhibit a magnetic signature which is
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dependent on their polymorph [37]. Here, the aim will be to investigate whether these 

semiconducting and magnetic properties can be combined for spintronic applications.

EPR is a very useful tool in learning how spins interact for a given sample. Thin 

CuPc films on amorphous substrates (as will be used in this chapter) are known to 

comprise columns of molecules stacked such that their molecular planes are 

perpendicular to the substrate [50, 65]. This is in a similar manner to the STM 

observations presented in Chapter 3 (for example, as shown in Figure 3.11). One of the 

aims of this chapter is to understand how spin is transported within thin films, namely to 

determine whether the CuPc molecules preferentially interact along their stacking 

direction or between neighbouring columns. Such studies are not possible using bulk 

crystallites because in these many crystallographic directions exist. Since within films the 

molecules preferentially align with respect to the substrate, their inter-column and intra­

column interactions can be selectively measured via the orientation of the film with 

respect to the magnetic field. This will provide information about whether or not spin 

information will be conserved as it transfers through a potential MPc film device; it is 

already known that charge carriers preferentially migrate along the intra-column 

directions [222, 223]. In addition, as noted in Section 1.2.1, there is still some debate as 

to the crystallographic structure of a-phase CuPc [27, 28]. EPR should be a useful tool to 

learn more about the structure of CuPc thin films.

As has already been noted in Section 1.3.2, it is necessary to dilute CuPc in a H2 PC 

matrix to reduce dipolar interactions and so perform a detailed study of the Cu-Cu 

interactions. This has already been achieved for crystallites [139-142, 144, 145], whilst 

STM studies of co-deposited CuPc and CoPc to form flat-lying monolayers show a 

random CuPc:CoPc distribution [55, 56] (it should be noted that in the latter case 

molecule-substrate interactions dominate, whereas molecule-molecule interactions will 

be of much greater importance in the films described here). However, it is important to 

establish whether phase segregation occurs for magnetically diluted CuPc films. This will 

also provide further insight into whether or not CuPc and H2 PC are isomorphous.

The approach taken here has been to grow a selection of 100 nm -  200 nm thick 

CuPc films by OMBD onto amorphous substrates (it should be noted that all substrates
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were at room temperature during deposition and so the a-phase polymorph is 

anticipated). Such a thickness was chosen to allow a reasonable signal-to-noise ratio for 

the characterisation techniques used. Both 100% CuPc and co-deposited CuPc:H2 Pc 

mixed films were grown, the molecular arrangements anticipated for these films are 

shown in Figures 4.1(a)-(c). As seen in Figure 1.5(a), CuPc films comprise many 

crystallites; although each is a single crystallographic domain, the stacking (<b-) axis can 

assume any direction parallel to the substrate. This lack of azimuthal preferential 

orientation prevents the selection of the inter-column directions via sample positioning in 

the magnetic field.

100% CuPc Film
Randomly distributed 

C u Pc:H2P c Film
Phase segregated 

C uPc:H2Pc Film

1 I I  1

(a) (b)

100% CuPc Film on 
PTCDA

Randomly distributed 
C u P c:H2Pc on PTCDA

----------------- -------------- -

i i r i
(d) (e)

(c)

Phase segregated 
CuPc:H2Pc on PTC D A

(f)

Figure 4.1. Schematic drawings o f  the anticipated molecular arrangements o f  the CuPc 

thin films studied in this chapter. The Pc molecules are represented by black lines (they 

are viewed side-on in all images), with Cu atoms as black spheres and the PTCDA layer 

shown in red where appropriate, (a) and (d) represent 100% CuPc films without and with 

a PTCDA layer respectively, whilst (b)-(c) and (e)-(f) show possible molecular 

arrangements o f co-deposited CuPc/H2Pc films without and with a PTCDA layer.
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Instead, it is desirable to form structures wherein the CuPc molecules lie parallel 

to the substrate, since then the molecular orientation will match that of the substrate in the 

magnetic field. The deposition of H2 PC or CuPc onto a thin layer of 3,4,9,10- 

perylenetetracarboxylic dianhydride (PTCDA) forces the Pc molecules to lie parallel to 

the substrate [224-226] (PTCDA molecules are known to lie approximately flat on 

amorphous substrates [227, 228]). This change in Pc orientation has been attributed to a 

templating effect due to strong n-n interactions between the PTCDA and Pc layers, whilst 

the induced ordering can be maintained for Pc layer thicknesses of up to 380 nm or more 

[224]. In the work described in this chapter, 200 nm thick CuPc and CuPcrFbPc films 

were deposited onto 20 nm PTCDA films. These will be referred to as CuPc/PTCDA and 

CuPc:H2 Pc/PTCDA films respectively (their anticipated structures are shown in Figures 

4.1(d)-(f)).

This chapter comprises three sections. The properties of (undiluted) CuPc films 

deposited directly onto amorphous substrates are discussed in Section 4.1, those of the 

corresponding CuPc/PTCDA films are described in Section 4.2, whilst Section 4.3 

contains an analysis of both the CuPciF^Pc and CuPc:H2 Pc/PTCDA films. Within each 

section the optical, topographic and structural properties will be characterised using 

electronic absorption, AFM and XRD. These studies have been performed on glass 

substrates which provide an optically transparent, flat surface. Following this, continuous 

wave EPR was used to study the spin-spin interactions, with a specific interest in the 

effect of sample orientation within the magnetic field. These measurements were 

performed on a kapton (a polyimide) substrate which was chosen to be compatible with 

future applications in flexible electronics, and since multiple samples can be stacked to fit 

into the small sample space (to enhance the signal-to-noise ratio). EPR experiments were 

performed at low temperatures (10-15 K) whilst the other analyses were carried out a 

room temperature.
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4.1. COPPER PHTHALOCYANINE THIN FILMS

This section will comprise an overview of the properties of thin films of CuPc. 

Specifically, 100 nm thick films on glass and kapton will be characterised by electronic 

absorption spectroscopy (Section 4.1.1), AFM (Section 4.1.2) and XRD (Section 4.1.3). 

Following this, their continuous wave (CW) EPR spectra will be discussed in Section 

4.1.4, with a particular focus on varying the film orientation with respect to the magnetic 

field.

4.1.1 Electronic Absorption Spectroscopy

Figure 4.2 compares the electronic absorption spectra of CuPc in solution (in 

1 -chloronapthalene) and of a 100 nm thick film on a glass substrate. The two spectra are 

seen to be very different. In the case of the solution spectrum, a sharp peak is observed at 

678 nm; as described in Section 1.2.1, this can be attributed to Q-band absorption 

[30,38]. Lower intensity vibrational peaks are observed at 610 nm and -647 nm 

(shoulder). In comparison, the film spectrum (black line) is broadened whilst the Q-band 

is split into two main peaks. As described in Section 1.2.1, the broadening arises from 

phonon scattering , whilst several mechanisms have been proposed to explain the Q-band 

splitting [33, 41, 44, 45]. The two peaks are centred at 695 nm and 621 nm (a small 

shoulder is also seen at lower wavelengths) and this spectrum can therefore be attributed 

to the a-phase, as expected from the growth conditions. The tail observed at low 

wavelengths is due to absorption from the ground state to the second excited state 

[1, 30, 45]. Spectra were obtained from multiple locations on the films and were observed 

to show little (if any) variation in intensity, whilst to the naked eye the films appeared 

uniform; the films are therefore deemed to be homogeneous.
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Figure 4.2. Electronic absorption spectrum o f  a 100 nm CuPc film  on glass (black, left 

axis) and a 1.5 pM  CuPc solution in 1-chloronapthalene (red, right axis).

4.1.2 Atomic Force Microscopy

Tapping mode AFM has been used to study the topography of 100 nm CuPc films. Figure 

4.3 shows a typical image obtained, wherein a series of spherical features are observed. 

As was discussed in Section 1.2.1, the topography of the CuPc phase is known to be 

dependent on the molecular crystal phase since the relative stabilities of the crystal 

phases are dependent on crystallite size [29]. Therefore, bulk a-phase films are observed 

to consist of small crystallites, typically of spherical appearance, whilst p-phase 

crystallites are more needle-like in appearance [32, 34]. The CuPc film measured here 

has the characteristic structure of the a-phase (Figure 1.5(a)), which is consistent with the 

electronic absorption measurements o f Figure 4.2.
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Figure 4.3. Tapping mode AFM  topographic image o f  a 100 nm thick CuPc film  on a 

glass substrate (the rms roughness is 3.22 nm).

Each spherical region represents a single crystallographic a-phase domain. Within 

each domain the CuPc molecules stack in a standing manner with respect to the plane of 

the substrate forming columns, similarly to what was described in Chapter 3 (the 

molecular alignment will be confirmed in Section 4.1.3). However, unlike the case of 

ultra-thin layers of CuPc on passivated Si(100), no preferential in-plane orientations of 

the molecular columns within the domains are expected here since the glass substrate is 

amorphous. From Figure 4.3, the crystallites are seen to be typically 25-45 nm in 

diameter, with a root mean squared (rms) roughness of 3.22 nm. The domain size and 

roughness of a-phase Pc films prepared by OMBD onto substrates at room temperature 

are known to increase as a function of film thickness (although this is not claimed to be a 

linear relationship), with the values obtained here in agreement with those typically 

observed for a 100 nm thick a-phase film [229].
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4.1.3 X-ray Diffraction

X-ray diffraction has been used in order to confirm the phase and unit cell orientation 

with respect to the substrate of the 100 nm CuPc films. A typical XRD spectrum is shown 

in Figure 4.4. A sharp peak is observed at 26 ~ 6.8° whilst the broad peak at 26 = 20-35° 

is from the glass substrate. Upon closer inspection, the peak at 26 ~ 6.8° appears slightly 

asymmetric, with a shoulder towards higher 26 values (this is particularly apparent in the 

inset). Lorentzian fitting has been performed from which two peaks are resolved; these 

are centred at 26 = 6.83° and 26 = 7.36° (R2 = 0.996). The peak at 26 = 6.83° is far more 

intense, as shown by the ratio of their fitted areas of 49:1. This peak will be used to 

identify the polymorph of the film and corresponds to a spacing of d  = 12.93 A.
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Figure 4.4. An x-ray diffraction spectrum o f a 106 nm thick CuPc film  on a glass 

substrate. The inset contains a detailed plot o f  the 26 ~ 6.8° peak, and the asymmetry is 

highlighted with a red arrow.
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As was discussed in Section 1.2.1, the unit cell dimensions of a- and P-phase 

CuPc are notably different. For p-phase CuPc films, a peak would be expected at 

26 = 7.07° corresponding to a spacing of 12.68 A [33, 143] however, this is not observed 

here. Instead, an a-phase arrangement seems more likely, given the electronic absorption 

and topographic analyses in Sections 4.1.1 and 4.1.2. As discussed in Section 1.2.1, two 

crystal structure arrangements o f a-phase CuPc have been proposed, known as the 

Ashida [27] and Hoshino [28] models. Their unit cell parameters were compared in Table

1.1, wherein that of the Ashida model is twice as long as that proposed by Hoshino et al.. 

However, the (200) and (100) planes respectively correspond to spacings of 12.96 A and 

12.89 A, whilst the value obtained experimentally (d=  12.93 A) is mid-way between 

these. This confirms that the film is in the a-phase, with the a-axis aligned perpendicular 

to the substrate. Such an orientation implies that the vast majority of the molecules are 

aligned approximately perpendicular to the substrate, as can be seen from Figure 1.2 (for 

the projection shown the substrate is in the plane of the page). This finding is in 

agreement with other reports for MPc films on amorphous substrates [50, 65, 66].

Information regarding the average size of the crystallites can also be determined 

from consideration of the broadening of the Bragg peak due to edge effects of the 

spherical crystallites. This can be achieved using the Scherrer equation (Equation 4.1) 

and the full width half maximum (fwhm) of the 26 = 6.83° peak of 0.194°. Here, 6 is the 

peak position (6 = 3.42°), X is the wavelength of the x-rays (X = 1.54 A), tj is the fwhm 

(in radians) and K  is the Scherrer constant (K  = 0.9 for phthalocyanine films [230]).

L = KX
tj cos 6

[4.1]

Using these values, the average size of the crystallites is calculated to be 41 nm. 

This is in excellent agreement with the AFM measurements which suggest crystal sizes 

of typically 25-45 nm in diameter, adding further confirmation that the samples are in the 

a-phase since this would be the most stable form for crystallites of these dimensions [29].
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The shoulder observed at 26 =7.36° corresponds to a spacing of 12.0 A. 

Inspection of Table 1.1 suggests that this corresponds to the a-phase where the c-axis is 

aligned perpendicular to the substrate (this can be attributed to the (002) and (001) planes 

of the Ashida and Hoshino models respectively). A more detailed discussion of the 

presence of this peak and how it affects the crystallinity of the film will be given in 

Section 4.3.3. Owing to their similar lattice parameters, it has not been possible to 

distinguish between the Ashida and Hoshino models using the two peaks observed here.

4.1.4 Electron Paramagnetic Resonance

Electron paramagnetic resonance (EPR) has been used to study the interactions between 

the unpaired electrons of the Cu2+ ions within the CuPc film. In particular, it is of interest 

here to study the interactions as a function of the molecular orientation within the 

magnetic field. Many studies have been performed on CuPc in solution [145] and 

polycrystalline systems [30, 138-142, 144, 145]. These exhibit no preferential molecular 

orientation (the samples are essentially a powder average) and as a result the continuous 

wave spectra of these samples are well understood. However, few studies address the 

impact of the magnetic field orientation with respect to the molecular axis [220].

As was outlined in Section 2.8, the energy levels due to the unpaired electron of 

the CuPc molecule become split in a magnetic field (the Zeeman effect). The absorption 

of microwaves occurs when the magnitude of the magnetic field is at the resonant 

position; from this the g-factor can be calculated from Equation 2.18. For CuPc, due to 

the planar nature of the molecule, the g-factor is anisotropic, with two different values 

depending on the orientation of the magnetic field with respect to the molecular plane. 

These are defined in Figure 4.5(a) with g// parallel to the z-axis of the molecule (out of 

the plane of the molecule) and g-L aligned perpendicular to the z-axis (on the x, y plane of 

the CuPc molecule defined by the Cu-N bonds).
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Figure 4.5. (a) Orientation o f  g// (black) and g± (red) with respect to a CuPc molecule 

(Cu = red, N  = pink, blue, C = grey, H  not shown), (b) Examples o f  CuPc domains 

(separated by a blue line, not to scale) in a thin film, along with the definitions o f  the 

kapton substrate (orange outline) orientations with respect to the magnetic fie ld  that will 

be used. A top view is also shown in which the angle 0 is defined, (c) Position o f  g// and 

g± in the magnetic field, along with splittings due to Cu and N  hyperfine interactions, 

drawn approximately to scale using values from [139, 140, 145] (splittings slightly offset 

in the vertical plane fo r clarity).

The results obtained in Sections 4.1.2 and 4.1.3 for CuPc films on glass substrates 

can be extended to films grown on kapton (another amorphous substrate), which was 

used here for the EPR studies. Specifically, the film comprises many small single-domain 

crystallites each containing stacks of upright standing CuPc molecules (the direction of

Top view:
“p e rp e n d ic u la r”

“p a ra lle l”

®   ► ------------------
“ p e rp e n d ic u la r” B “p a ra lle l” B

(b)
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the in-plane stacking direction is different for each crystallite). This is represented in 

Figure 4.5(b) wherein four different domain directions are depicted. For the following 

discussions, the orientation of the sample with respect to the magnetic field will be 

defined as that o f the kapton substrate. In particular, in the “perpendicular” direction, the 

magnetic field vector is always passing along the plane of the CuPc molecules (gx) 

whereas for the “parallel” orientation, owing to the random distribution of molecular 

stacking directions, there is expected to be an equal contribution for components 

perpendicular and parallel to the molecular plane (g// and gx).

As outlined in Section 2.8.2, in addition to the electron Zeeman splitting, the 

unpaired electron interacts with neighbouring nuclei and this results in hyperfine 

structure. In particular, the electron interacts with the Cu nucleus (/ = 3/2) and this gives 

rise to (25+7) = 4 additional lines for each g-value. The magnitude of the splitting of 

these lines is different for g// and gx, and therefore the observed splittings will be 

dependent on the molecular orientation with respect to the magnetic field. Additional 

splitting of each of the Cu hyperfine peaks occurs due the unpaired electron interacting 

with the four innermost N nuclei (these are shown in pink in Figure 4.5(a)). Since each N 

has a nuclear spin of / =  1, this gives rise to (2 x 4 ) /  + 1 = 9 lines. Again, anisotropic 

hyperfine coupling leads to different splittings as a function of magnetic field. It should 

be noted that there is considerable overlapping of the hyperfine peaks arising from gx and 

so not all of these lines can be individually resolved [138, 139, 144], a point that will be 

returned to in Section 4.3.5. The spectrum is further complicated since both the Cu63 and 

Cu65 isotopes are present and this leads to additional splittings (these have been omitted 

from Figure 4.5(c)). The Hamiltonian of the system is expressed in Equation 4.2, where 

Hx vz and SXtViZ are the components of the magnetic field and spin, pe is the Bohr 

magneton, A and B are the Cu hyperfine constants in a similar manner to Equation 2.19 

(note that these are of different magnitude), whilst An and I n are the hyperfine tensor 

and nuclear spin of the n N atoms.

9f= p,]g„HJS, + g l (H,Sx + / / ,£ ,) ]+  A S,I, + B(SX1X + SyI y) + S . ^ A j ,  [4.2]
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In this equation, the first terms (in square brackets) are due to the Zeeman splitting and 

anisotropic g-factor, the middle two are due to Cu hyperfine interactions, whilst the last 

term represents the N hyperfine terms (summed over the number of nitrogen atoms, 

* = 1 , 2 ,  3,4).

Studies have been performed on the CuPc films on kapton at temperatures of 

10-15 K, as a function of their orientation in the magnetic field. The orientations were 

obtained by first aligning the samples by eye, then carefully rotating the sample position 

until the point of symmetry was found. This position was recorded and the sample was 

then rotated in equal increments systematically, until it had been rotated through 90°, and 

the other point of symmetry had been reached. It should be noted that the signal is 

independent of whether the field passes through the film then the sample, or the sample 

then film, and so it is only necessary to rotate through 90°; only the molecular orientation 

with respect to the magnetic field is important.

Figure 4.6 shows the continuous wave (CW) EPR spectra of the CuPc film as a 

function of film position in the magnetic field. The angle (6) is defined as the orientation 

of the film with respect to the magnetic field; when 6 = 0° the film is said to be in the 

“parallel” orientation whilst for 6 = 90° the sample is defined as being “perpendicular” to 

the field (as defined in Figure 4.5(b)). A small peak is observed in all spectra, as 

indicated by the dotted line, and this is due to a free radical in the kapton film (top 

spectrum). No angle dependence of this peak is observed; this is to be expected since the 

kapton substrate is amorphous. The sharpest spectrum is observed when the film is 

aligned perpendicular to the field (90°) (this spectrum is shown in greater detail as the 

black trace in Figure 4.7); this arises due to the standing arrangement o f the CuPc 

molecules with respect to the substrate and so only the component from g-L  is seen (see 

Figure 4.5).
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Figure 4.6. Continuous wave EPR spectra o f  a 100 nm CuPc film  on kapton as a function 

o f film orientation with respect to the magnetic field  (as defined in Figure 4.5(b)). 

Spectra are offset fo r  clarity. A guide to the eye is shown at ~334.3 mT; this corresponds 

to a signal arising from the kapton substrate which is present in all spectra.

In order to estimate the value of g± from this spectrum, it is necessary to find the 

magnetic field at which the microwave absorption is a maximum. As shown in Figure

2.9, the CW signal is the first derivative of the absorption spectrum and so this point is 

where the measured signal crosses zero (i.e. half way between the maximum and 

minimum of the CW signal). The absorption maximum of the perpendicular (0= 90°)
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spectrum (Figures 4.6 and 4.7) occurs at 327.1 mT. Using Equation 2.18, this gives a 

value of g± = 2.047 which is in good agreement with literature values [142, 220]. It is 

readily apparent that only one broad peak is observed here and that no Cu or N hyperfine 

structure can be resolved. This is due to Cu-Cu dipolar interactions broadening the 

spectra, as described in Section 1.3.2.

As the sample is rotated away from the 0 = 90° orientation, a contribution at 

smaller magnetic fields from g// is introduced, demonstrating the angular dependence of 

the EPR signals anticipated from Figure 4.5. Again, no hyperfine structure is observed 

from this g-value due to the dipolar Cu-Cu interactions; these broaden the EPR spectra 

and so the hyperfine peaks cannot be resolved. The spectra at 79° and 101° are 

equivalent, as are those at 68° and 113°, emphasising that the perpendicular orientation is 

at a point of symmetry. Another turning point is observed at 6 = 0°, referred to as the 

parallel orientation, wherein the spectrum has an additional contribution towards lower 

magnetic fields and is flatter in appearance (note that this spectrum is shown in more 

detail in Figure 4.7). This is the result of the Cu hyperfine peaks overlapping to form one 

broad peak for g// in addition to the g± contribution (see Figure 4.5). It is therefore 

difficult to deconvolve the peaks and so it has not been possible to estimate the value of 

g// from this data (dilution in an lUPc matrix is required, as will be discussed in Section 

4.3.4).

EPR can provide useful information about the Cu-Cu separations, even for 

concentrated systems in which the hyperfine structure cannot be resolved. Specifically, 

the lineshape will vary for different crystallographic phases [30, 142], as outlined in 

Section 1.3.2. The continuous wave EPR spectra of the a - and P-phase crystallites, which 

had been crushed to give a true powder average, are shown in Figure 4.7. In this figure, 

they are compared to the film spectra in the parallel (6 = 0°) and perpendicular (6 = 90°) 

orientations. Once again, the sharp peak in both of the film spectra centred at -334.3 mT 

is from the kapton substrate. The maximum to minimum peak width of the a-phase CuPc 

crystallites is measured to be 8.5 mT, whilst that of the P-phase is 6.2 mT (the positions 

of which are indicated by the blue and green dotted lines respectively in Figure 4.7). The 

narrower absorption peak of the P-phase has been attributed to a greater intermolecular
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exchange interaction in this polymorph by Abkowitz et al. [142]. However, as is seen in 

Figure 1.2, the Cu-Cu separations are greater in the (3-phase and so a weaker coupling is 

anticipated (inter-column molecular separations of -3.8 A and 4.79 A are shown for the 

a- and P-polymorphs respectively). Instead, weaker dipolar interactions would be 

anticipated for greater Cu-Cu separations (the interaction strength scales as ~ l/r3, as 

outlined in Equation 2.20). Therefore, a new interpretation is offered here, wherein the 

sharper spectrum of the p-phase crystallites is attributed to a reduced broadening (i.e. 

relative sharpening) due to the increased Cu-Cu distance when compared to the a-phase.

a-p h ase  po w der

parallel film 
(0 = Odeg)

perpendicular film 
(0 = 90deg)

Field (mT)

Figure 4.7. EPR spectra o f  100 nm CuPc films aligned parallel (red) or perpendicular 

(black) to the magnetic field, along with spectra o f powder a- (blue) and p-phase (green) 

crystallites. Blue and green dotted lines show the maximal and minimal fie ld  positions o f  

the a- and fi-phase powder spectra respectively. Spectra are offset and normalised fo r  

clarity.
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Comparison between the film and crystallite spectra should provide further insight 

into crystallographic phase of the CuPc film (from the previous analyses in this section it 

is anticipated to be of the a  polymorph). In Figure 4.7, a good agreement is observed 

between the spectra of the parallel film orientation and the a-phase crystallites; this is 

consistent with Figure 4.5(b) wherein both the g// and g± are expected to contribute 

equally. Any slight discrepancies between the spectra may be a result of the preparation 

method used for the a-phase crystallites; it is known that if produced from precipitating 

solutions from H2SO4, such as those in Figure 4.7, some H2SO4 may remain in the 

sample. This is known to modify the lineshape of the spectra through interactions with 

the molecule, as described elsewhere [145].

In summary, the CuPc films are observed to show an orientation dependence to 

their EPR spectra, which can be explained by the known anisotropy of the g-factor. The 

spectra observed also agree well with that obtained for powder a-phase crystallites. 

Although the g± contribution can be selected by positioning the films perpendicular to the 

magnetic field, due to the multi-domain nature of the CuPc film it has not been possible 

to fully analyse the g// contribution. Therefore, it is desirable to manipulate the crystal 

structure so that the CuPc molecules lie parallel to the substrate, as will be described in 

the following section.

4.2. TEMPLATED COPPER PHTHALOCYANINE THIN FILMS

This section will describe the properties of 200 nm CuPc films deposited onto a 20 nm 

PTCDA layer by OMBD. As has already been noted, it is anticipated that the presence of 

the PTCDA layer will result in a rotation of the crystallographic domains such that the 

CuPc molecules lie approximately parallel to the substrate. Sections 4.2.1 and 4.2.2 will 

present the electronic absorption and x-ray diffraction analysis. These will be followed by 

a discussion of the CW EPR spectra in Section 4.2.3, in which the CuPc/PTCDA film 

will be compared to the CuPc film described in the previous section.
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4.2.1 Electronic Absorption Spectroscopy

The electronic absorption spectrum of a 200 nm thick CuPc film on 20 nm PTCDA is 

shown in Figure 4.8, where it is compared with those of 55 nm PTCDA and 100 nm 

CuPc films. The spectrum of the PTCDA film agrees well with that published for its a - 

phase arrangement [231], with absorption maxima at 482 nm and 557 nm. In general, the 

absorption spectrum of the CuPc/PTCDA film follows that o f the pure CuPc film 

suggesting that the molecules maintain the crystallographic arrangement of the a-phase, 

although small shifts occur to the position of the absorption peaks (<0.01 eV). This is in 

agreement with tapping mode AFM studies of this film (not shown), which demonstrate a 

similar topography to that described in Section 4.1.2; the surface consists of small 

spherical crystallites, typical of the a-phase, as has been shown elsewhere [37]. The 

small additional peak at 482 nm and shoulder at ~557 nm can be attributed to the 

contributions of the PTCDA layer.
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Figure 4.8. Electronic absorption spectra o f  PTCDA (55 nm, red), CuPc (100 nm, black) 

and CuPc (200 nm)/PTCDA (20 nm) (green) films on glass. The axis on the left-hand side 

represents the absorbance o f  the pure PTCDA and CuPc films, whilst that o f  the 

templated (CuPc/PTCDA) film  is given by the right-hand axis.
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The main consequence of depositing CuPc on PTCDA, rather than directly onto 

amorphous substrates, is a sharpening of the absorption peaks. This is evidenced by the 

accented dip at -668 nm between the two main absorption peaks, and the sharper tail at 

longer wavelengths. The spectrum of the CuPc/PTCDA film also shows a reduction in 

the relative intensity Of the -695 nm peak with respect to that at -620 nm. This has been 

described as a reduction o f single molecule behaviour, suggesting enhanced 

intermolecular interactions within the molecular stacks [225]. Indeed, it can be seen from 

Figure 4.2 that the monomer absorbs in the region of the high wavelength peaks. As 

discussed in Section 1.2.1, the peak that at -620 nm has been attributed to the presence of 

dimers and higher order aggregates [41, 42].

However, this explanation does not fully account for the differences in lineshape, 

wherein the minimum at 668 nm is more pronounced for the templated case. In addition, 

a small shift in the position of the higher wavelength maximum from 695 nm (CuPc only) 

to 698 nm (CuPc/PTCDA) is observed, a further consequence of peak sharpening. In the 

templated film, the CuPc molecules are expected to lie parallel to the substrate. Since the 

electric and magnetic fields of the light wave are perpendicular to the propagation 

direction, and the film is aligned perpendicular to the beam, this implies a weaker 

molecular coupling (less broadening) in the plane of the substrate, i.e. between 

neighbouring CuPc columns. The broader spectrum observed for the single CuPc layer, 

wherein all molecular directions are probed by the fields (as can be seen from Figure 

4.5(b)), suggests that on average the molecular coupling is stronger in this case. This 

implies that the coupling is stronger along the CuPc stacking direction than between 

neighbouring columns.

4.2.2 X-ray Diffraction

X-ray diffraction has also been used to verify the CuPc orientation after deposition onto a 

PTCDA layer, as shown in Figure 4.9. In the case of the 55 nm PTCDA layer on glass, a 

sharp peak is observed at 20 = 27.6° (above the broad glass background between 20-35°) 

corresponding to a spacing of d=  3.23 A. This peak can be attributed to the (102) plane
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and shows that the PTCDA molecules lie approximately flat on the glass substrate, in 

agreement with literature reports [227, 228].
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Figure 4.9. X-ray diffraction spectra o f  a 55 nm PTCDA film  (black) and a CuPc 

(200 nm) /PTCDA (20 nm) film  (red). Both film s are on glass substrates, whilst the data 

has been offset fo r  clarity.

The most striking feature of the XRD spectra of the CuPc/PTCDA film when 

compared with that of non-templated CuPc (Figure 4.4) is the absence of a sharp peak at 

26=  6.83°. This demonstrates that the molecules are no longer oriented perpendicular to 

the substrate. Instead, a double peak is observed between 26 = 26-28°. Lorentzian fitting 

of these peaks gives peak centres at 26.71° and 27.64° which correspond to spacings of 

3.33 A and 3.22 A respectively. This finding is in excellent agreement with literature 

reports [224, 225]. The peak at 27.6° is at the same position as that of the PTCDA film, 

however it is of greater intensity (a fitted area of 0.803° min'1) than the 55 nm PTCDA 

film (peak area of 0.628° min'1). This is surprising since for the CuPc/PTCDA film the 

PTCDA layer is only 20 nm thick, and so the peak intensity does not scale with film
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thickness. Instead, this suggests that the CuPc layer is templated by the PTCDA layer, 

adopting the same lattice spacing. The lower intensity peak observed at 26.7° is not due 

to the PTCDA layer and is instead attributed to the CuPc film [225, 226].

The ratio of the fitted areas o f the 27.6° to 26.7° peaks has been determined to be

1.9. This is in agreement with the ratio of 2 found for a 190 nm H2 PC layer on 15 nm 

PTCDA (the intensity ratio is known to decrease for higher H2 Pc:PTCDA thickness 

ratios) [224]. This confirms that a similar behaviour is observed to that described 

previously, wherein the CuPc molecules lie parallel to the film, initially adopting the 

same lattice spacing as bulk PTCDA but relax to a separation of 3.33 A. The separation 

of 3.33 A is intermediate between the PTCDA stacking distance and that of bulk a-phase 

CuPc of -3.42 A (Figure 1.2). It should be noted that although a similar stacking 

separation is observed to that of p-phase CuPc, the electronic absorption and AFM data 

demonstrate that the p polymorph is not formed here, and that an arrangement closer to 

the a-phase is expected (as also anticipated by the room temperature deposition 

conditions). Therefore, it seems likely that the packing arrangement is similar to that 

observed in the a-phase, but with a reduced intermolecular (face-to-face) spacing.

4.2.3 Electron Paramgnetic Resonance

As evidenced by the XRD data in the previous section, the deposition of CuPc onto a 

PTCDA layer results in a rotation of the molecular plane with respect to the substrate. 

Figure 4.10 shows the molecular orientations with respect to the kapton substrate for a 

single layer CuPc film (left) and a CuPc film on PTCDA (right), along with examples of 

the g// and gx directions. Table 4.1 summarises the anticipated g// and gx contributions for 

the extreme cases of the sample alignment with respect to the magnetic field at 9 — 0° or 

6= 90° (parallel and perpendicular sample orientations respectively) for both types of 

film.
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®  ►
B “perpendicular” (0 = 0°) B “parallel” (0 = 0°)

Figure 4.10. A schematic drawing o f  the molecular orientation with respect to the 

substrate fo r  the CuPc (left) and CuPc/PTCDA (right) films. Definitions o f  the film  

position with respect to the magnetic fie ld  (these are the same as in Section 4.1.4) and the 

directions o f  gx and g// are also included. Multiple domains o f  monolayer arrangements 

(not to scale and with multilayers omittedfor clarity) are shown in both cases.

Film B “perpendicular” ( 6 = 90°) B “parallel” (0=0°)

CuPc single layer gJ- g// and gx

CuPc on PTCDA g/J g-J-

Table 4.1. A summary o f  the g// and g± contributions fo r  the CuPc and CuPc/PTCDA 

films when aligned perpendicular or parallel to the magnetic fie ld  direction.
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Figure 4.11 shows the variation in the CW EPR spectra of a 200 nm CuPc film on 

20 nm PTCDA, as a function of orientation in the magnetic field. Again, a sharp peak is 

observed at -334.3 mT from the kapton substrate and this remains constant for all 

spectra. A much larger variation is seen than for the single layer CuPc film (Figure 4.6), 

since the PTCDA under-layer leads to a better discrimination of the CuPc orientations 

with respect to the magnetic field.

101 deg

90 deg

79 deg

68 deg

56 deg

45 deg

34 deg

23 deg

11 deg

0 deg

-11 deg

Field (mT)

Figure 4.11. CW EPR spectra o f  a CuPc/PTCDA film  with respect to its orientation in 

the magnetic field. The blue and red dotted lines represent the maximal and minimal 

positions o f  the perpendicular and parallel orientations respectively, whilst the orange 

dotted line shows the peak due to the kapton substrate. Spectra are offset fo r  clarity.
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From considerations of the molecular positions in the magnetic field, the spectrum 

at 6 = 0° (in the parallel orientation) is expected to be similar to that of the single layer 

CuPc film when perpendicular to the magnetic field, as predicted by Table 4.1, with the 

signal corresponding exclusively to the g± contribution in both cases. As the sample is 

rotated, this absorption peak is observed to broaden and shift towards lower resonant 

magnetic field values due to the reduction in the size of the field component along g± 

combined with an increase in that along g/i, in a similar manner to that of Figure 4.6. 

Once angles between 6 = 45-79° are reached, two distinct peaks can be resolved from the 

g± and g// contributions (these will be discussed in further detail shortly). At the 

perpendicular sample orientation (0 = 90°), only a trace of the g± contribution can be 

seen, whilst a broader peak at lower magnetic field absorption is observed. This 

corresponds to the contribution of g//, which is expected to be more spread out due to the 

larger Cu hyperfine splittings and occurs at a lower resonant magnetic field, as suggested 

in Figure 4.5(c). Once again, the spectra are seen to be symmetric about the parallel and 

perpendicular sample orientations, demonstrating that the full range of molecular 

orientations has been probed.

The EPR spectra of the CuPc film on PTCDA at angles of 6 = 0°, 45° and 90° 

with respect to the magnetic field direction, along with those of the single layer CuPc 

film at its two extreme positions are compared in Figure 4.12. For the CuPc film on 

PTCDA, the sharpest absorption spectrum is seen for the parallel orientation {6 = 0°), 

with a maximum to minimum peak separation of 4.9 mT and microwave absorption 

maximum (when the CW signal crosses zero) at 327.3 mT. This resonant field value 

corresponds to a gx value of 2.045, which is very close to that of 2.047 obtained without 

the PTCDA layer in the perpendicular orientation (Section 4.1.4). Any slight 

discrepancies could be due to experimental error, or variations in the molecular position 

from being precisely perpendicular to (for the 100 nm CuPc film) or parallel to (200 nm 

CuPc on PTCDA) the substrate, which could lead to small contributions from g//. 

Furthermore, the spectrum of the parallel orientation of the film (0 = 0°) on PTCDA is
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sharper than that of the single layer CuPc film when perpendicular to the field (the latter 

has a maximum peak-to-peak width of 9.2 mT).

The variations in lineshape between these two spectra suggest that there is a 

weaker Cu-Cu coupling between neighbouring columns in the CuPc/PTCDA film. This is 

likely to be a result of enhanced intra-column coupling due to the reduction in separation 

of the molecules along the stacking direction (as evidenced by the XRD data). Such an 

interpretation would lend support to the Ashida model. As seen in Figure 1.2, the 

brickstone arrangement of the Hoshino model gives rise to an equivalent side-on 

molecular separation to that of the CuPc/PTCDA film (the projection shown in the figure 

is identical to that when looking down upon the substrate, and so it is possible for all 

molecules within a domain in the Hoshino model to be aligned parallel to the magnetic 

field). Alternatively, this may suggest that the CuPc/PTCDA film is more textured than 

its CuPc counterpart. In Section 4.1.3 it was noted that for single layer CuPc films a small 

contribution from the (002) or (001) planes occur (these planes are for the Ashida and 

Hoshino models respectively). From Figure 1.2 it is apparent that, due to the molecular 

tilt, a small component along g// would be present from such a unit cell orientation.

As suggested by Table 4.1, the spectrum of the CuPc film on PTCDA when 

perpendicular to the magnetic field is largely due to the g// contribution. This spectrum is 

very broad, mainly due to the large Cu hyperfine splittings from the g// contribution in 

combination with broadening effects induced by the dipolar interactions (the distance 

between neighbouring Cu atoms is at its minimum and so the dipole-dipole coupling is 

relatively large). The maximum and minimum positions of this spectrum occur at

303.4 mT and 329.1 mT respectively (note that the latter may be affected slightly by the 

presence of a small contribution from gx), with a peak-to-peak width of 25.7 mT and 

maximal microwave absorption at 313.9 mT. From Equation 2.18, an estimate for g// of 

2.133 is found. Typically, values of g// for CuPc obtained from dilute systems range 

between 2.157 and 2.159 [139, 141, 142, 144, 220] and that found here is below these 

literature values. This discrepancy may be due to small contributions from gx causing an 

artificially higher resonant magnetic field, and/or a shifting in the resonant field position 

by the Cu-Cu dipole-dipole interactions.
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CuPc parallel

CuPc perpendicular

CuPc/PTCDA parallel 
(0 = 0 deg)

CuPc/PTCDA 45 deg

CuPc/PTCDA perpendicular 
(0 = 90 deg)

Field (mT)

Figure 4.12. Comparison o f the CW EPR spectra o f  the CuPc and CuPc/PTCDA films at 

selected orientations with respect to the magnetic field. Data are offset fo r  clarity.

From consideration of Figure 4.10, at first glance it would seem sensible to expect 

the spectra of the CuPc/PTCDA film when at 45° to the magnetic field to be similar to 

that of the CuPc film (without a PTCDA layer) when parallel to the field (0=  0°), since 

contributions from g± and g// would be expected in both cases. However, from 

comparison of their lineshapes in Figure 4.12 this is not the case, with more sharply 

defined peaks for the CuPc/PTCDA film. For the CuPc/PTCDA film aligned at 45° to the 

magnetic field, contributions arise in the spectrum from g// and g± and so this spectrum is 

a direct superposition of the spectra in the two extreme positions. However, for the CuPc 

film aligned parallel to the magnetic field, owing to a large number of domain
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orientations, this spectrum is the superposition of the spectra of all possible 6 values (i.e. 

from the two extreme positions AND all other orientations in between) and so this results 

in a broader spectrum. In addition, as has already been commented upon, the ga. 

contribution is shaper for the CuPc/PTCDA film, further exaggerating this effect.

In summary, through depositing CuPc onto a PTCDA layer, a molecular 

orientation parallel to the substrate is achieved. This has allowed analyses of the g± and 

g// contributions, with the former much broader than the latter. This is attributed to 

dipolar broadening of the Cu hyperfine structure. Furthermore, sharper g± peaks are 

observed for the CuPc/PTCDA film with respect to the single layer, suggesting weaker 

inter-column coupling. This may be due to enhanced coupling along the molecular stacks, 

as anticipated from the reduced molecular separation along the columns for the templated 

phase (as determined from the XRD studies).

4.3. MAGNETICALLY DILUTED COPPER PHTHALOCYANINE THIN FILMS

Although much important information regarding the interactions and structure of the 

CuPc and CuPc/PTCDA films has already been gained in Sections 4.1 and 4.2, it is 

anticipated that further insights will be provided by diluting the CuPc molecules in an 

H2 PC matrix. In particular, determining whether a randomly diluted system (at the 

molecular level) or phase segregation occurs will yield important information regarding 

the structural similarities between the a  polymorphs of CuPc and F^Pc. For a system in 

which the CuPc molecules are spatially separated, hyperfine structure will be observed in 

the EPR signal, as shown in Figure 1.10. In turn, it is hoped that this could provide 

further insight into the mechanisms for spin transport within the Pc films; in particular it 

is of interest to compare inter-column and intra-column interactions. Furthermore, upon 

dilution the system will enter the regimes of spin separation relevant for quantum 

computing (Section 1.3.3), whilst spatial separation of the CuPc molecules could lead to 

control over their magnetic properties, as has been observed for CoPciIUPc crystallites 

[232] (anti-ferromagnetism has already been established in pure a-phase CuPc films 

[37]).
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In this section, a detailed characterisation of co-deposited CuPc and H2 PC films 

will be presented, both with and without a PTCDA under-layer. A variety of films with 

different CuPc concentrations were grown (ranging between -5%  and -85% ); the 

percentage of CuPc present in each calculated from in-situ readings of QCMs positioned 

near each k-cell. Care was taken to maintain a constant CuPc:H2 Pc ratio throughout the 

thickness of the films. In all cases the total thickness of the CuPciFhPc layer was 200 nm, 

with a 20 nm PTCDA layer underneath where appropriate. Their electronic absorption 

spectra, morphology and x-ray diffraction spectra will be discussed in Sections 4.3.1, 

4.3.2 and 4.3.3 respectively. This will be followed by a discussion of the EPR spectra of 

the most dilute CuPc:H2 Pc and CuPciFbPc/PTCDA films in Section 4.3.4 (since these 

show the most resolved hyperfine structure, as discussed in Section 1.3.2).

4.3.1 Electronic Absorption

The electronic absorption spectra of single layer 100 nm CuPc and H2 PC films on glass 

are shown in Figure 4.13, and compared with those of the co-deposited CuPciFbPc 

mixtures (each 200 nm thick). The absorption spectra of the pure films are very similar 

since it is the phthalocyanine ligand that is excited in both cases. Some variations in the 

absorption profile due to the presence of the central metal are expected, but these are 

more prominent towards the UV region [45], where unfortunately the glass substrate is 

also strongly absorbing. However, subtle variations are observed in the visible region (Q- 

band absorption), namely the presence of a shoulder in the CuPc spectrum towards the 

shorter wavelength side of the main absorption band, and a greater definition to its main 

peaks, as reported elsewhere [45, 46]. In addition, slight variations are observed in the 

positions of the absorption maxima (Figure 4.13(b)), with low-wavelength peak positions 

at 621 nm and 630 nm for CuPc and H2 PC respectively, a shift of 0.029 eV that agrees 

with literature values [45]. Accurate peak-fitting of the spectra is difficult since multiple 

(at least four) peaks are required to reproduce the line-shape. In addition, it is difficult to 

determine whether Lorentzian or Gaussian functions should be used; these would model 

homogenous or inhomogeneous broadening respectively and insufficient information is 

present to determine which is (or indeed if both are) present [46, 233]. For this reason,
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fitting has not been performed on the spectra and instead a qualitative description will be 

given.

4 3.5

Energy (eV)

100% HjPc
4% CuPc 
8% CuPc 
19%CuPc 
42% CuPc 
61% CuPc 
87% CuPc 
100% CuPc

300 400 500 600 700 800 900

Wavelength (nm)

(a)

Energy (eV)

100%H2Pc 
4% CuPc 
8% CuPc 
19% CuPc 
42% CuPc 
61% CuPc 
87% CuPc 
100% CuPc

550 600 650 700

Wavelength (nm)

750 800

(b)

Figure 4.13. Electronic absorption spectra o f  100 nm fyP c  (100%, black) and 100 nm 

CuPc (100%, khaki) films, along with a range o f co-deposited CuPc/H2Pc mixtures 

(percentage CuPc stated in legend, as determined from QCM values during deposition), 

(a) Full wavelength range o f  visible region (300 nm to 950 nm), (b) detailed plot centred 

about the absorption maxima (550 nm to 800 nm).

As seen from Figure 4.13, the characteristic lineshape of the a-phase (as discussed 

in Section 4.1.4) is maintained for all compositions and so all films are expected to be 

crystalline and of the a-phase. However, it is not possible to determine whether the Pc 

variants are randomly distributed or phase segregated from this technique. The subtle 

variations in lineshape follow the anticipated trends arising from the differences in the 

spectra of the pure Pc films, wherein an increase in the magnitude of the -670 nm dip and 

the emergence of the high energy shoulder are observed for increasing CuPc 

concentration. In addition, a general trend of a slight blueshift of the absorption maxima 

is followed, in agreement with the shift observed between the pure CuPc and H2 PC films.
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The long wavelength tail is broader for the pure materials. This is expected to be due to 

differences in film thicknesses; as described previously, the domain size will increase 

with film thickness [229], whilst an increase in relative contribution from the first few 

layers is observed for thinner films (these may be disordered since glass is an amorphous 

substrate). It should be noted that analogous trends were observed for the corresponding 

diluted films on a 20 nm PTCDA layer, accompanied by the sharpening described in 

Section 4.2.1.

4.3.2 Atomic Force Microscopy

The topography of the co-deposited CuPc:H2 Pc films, with and without a PTCDA layer 

has been studied using tapping mode AFM, with examples shown in Figure 4.14. Small 

spherical crystallites are observed in all cases, in a similar manner to the bulk CuPc film 

shown in Figure 4.3. This suggests that a-phase films are formed, in agreement with the 

electronic absorption data. All samples are of uniform appearance across the surface, as 

was seen by multiple analyses performed at different locations on each sample (not 

shown). It should be noted that when deposited onto substrates at room temperature, 

PTCDA also forms small spherical crystallites [228] and so for the CuPciFhPc/PTCDA 

films, the morphology of the PTCDA layer has been preserved. The bulk CuPc and H2 PC 

films are of very similar appearance; it is not possible to use AFM to distinguish between 

CuPc and H2 PC crystallites. Therefore, Figure 4.14 cannot be used to determine whether 

the films contain aggregated CuPc and H2Pc domains (i.e. phase segregation) or a 

random distribution of the two species at the molecular level.
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(a) (b)

(c) (d)

Figure 4.14. Tapping mode AFM  images o f  (a) 4% CuPc, (b) 5% CuPc/PTCDA, (c) 42% 

CuPc, (d) 52% CuPc/PTCDA film s on glass substrates. Roughness values are given in 

Table 4.2.

As seen in Figure 4.14, there are slight variations in the morphology of the four 

films, with larger crystallites observed for the 42% CuPc film. These differences in 

domain size can be attributed to variations in the growth rate for each sample. It was 

important to keep the CuPc and F^Pc fluxes constant throughout the film deposition, and 

so faster overall growth rates were used for films requiring low percentages of CuPc 

(slower total deposition rates would involve a CuPc QCM rate close to the noise level). 

Table 4.2 compares the average crystallite diameters and rms roughness values with
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sample growth rates. The 42% CuPc film was grown at a slower rate and has the largest 

domain size and surface roughness; for slower growth rates the molecules have more 

time to migrate across the surface and so form larger crystallographic domains. In 

addition, the films on PTCDA have lower surface roughness than the single layer CuPc 

films. This implies that they are less rounded, consistent with a more layer-by-layer 

growth mechanism on PTCDA.

Sample Diameter (nm) rms Roughness (nm) Growth Rate (nm/min)

4% CuPc 35-60 5.3 13

5% CuPc/PTCDA 35-55 4.3 7.7

42% CuPc 45-70 6.2 2.2

52% CuPc/PTCDA 40-60 4.0 4.3

Table 4.2. A comparison o f  the typical crystallite diameters and measured rms roughness 

values o f  the AFM  images shown in Figure 4.14 with the growth rates o f  each o f  the co­

deposited CuPc:H2Pc films.

4.3.3 X-ray Diffraction

This sub-section will comprise a discussion of the single layer and then templated 

CuPciPhPc films.

Single layer CuPc:H2Pc films

X-ray diffraction has been used to asses whether the crystal structure of CuPc is 

maintained for the diluted films. Firstly though, it is important to consider whether the 

CuPc and FCPc single layer films are isomorphous; if so, a random distribution of Cu
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ions could be achieved. However, if the crystal structures are vastly different phase 

segregation might be more favourable. The XRD spectra of 100 nm thick pure H2Pc and 

CuPc films are plotted in Figure 4.15(a). Clearly, both are crystalline; since deposition 

was performed with the substrates at room temperature these are both expected to be of 

the a-phase, as suggested by the electronic absorption and AFM measurements. As 

discussed in Section 1.2.1, two models have been proposed for the crystal structure of a- 

CuPc, referred to here as the Ashida and Hoshino models [27, 28], whilst for H2Pc it is 

the model proposed by Brown [36] that is the most commonly cited. The predicted peak 

positions and lattice spacings of these models are summarised in Table 4.3.

6
 100nm H2Pc

- 100nm CuPc5
100% CuPc

Iei  4c
E

i  3
E

42% CuPc

cto
c  23Oo

1

3Oo 4% CuPc

100%H2Pc0
5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 5 10 15 20 25 30 35 40 45 50

20 20

( a )  ( b )

Figure 4.15. X-ray diffraction spectra o f  (a) 100 nm CuPc (red) and H 2PC (black) bulk 

films and (b) the same spectra compared with 200 nm 4% CuPc (blue) and 42% CuPc 

(green) mixtures. Note that in (b) the intensities o f  the pure film  spectra have been 

multiplied by two to compensate fo r  film  thickness variations, whilst the data are offset 

for clarity.
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CuPc (Hoshino model [28]) CuPc (Ashida model [27]) H2P c (Brown model [36])

26 (°) d (  A) (hkl) 26 (°) d ( k ) (hkl) 26 (°) d (  A) (hkl)

6.85 12.9 (100) 6.79 13.0 (200) 6.74 13.1 (200)

7.37 12.0 (001) 7.42 11.9 (002) 7.42 11.9 (002)

13.7* 6.46* (200) 13.7 6.48 (400) 13.5 6.56 (400)

Table 4.3. A summary o f  the predicted peak positions and lattice spacings fo r  the first 

few  peaks o f  bulk a-phase CuPc and H2PC. * denotes peak o f negligible intensity.

In the case of the 100 nm thick H2 PC film on glass (Figure 4.15(a)), peaks are 

observed at 6.68°, 13.4° and -20.2°. When indexed to the lattice parameters of the H2Pc 

Ashida model (Table 4.3), these correspond to the (200), (400) and (600) planes 

respectively. There is a good agreement between the peak positions measured 

experimentally and those of the models, with any slight discrepancies in peak positions 

likely to be due to errors in sample alignment (glass is amorphous and so no substrate 

peaks can be used to verify the positioning of the sample). It should be noted that the 

peak at -7.4° due to diffraction for the (002) plane is absent; this implies that there are no 

crystallites with their oaxis perpendicular to the substrate and that the H2Pc film is very 

textured.

As discussed in Section 4.1.3, for the 100 nm thick CuPc film only one main peak 

is observed, the position of which (26 = 6.83°) occurs at a slightly higher Bragg angle 

than for the corresponding H2Pc film. The intensity of the CuPc peak is greater than the 

corresponding one from H2Pc; this is to be expected since Cu acts as a strong x-ray 

scatterer, and so for two equivalently ordered films the peak of CuPc would be of greater 

intensity. The most striking difference of the spectra in Figure 4.15(a) is the absence of
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the peak at 26 ~ 13.5° for the CuPc film. As a result, comparison of the two models for

CuPc from Table 4.3 suggest better agreement with the Hoshino model wherein the (200) 

plane (the equivalent of the (400) plane in Ashida’s model) is of negligible intensity.

However, the absence of the 26 ~ 13.5° peak could also be explained by a lower 

degree of ordering in the CuPc film. As discussed in Section 4.1.3, a shoulder is observed 

at 7.36° and this was attributed to the (001) or (002) planes of the Hoshino and Ashida 

models respectively. Such a shoulder is not present for the H2 PC spectrum, implying that 

the CuPc film is less textured. The influence o f disorder on peak intensity increases at 

higher angles, as described by the Debye-Waller effect [207]. The peak intensity profile 

I{6) as a function of root mean square molecule displacement from the lattice position,

lu]^ is outlined in Equation 4.3. This is a Gaussian profile in terms of sin 6, where X is 

the wavelength of the incident x-rays.

Therefore, if the CuPc film is less textured, the intensity of peaks at greater 26 values 

may be drastically reduced by the Debye-Waller cut-off, and this may explain why the 

peak at -13.5° is not observed.

The XRD spectra of two co-deposited single layer CuPc:H2 Pc films are shown in 

Figure 4.15(b), where the intensities of the 100 nm CuPc and H2 PC traces have been 

doubled to aid comparison (the mixed films are 200 nm thick). All films are crystalline, 

with peaks observed at -6.7° and -13.5° corresponding to the (200) and (400) peaks 

respectively (note that the unit cell o f the Ashida model has been adopted here to simplify 

the discussion). Table 4.4 summarises the fitted positions of these two peaks and 

compares their relative intensities (/(4 oo)//(2 oo))- These are seen to decrease for increasing 

CuPc content, although this does not scale linearly with the percentage of CuPc present in 

the films. In addition, there is a general trend of shifting (200) peak to smaller 2 lvalues

[4.3]

150



Chapter 4 Spin Coupling in CuPc Films

as the percentage of CuPc is reduced. This follows the trend expected from the peak 

positions of the pure CuPc and H2 PC films, although since this shift is small any 

variations may also be due to variations in sample alignment.

Film
2 0  ( ° ) Intensity Ratios

(200) (002) (400) 1(002)11(200) 1(400)11(200)

CuPc 6.83 7.36 n/a 0.020 n/a

42% CuPc 6.73 7.17 13.5 0.013 0.11

4% CuPc 6.70 7.29 13.4 0.0052 0.23

H2Pc 6.68 n/a 13.4 n/a 0.32

2
Table 4.4. A summary o f  the measured peak positions after Lorentzian fitting (R values 

o f 0.996-0.998 and 0.930-0.989 were found fo r  the ~7° and -13.5° peaks respectively). 

The ratios o f  the integrated areas with respect to the (200) peak are also given. It should 

be noted that the unit cell assignment o f  the Ashida model has been followed here.

As outlined earlier, the variation in the ratio of /(4oo)//(2oo) f°r Pure CuPc and H2 PC 

can be attributed to variations in texture of the films. In the case of co-deposited films, 

phase segregation would lead to the formation of pure CuPc and H2 PC domains, the 

relative abundances of which would scale with CuPc content. Therefore, if phase 

segregation had occurred, the ratio of /(4 0 0 /A 2 0 0 ) would follow an approximately linear 

trend as a function of percentage H2 PC. This does not appear to be the case here (although 

more data points would be necessary to confirm this). Furthermore, as has already been 

commented upon, the (200) peaks of the pure CuPc and H2 PC films occur at different 2 6 

values (6.83° and 6.68° respectively). As a result, if this shift is real and if phase 

segregation has occurred, the 42% film spectrum would be a superposition of these peaks 

and so would be broader. However, little variation is seen in the width of the peaks; this 

implies that phase segregation does not occur here.
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Alternatively, the disappearance of the peak at -13.5° upon increased CuPc 

concentration could be explained by the natural tendency for a reduction in texture of the 

CuPc films. As was observed for the pure CuPc film, a small shoulder can be seen for the 

42% CuPc film at -7.2°, corresponding to the (002) planes (again the Ashida unit cell is 

used here). Lorentzian fitting has been performed from which a (002) contribution can be 

resolved for the 4% and 42% CuPciF^Pc films, as summarised in Table 4.4. The ratio of 

the areas of the (002) to (200) peaks is observed to increase upon increasing CuPc 

content. Therefore the number of domains wherein the c- rather than cr-axis is aligned 

perpendicular to the substrate increase with CuPc concentration, thus reducing the texture 

of the film. For H2 PC, there is a strong preference for the a-axis to align perpendicular to 

the substrate, but for CuPc crystallites, although this alignment is still preferable, there 

may be less of an energy penalty for the c-axis to align perpendicular to the substrate. 

The observation of the (002) peak for the CuPc:H2 Pc films suggests that only the 

presence of CuPc is sufficient to nucleate domains in which the c-axis is perpendicular to 

the substrate.

In summary, pure single layer CuPc films appear less textured than their H2 PC 

counterparts, whilst the positions of the (200) peaks are slightly shifted. For the co­

deposited films, both the degree of texturing and positions of the (200) peaks follow the 

trends set out by the pure films. No significant broadening is observed for the 42% film 

which suggests that phase segregation is not occurring (the EPR studies in Section 4.3.4 

should provide further insight into this). If this is the case, the disappearance of the 

-13.5° peak and appearance of a (002) plane as a function of increasing CuPc content 

implies that even small quantities of CuPc (such as are found in the 4% CuPc film) can 

lead to a reduction in texture.

CuPc:H2Pc/PTCDA films

The x-ray diffraction spectra of mixed CuPcrFhPc films deposited onto a PTCDA layer 

also suggest crystallinity, with peaks observed between 26-28°, as seen in Figure 4.16. 

The peak at -27.5° corresponds to both the (102) plane of the PTCDA and the templated 

Pc layer, whilst the lower intensity peak at -26.7° is due to the relaxation of the Pc layer,
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in a similar manner to that described for CuPc on PTCDA (Section 4.2.2). It should be 

noted that the Pc layer of the H2 PC/PTCDA film is only 82.5 nm thick, whilst the other 

films have a Pc layer o f 200 nm (the underlying PTCDA layer is 20 nm thick in all 

cases). It is apparent from the figure that there is a general increase in intensity of both 

peaks as a function of increasing CuPc content. This is contrary to the trend observed for 

the -13.5° peaks of Figure 4.15(b), and is likely to be due to increased scattering from the 

Cu atoms (heavier atoms deflect x-rays more efficiently). In addition, the mere presence 

of these peaks may seem surprising following the aforementioned reduction in intensity 

of peaks at larger 20 values, as observed for the non-templated films. This implies that 

the CuPc/PTCDA films are more ordered (textured) than their single layer counterparts, 

in agreement with the interpretation of the sharper EPR spectra in Section 4.2.3.

100% CuPc/PTCDA0)*■*
3
c
E 52% CuPc/PTCDA0)
Q.
tn
c
3oo

5% CuPc/PTCDA

H Pc/PTCDA

5 10 15 20 25 30 35 40 45 50

20

F igure  4.16. X-ray diffraction spectra o f an 81.5 nm H2PC layer on 20 nm PTCDA 

(black) and 200 nm thick (b) 5% CuPc (green), (c) 52% CuPc (blue) and (d) 100% CuPc 

(red) layers on 20 nm PTCDA. All films are on glass substrates and the spectra are offset 

for clarity. It should be noted that the H2PC/PTCDA film was integrated between 24-31° 

for longer, to enhance the resolution o f its peaks.
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Lorentzian fitting was performed on the two peaks of each spectrum in Figure 

4.16, with the positions and ratios o f the area o f each summarised in Table 4.5. The 

PTCDA peak at -27.6° provides a useful maker to correct for errors in sample alignment, 

and so the separation between the 2 0 -  27.6° and 2 0 ~  26.7° peaks will be discussed here. 

As seen in Table 4.5, the separations between these two peaks are seen to increase with 

increasing CuPc concentration. If the higher 26 peak is assumed to be due to the PTCDA 

(102) plane, this increase in separation suggests that the peak at smaller 26  values of 

CuPc occurs at a smaller angle than that of H2 PC. In section 4.2.2, this peak was 

attributed to the relaxed separation o f the Pc molecules (for the uppermost layers o f the 

film). This implies that a greater molecular separation along the column axis is observed 

for the CuPc films than their H2 PC counterparts.

Film 20-26.7° (° ) 20-27.6° (° ) R2 A20 (°) f~27.6°/ f~26.7°

200nm CuPc/PTCDA 26.7 27.6 0.977 0.9 1.94

200nm 52% CuPc/PTCDA 26.6 27.5 0.976 0.9 1.46

200nm 5% CuPc/PTCDA 26.8 27.5 0.977 0.8 1.22

82nm H2Pc/PTCDA 26.7 27.4 0.978 0.7 1.90

Table 4.5. The measured positions o f  the XRD peaks in Figure 4.16 obtained after 

Lorentzian fitting o f the mixed and pure CuPc:H2Pc/PTCDA films, along with R2 values 

fo r each fit. The separations in angle o f  the two peaks along with the ratios o f  their 

integrated areas are also given.

Comparison of the relative areas o f the two peaks again shows a reduction in the 

peak at 2 6 -  26.7° as a function o f increasing CuPc concentration. It should be noted that 

although a value o f 1.90 is given for the H 2 PC/PTCDA film, this is artificially high due to
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the reduced H2 PC layer thickness (compared to the other films). For the 200 nm thick 

films, the trend in the F 2 7 .6 °/ 7-26.7° ratio implies that the thickness of the layer that retains 

the spacing of the PTCDA (i.e. that corresponding to the 2 6 -2 1 .6 °  peak) is greater for 

films of higher CuPc concentration. This suggests that the presence of CuPc increases the 

range at which the PTCDA directly influences the separation between Pc molecules 

(although the overall flat-lying structure observed, even in the relaxed region, is due to 

the templating layer). Alternatively, this could be explained by the increase in separation 

of Pc molecules in the relaxed layers for films of larger CuPc content. It is feasible that 

the relaxation is more progressive, with the layers of intermediate separation not able to 

diffract (due to the requirement for multiple layers of the same d  for Bragg diffraction, as 

outlined in Section 2.11.2) and so the total thickness of the uppermost (relaxed) layer is 

reduced.

4.3.4 Electron Paramagnetic Resonance

Continuous wave EPR has been used to study the co-deposited CuPciEhPc films. As 

described in Section 1.4.2, if  the concentration of CuPc is reduced by growing mixed 

CuPciFEPc crystallites, it should be possible to resolve the Cu and N hyperfine structure 

shown in Figure 4.5(c). This occurs since the Cu spin centres are separated by the 

introduction of H2 PC spacer molecules and so the dipolar interactions are reduced. In this 

section it is of interest to determine whether this mixing on the molecular scale occurs for 

the CuPc:H2 Pc films (as opposed to phase segregation). If so, it will be possible to gain 

further insights into the film structure and Cu-Cu interactions from analysis of the 

hyperfine structures. For this reason the most dilute (-5%  CuPc) films will be used here 

since they should provide the greatest resolution of the hyperfine structure. It should be 

noted that H2Pc does not contain any unpaired electrons and so is essentially invisible in 

EPR (the measurements were performed in the dark; if this had not been the case signal 

from the unpaired excited and ground state electrons would have been detectable).

Figure 4.17 shows the variation in spectra of the 4% single layer CuPc:H2 Pc and 

5% CuPc:H2Pc/PTCDA films, as a function of their orientation in the magnetic field 

(again defined by the position of the kapton substrate with respect to the field in both
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cases). Hyperfine structure is observed due to interactions between the unpaired electrons 

and the Cu and N nuclei, and this replaces the broad spectra of Figures 4.6 and 4.11. 

Importantly, this demonstrates that the Cu-Cu interactions have been reduced in the films 

by increasing the spatial separation o f the CuPc molecules via H2 PC spacer molecules, 

whilst retaining the overall sample crystallinity. This provides unambiguous evidence 

that the CuPc molecules are randomly distributed within the Pc lattice and that phase 

segregation has not occurred; concentrated pockets of CuPc would give rise to spectra 

similar to those of bulk CuPc.

4% CuPc single layer film
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5% CuPc/PTCDA film
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Figure 4.17. CW EPR spectra o f  (a) 4% CuPc and (b) 5% CuPc/PTCDA films as a 

function ofposition in the magnetic field. Data are offset fo r  clarity.
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In a similar manner to that observed for the 100% CuPc films, points of symmetry 

are observed when the films are aligned perpendicular (6 = 90°) and parallel {0 = 0°) to 

the magnetic field. The peak from the kapton substrate is still present and at the same 

position in all spectra, although it appears larger here since the number of CuPc 

molecules (and therefore unpaired electrons) has been reduced upon dilution. In the case 

of the 4% CuPc film (without a PTCDA layer) when aligned perpendicular to the 

substrate (0 = 90°) a series of sharp lines are concentrated between 320-340 mT. The 

XRD data has shown that this film is crystalline with the molecules standing 

perpendicular to the substrate. Therefore, as suggested by Figure 4.5, at this sample 

orientation a contribution from g_L  is expected, with the multiple sharp lines due to 

hyperfine structure from interactions o f the unpaired electrons with N nuclei (a detailed 

discussion of this hyperfine structure will be presented shortly). The group of peaks is 

centred at -327.1 mT (this is the point of maximum intensity N hyperfine structure) 

which corresponds to g±= 2.047, which is in excellent agreement with that obtained in 

Sections 4.1.4 and 4.2.3. Significantly, a quartet of peaks due to the Cu hyperfine 

interaction cannot be resolved in this region, suggesting a very small splitting in this case, 

possibly causing an overlap of the N hyperfine lines, as suggested by Figure 4.5(c) and 

elsewhere [139, 220].

As the sample is rotated in the field away from the perpendicular position, the 

intensity of these hyperfine lines decreases, whilst additional hyperfine structure appears 

between 337 mT and 352 mT from the g// contribution. Once the film is aligned parallel 

to the field (0 = 0°) the intensities o f the two groups of hyperfine lines are approximately 

equal; at this position an equal contribution from the g± and g// is expected, as described 

in Section 4.1.4. In fact, this spectrum and that of the 5% CuPc/PTCDA film (Figure 

4.17(b)) when aligned at 6 = 45° to the magnetic field appear very similar. This is not 

surprising; in the latter case, equal contributions from the g± and g// components are 

expected due to the reduction in dipolar broadening (compared with that described in 

Section 4.2.3).
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When the CuPc:H2 Pc/PTCDA film is in the parallel orientation (6 = 0°), the 

magnetic field lines pass parallel to the molecular plane and so only the g± component is 

probed. In a similar manner to that observed from this component in the single layer 

CuPc:H2 Pc film (i.e. when 0 = 90° in Figure 4.17(a)), this gives rise to a series of sharp 

peaks from the N hyperfine interactions. These peaks are centred at -327.0 mT which 

corresponds to g±= 2.047, in agreement with the value obtained from the single layer 

film. However, unlike the spectra in Figure 4.16(a), for the CuPc:H2 Pc/PTCDA film the 

intensities of these lines are lower when aligned at 0 = 0° than when tilted slightly 

(6 = ±6°). This may be due to the PTCDA and therefore CuPc molecules being slightly 

tilted with respect to the substrate, as has been reported elsewhere [228].

As this film is rotated in the magnetic field, an additional contribution from g// is 

observed. At 0=  90°, the N hyperfine splittings from g± between 320 mT and 335 mT are 

no longer seen. Instead, clusters of sharp N hyperfine peaks that are superimposed onto 

four broader peaks are centred at 279.5 mT, 301.5 mT, 323.0 mT and 343.0 mT. These 

broader peaks are due to the Cu hyperfine splittings of g//, as suggested in Figure 4.5. 

These four peaks are centred at 311.3 mT, which corresponds to a g// value of 2.151; this 

value is in closer agreement with literature values (2.156-2.158) [139, 141, 145] than that 

of 2.133 obtained previously from the 100% CuPc/PTCDA film. The four peaks are 

separated by 21.2 ± 0.5 mT (the standard error was calculated from the variance in the 

usual manner) and this corresponds to the Cu hyperfine constant, A as described in 

Section 2.8.2 (Figure 2.10). The magnitude o f A can be derived using Equation 4.4 and 

values of g//= 2.151, AB = 21.2 mT and is in excellent agreement with those found in the 

literature of 0.0216-0.0220 cm '1 [139, 141, 145].

A = g .P sA B  = 0.0219 ± 0.0005 cm'1 [4.4]

Detailed information regarding the inter- and intra-column Cu-Cu coupling 

strengths can be gained from the Cu and N hyperfine structure of the co-deposited films 

in their parallel and perpendicular orientations with respect to the magnetic field. These
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spectra are compared in Figure 4.18. Consideration of the sample and therefore molecular 

orientations with respect to the magnetic field, as described in Figure 4.10 and Table 4.1 

suggests that the group of peaks between 337 mT and 350 mT (the region of vertical grey 

dashed lines in the figure) correspond to transitions due to g// (with additional peaks of 

lower intensity at 318 mT-324 mT), whilst those between 320-335 mT (shown as red 

dashed lines) arise from the g± component. The contributions from the Cu hyperfine 

interactions of the diluted films have been estimated by averaging the sharp N hyperfine 

peaks as a function of magnetic field, shown as solid black lines in Figure 4.18.

4% C u P c single  layer film 5% CuPc/PTCDA film

perpendicular 
(0 = 90 deg)

parallel 
(0 = 0 deg)

310

perpendicular 
= 90 deg)

parallel 
(0 = 0 deg)

310 320 ~330 340 350

Field (mT)
(a)

Field (mT)
(b)

Figure 4.18. CW EPR spectra o f  (a) 4% CuPc and (b) 5% CuPc/PTCDA film s aligned 

perpendicular (blue) and parallel (green) to the magnetic field.
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The spectra in Figure 4.18 all exhibit detailed N hyperfine structure. The nuclear 

spin of N is 1 and so each N atom produces 3 splittings; since there are four N atoms in 

the vicinity of the unpaired Cu electron this should give rise to 9 lines, as shown in Figure 

4.5. The anticipated relative intensities o f the N hyperfine peaks can be calculated as 

outlined in Figure 4.19, which is a variation on Pascal’s triangle. In the figure there are 

four rows (matching the number o f contributing N atoms), with the numbers denoting the 

relative intensities of each peak. The relative intensities are seen to by symmetric, and 

when scaled so that the largest amplitude has a relative amplitude of 100, give intensity 

ratios of 5:21:53:84:100:84:53:21:5. The measured relative intensities of the N hyperfine 

peaks (after subtraction of the Cu hyperfine background from Figure 4.18) are 

summarised in Table 4.6. Unfortunately, the sharp peak from the kapton substrate 

obscures the hyperfine peaks at similar magnetic field values and so the relative 

intensities of the peaks in the vicinity of this region could not be calculated.

1 1 1

1 2 3 2 1

1 3 6 7 6 3 1

1 4 10 16 19 16 10 4  1

Figure 4.19. A calculation o f  the relative intensities o f  the N  hyperfine intensities fo r  the 

CuPc molecule due to 4 N  atoms each with nuclear spin In = 1.
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g/z region

Field

(mT)

H 2P c:C uP c Pc/PTCDA Field

(mT)

H 2P c:C uP c Pc/PTCDA

0= 90° II o o 0=  0° 0=  90° 0=  0° 0=  90°

319.8 5.1 18 18 338.4 7.3 24 29

321.6 26 47 47 339.9 6.5 50 46

323.5 51 72 72 341.4 8.5 87 92

325.3 87 100 100 343.0 8.2 100 100

327.1 100 93 93 344.7 6.1 79 83

328.9 98 73 73 346.4 3.3 44 42

330.8 62 40 40 348.1 2.6 28 31

332.7 45 31 31 349.9 - 11 10

Table 4.6. The calculated relative intensities o f  the N  hyperfine splittings o f  the spectra 

shown in Figure 4.18 as a function o f  resonant magnetic fie ld  (these are the average 

found fo r  each set o f  peaks). The maximum amplitude o f  each group o f peaks has been 

scaled to 100. Note that fo r  the g// region o f  the perpendicularly orientated H2Pc:CuPc 

film, the values are scaled to that o f  the g± contribution.

As shown in Figure 4.18, eight peaks can be resolved for the g// regions of the 

CuPc spectra (0=  0°) and CuPc/PTCDA films (0=90°). The symmetries of the peaks 

suggest that an extra peak would be expected at lower magnetic field values, but this is 

obscured by the kapton peak in both cases. The relative intensities of these peaks are in 

reasonable agreement with those predicted in Figure 4.19, although higher resolution 

spectra would be required to confirm this. It should be noted that the films measured here 

are 200 nm thick, whilst the spectra found in literature are for bulk crystallites wherein a
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greater signal-to-noise ratio is more readily achieved. The picture is more complicated for 

the g -L  component since the Cu hyperfine splittings and therefore N hyperfine peaks 

overlap. This leads to constructive and destructive interference and so the four sets of 

nine N hyperfine lines cannot be resolved. At least 15 peaks are measured for the gx 

contribution of the 4% CuPc film, with two more expected in the region masked by the 

kapton signal (an estimate o f two is obtained from the measured separation of 0.85 mT 

from Table 4.7 that will be discussed shortly). The peaks towards the higher magnetic 

field region of this group could also arise from g// contributions from Pc molecules 

aligned slightly off-axis, however this effect appears to be minimal since it cannot 

account for the relative peaks intensities observed at fields above -338.4 mT. Instead, it 

is likely that the g -L  contribution extends into this region, in agreement with reports 

elsewhere [139, 144].

Only eight peaks are observed for the spectrum of the CuPc/PTCDA film aligned 

parallel to the field {0=  0°), although this may be due to a lower signal-to-noise ratio. 

However, some structure is apparent in this spectrum beyond the kapton region, although 

it is not possible to determine whether this is from gx, due to molecular tilt with respect 

to the substrate, a slight error in sample alignment or an artefact of the noise. The relative 

intensities o f the N hyperfine peaks of the gx component are less symmetric than that 

seen for g//, with two neighbouring peaks of almost equal maximal amplitudes at 

-327.1 mT. This does not follow the relative amplitudes predicted from a single 

1= integer species (such as N), and is attributed to the superposition of the N hyperfine 

peaks caused by the overlapping Cu hyperfine interactions of the g± contribution (Figure 

4.5).

Comparison of the relative intensities of the Cu and N hyperfine peaks should 

provide a measure o f the degree o f Cu-Cu interactions. As seen from Figure 1.10, larger 

amplitude N hyperfine peaks superimposed on an almost flat Cu hyperfine background 

are observed for more dilute CuPc:H2 Pc crystallites, whilst more intense (broad) Cu 

hyperfine peaks, are seen for more concentrated systems. The approximate values of the 

amplitude and width of the Cu hyperfine contributions for each of the spectra (both are 

defined by the peak-to-peak values) have been obtained from the fitted black lines in
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Figure 4.18, and are summarised in Table 4.7. In addition, the N hyperfine intensities can 

also be obtained from subtraction o f the Cu hyperfine estimates from the raw data, whilst 

the average peak-to-peak N hyperfine separation can be directly measured. These values 

are also included in the table. Since the exact number of spins in each sample is not 

known due to variations in sample size, a direct comparison of the N and Cu amplitudes 

could be misleading. Instead, by taking the ratio of their amplitudes {A^/AcO any such 

variations due to sample size are removed and so it is these that will be discussed here. It 

should be noted that when the 4% CuPc film is aligned parallel to the magnetic field, 

contributions from g// and g-L are present. In particular, that from g// at low fields 

(318-324 mT) will affect the apparent signal o f the g± component, and so these peaks 

have not been included in the table.

g-factor
Hyperfine

Interaction

4% CuPc 5% CuPc/PTCDA

Amplitude AB  (mT) Amplitude AB (mT)

g±

Cu 0.261 14.75 -0.1 -12.2

N 0.872 1.85 0.608 1.84

^N^Cu 3.34 - -6 -

g//

Cu 0.259 5.99 0.406 5.15

N 0.801 1.62 0.717 1.64

A^/Acu 3.09 - 1.77 -

Table 4.7. The measured Cu and N  hyperfine amplitudes from the spectra in Figure 4.18 

(for the case o f  N  this is the maximum value fo r  the group o f peaks). The ratio o f  their 

amplitudes (A^/Acu), along with the widths o f  the fitted  Cu hyperfine peaks and the 

average separations o f  the N  hyperfine peaks, are included. Note that fo r  the 4% CuPc 

film  the g-L values were obtained from  the perpendicular sample orientation spectrum.
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The ratio o f the N to Cu hyperfine amplitudes provides a measure of the Cu-Cu 

coupling. Literature reports on the effect o f dilution of CuPc in H2Pc to form crystallites 

(note that no equivalent reports have been found for thin films) suggest that for very 

dilute systems, such as 5:10,000, only structure from the N hyperfine interaction is 

observed [141]. Therefore, an increasing N to Cu hyperfine amplitude ratio corresponds 

to a reduction in Cu-Cu interaction strength. From Table 4.7, a higher A^IA qm ratio is 

observed for the g-L peaks with respect to those due to g// for each film. Since the g// 

component is aligned in the z-direction o f the CuPc molecule (as shown in Figure 4.5), 

the lower ratio for g// suggests a stronger Cu-Cu interaction along the molecular stacking 

direction, whilst that between molecules side-on to each other (between neighbouring 

columns) is weaker. This seems sensible since not only would the 7c-7r interactions 

facilitate enhanced intra-column interactions, but also the centre-to-centre intermolecular 

separation is reduced in this direction and so the Cu-Cu separation is expected to be 

smaller.

Differences are also observed in Figure 4.18 and Table 4.7 between the 

CuPc:H2Pc and CuPc:H2Pc/PTCDA films. The CuPc:H2Pc/PTCDA film shows a 

significantly larger A^/Aqm ratio for the gx orientation, coupled with a smaller g// ratio, 

suggesting an enhancement o f the coupling along the molecular stacking direction 

compared with the single layer CuPc:H2Pc film (where less of a difference is observed). 

This is in agreement with the electronic absorption data (Figure 4.8), and the reduced 

face-to-face separation measured from the XRD data (Figure 4.16), which would result in 

a greater intra-column coupling for the 5% CuPc:H2Pc/PTCDA film with respect to that 

of the 4% single layer sample. Furthermore, the larger g± AN /Acu ratio for 

CuPc:H2Pc/PT C D A  film compared to that of the single Pc layer implies a weaker inter­

column interaction. This suggests that the columns of the templated Pc layers are more 

spatially separated. The known dimensions of the PTCDA unit cell lying parallel to the 

surface are 11.96 A x 19.9 A [234] whilst a separation of -13 A is expected for a-phase 

CuPc:H2Pc (as given by the a-axis in Table 1.1). Since the Pc unit cell is larger than that 

of the PTCDA layer it is not possible for there to be direct molecular templating (there 

cannot be one Pc to every PTCDA molecule at the interface). Instead, it is likely that a 

larger Pc spacing is observed than for the bulk a-phase. This could be confirmed by
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molecular resolution AFM studies or grazing incidence x-ray analysis (not performed 

here).

In summary, upon dilution of CuPc in an H2 PC matrix, both single layer and 

templated films display hyperfine features resulting from interactions of the unpaired 

electrons with neighbouring Cu and N nuclei. This confirms that phase segregation has 

not occurred. The film spectra are observed to display strong orientation dependence with 

respect to the magnetic field and this has allowed the calculation of g//= 2.151 and 

g±= 2.047, both o f which agree well with literature reports for bulk crystallites [139, 141, 

145]. For the g// orientation, four copper peaks each with up to 8 N peaks are observed; 

analysis of their intensities and comparison with the number of peaks expected for four 

/  = 1 nuclei suggest that 9 N hyperfine peaks should be seen (this discrepancy is likely to 

be due to a low signal-to-noise ratio and the presence of the kapton signal). In the case of 

g-L, the Cu hyperfine peaks overlap and this results in more complicated spectra, in 

particular for the N hyperfine structure. From comparison of the relative intensities of the 

N and Cu hyperfine peaks, it has been established that stronger interactions occur along, 

rather than between, columns for both the single layer and templated films. In addition, a 

greater intra-column interaction was observed for the CuPciFUPc/PTCDA film than for 

the single layer, verifying the reduced stacking distance measured by the XRD studies. 

The EPR studies also suggest that the spacing between neighbouring columns of 

CuPciFhPc/PTCDA films is larger than for bulk a-phase, which is most likely due to the 

structure of the templating underlayer.

4.4 CONCLUSIONS

For the first time, CW EPR has been used to study CuPc films and to characterise the Cu- 

Cu interactions therein. In particular, the films display strong orientation dependence 

with respect to the magnetic field direction. Analysis of the single layer undiluted CuPc 

films using electronic absorption, XRD and AFM show that they are of the a-phase, with 

their molecular planes aligned perpendicular to the substrate. Therefore, by aligning the 

films perpendicular to the field only the intercolumn interactions are probed by EPR; this

165



Chapter 4 Spin Coupling in CuPc Films

is observed as a single contribution from g± and the spectrum is significantly sharper than 

for films aligned parallel (wherein both inter- and intra-column directions are probed). 

This is because there is a greater CuPc-CuPc separation between neighbouring columns 

and so less dipolar broadening occurs.

Deposition of CuPc onto a PTCDA layer results in the rotation of the molecular 

plane such that the CuPc molecules lie parallel to the substrate, as evidenced by the XRD 

and EPR studies. AFM and electronic absorption suggest that a similar molecular 

arrangement to the a-phase exists, although a sharpening is observed in the absorption 

spectrum which implies a stronger intra-column coupling than in the single layer CuPc 

film. Analysis of the XRD data suggests that for the CuPc/PTCDA film the molecular 

separation along the stacking direction is reduced from that of bulk a-phase, in 

agreement with reports elsewhere [224, 225]. For the EPR spectra, the flat-lying 

molecular arrangement within the CuPc/PTCDA films allows for a greater selectivity of 

the inter- and intra-column interactions, which permits estimates of g± and g// to be 

deduced.

The co-deposition o f CuPcrF^Pc and CuPciF^Pc/PTCDA films results in the 

appearance of Cu and N hyperfine structure in the EPR spectra. Importantly, this 

demonstrates that random mixtures on the molecular level are formed and that phase 

segregation has not occurred. The appearance of the hyperfine peaks demonstrates a 

reduction in Cu-Cu coupling, suggesting that the interaction strengths between unpaired 

spins can be controlled upon dilution with H2 PC. These films are again observed to be 

crystalline, whilst their electronic absorption and topographic properties resemble those 

of the a-phase. The formation of such mixtures suggests that the a-polymorphs of CuPc 

and H2 PC are structurally similar. The results presented here suggest that the model 

proposed by Ashida is likely to be correct. However, an in-depth investigation is 

currently being performed using bulk a-phase crystallites*, the initial results of which 

favour the Hoshino model. The XRD studies suggest that single layer CuPc films are less 

textured than H2 PC films due to the presence of some domains wherein the c- rather than 

<3-axis is parallel to the substrate in the former case. This reduction in texture is even

* This work is being performed by Soumaya Mauthoor.
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observed for the 5% CuPc:H2 Pc films (the degree of texturing reduces upon increasing 

CuPc content); since the films have been shown to be random mixtures, this implies that 

only a small presence o f CuPc is required to initiate this effect.

From the EPR spectra of the CuPcrFEPc and CuPc:H2 Pc/PTCDA films values of 

g//= 2.151, g± = 2.047 and A = 0.0219cm'1 have been measured, which are in excellent 

agreement with those obtained from bulk crystallite samples [139, 141, 145]. Careful 

analysis of the relative Cu and N hyperfine intensities has led to further insights into the 

molecular structure of the films. A stronger interaction is observed between neighbouring 

molecules within the columns for both the single layer and templated cases. However, for 

the CuPc:H2 Pc/PTCDA films, this effect is even more accented, suggesting enhanced 

coupling within the molecular chains due the reduction in face-to-face Pc separation, 

whilst the reduced inter-column interactions may suggest a greater column separation 

than in bulk a-phase.

The work described in this chapter suggests that CuPc thin films, and more 

generally MPc molecules containing unpaired electron spins, are good candidates for 

spintronic applications. This is because they readily form crystalline films in which the 

molecules are aligned in columns; interactions between these columns are weaker than 

those along the stacks and so spins could be more easily transported and conserved along 

these stacks. This is in agreement with electrical transport measurements of single layer 

CuPc films, which show charge mobilities of 4.1 x 10'3 cm2/Vs and 5 x  10'7 cm2/Vs 

parallel to and perpendicular to the substrate respectively [222, 223]. The interactions 

between the spins can be modified by diluting in metal-free matrix and through the film 

alignment with respect to the magnetic field. In addition, preliminary pulsed EPR 

measurements performed on the diluted films suggest spin-spin relaxation times of 

T2 ~ 0.5 ps, with decoherence due to the interaction between the electron spins and 

environment leading to lifetimes of Ti ~ 250 ps at low temperatures*. These suggest that 

the diluted CuPc:H2Pc films could also be used for quantum computing applications, in a 

similar approach to that outlined in Section 1.3.3.

* Measurements performed by Marc Warner, Daniel Klose, Gavin Morley and Chris Kay.
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Chapter Five: UV-assisted introduction of metal dopants into 

silicon from phthalocyanine thin films

Thin manganese phthalocyanine film s are form ed on a Si( 100):H surface 

and subsequently irradiated with 172 nm UVphotons. The UV light ruptures 

the phthalocyanine ligand, releasing the manganese atoms, whilst the 

organic components are broken into small fragments which desorb from the 

surface. A manganese and oxide rich surface layer is formed; XPS and XAS 

measurements suggest that this is MnO. In addition, SIMS and XAS analyses 

demonstrate that Mn is also incorporated into the bulk Si as an interstitial 

dopant and that metal clusters are not formed. This process is performed at 

low temperatures and has the potential to control the three dimensional 

distribution o f metals in silicon, with a wide range o f  potential applications 

including in spintronics and quantum computing.

This chapter describes the experimental results so far in the development of a new 

method for introducing dopants into silicon. As was outlined in Section 1.4.4, 

traditionally, this is achieved by ion implantation wherein silicon is commonly doped 

with species such as P, As and B for electronic devices. For spintronic applications, this 

method has been used for doping silicon with magnetic species such as Mn to create 

dilute magnetic semiconductors [3, 104] (a Mn in Si system will also be studied here). 

However, ion implantation introduces damage to the silicon lattice, whilst for certain 

applications, such as quantum computing, it is highly desirable to have control over the 

relative spacings between dopants [155] and this cannot be provided by ion implantation. 

A greater control over the dopant distribution can be achieved by molecular beam epitaxy 

or chemical vapour deposition, but these are generally only appropriate for the growth of 

relatively thin dopant-rich layers. Instead, the work presented here outlines a new method 

for the introduction of metal species into Si that is cheap, versatile and readily scalable 

for industrial use. Processing is performed at room temperature, with operation at
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cryogenic temperature possible, and so this method has the potential to control the 

positions of a wide variety o f dopants in silicon (their diffusional properties are often 

temperature dependent, as described in Section 1.3.4).

As has already been shown in Chapters 3 and 4, metal phthalocyanines readily 

form highly ordered films when deposited by vacuum sublimation techniques such as 

OMBD. Furthermore, control over the molecular orientation with respect to the substrate 

at the monolayer scale can be gained via the strength of the molecule-substrate 

interactions, as outlined in Section 1.2.2. In addition, owing to their unpaired electron 

spin(s), dilute matrices containing transition metal species such as Cu and Mn are of 

interest for spintronic applications. In this chapter, a new route will be described which 

introduces transition metal species into silicon from MPc films, building on the 

experience already gained in Pc film growth. Section 5.1 will provide evidence that post­

deposition UV irradiation of the films degrades the organic ligand in a repeatable and 

systematic manner. Section 5.2 comprises an analysis of the chemical composition of the 

surface after UV exposure which demonstrates that the majority of the organic matter 

desorbs from the surface, crucially leaving behind the metal, some of which forms an 

oxide-rich surface layer. An analysis of the bulk substrate after UV processing is 

presented in Section 5.3, wherein the metal is observed to have been introduced into Si.

One o f the main advantages o f this procedure is that it has the potential to permit 

control over the distribution and spatial separation of a wide range of dopants into silicon. 

This is desirable for inorganic spintronic applications since clustering has a negative 

effect on the magnetic properties o f dilute magnetic semiconductors [111]. In addition, it 

is necessary to spatially separate the spin active components for certain applications, 

including the quantum information processing scheme described in Section 1.3.3 [155]. 

Figure 5.1 presents a schematic view of how arrays of dopants could be created from 

MPc monolayers. As described in Section 1.2.2, the order and orientation of MPc 

molecules on Si can be controlled via the selection of the surface crystal plane, 

passivation and surface roughness. As a result, upright-standing, flat-lying or randomly 

distributed monolayers can be formed, as depicted in Figures 5.1(a)-(c).
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Such molecular arrays could be used as templates from which to introduce the 

dopants (the central metal of the MPc) into silicon via UV irradiation, whilst if  performed 

at sufficiently low temperatures to avoid diffusion, the positions of the metals could be 

retained (Figures 5.1 (d)-(f)). For example, for the Si(100):H surface used in this chapter, 

MPc molecules would be expected to adopt the arrangement shown in Figure 5.1(a) (as 

observed in Chapter 3), which would lead to linear arrays (Figure 5.1(d)). Evidence that 

this method leads to the incorporation of metals into Si will be presented in Section 5.3. 

However, it is not currently known whether the distribution of metal atoms incorporated 

into the silicon shows spatial ordering corresponding to the original MPc array.

( a ) (b) ( c )

E E E
c c c

<N CNI CNr-~ r^-

(d) (e) (f)

Figure 5.1. A schematic o f  the UV induced introduction o f  metal dopants into silicon 

from thin MPc film s to form  arrays o f  dopants. Three possible arrangements o f  MPc 

monolayers on silicon surfaces are shown (a)-(c). After 172 nm UV irradiation the 

organic fraction is removed, leaving behind the metal species (grey dots) to diffuse just 

below the silicon surface with their lateral positions pre-determined by the original 

organic film  structure (d)-(f).
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The procedure outlined in Figure 5.1 could be extended by exploiting temperature- 

dependent diffusion to control the dopant distribution as a function of depth via a post­

treatment anneal, possibly with the aid of in-built preferential diffusion paths. It should 

be noted that, although demonstration of the retention of the order of the initial MPc film 

within the substrate has not yet been achieved, the results described in this chapter show 

that this procedure could lead to the creation of ordered arrays of metal dopants in silicon. 

It could also be readily adapted for the introduction of metallic and non-metallic species 

into other substrates (for example compound semiconductors) using different organic 

precursors (and so providing different dopant separations), thus extending the range of 

potential applications.

5.1. DEGRADATION OF THE PHTHALOCYANINE RING

This section describes experimental results which monitor the effect of 172 nm UV 

radiation on the MPc films as a function o f exposure period. To facilitate measurements 

and get above the detection limits of the standard analytical techniques to be used, the 

MPc films were typically 5 nm thick. The aim here is to determine the amount of time 

required to remove or destroy the organic material and verify the reproducibility of this 

process. Sections 5.1.1 and 5.1.2 present Raman and electronic absorption measurements 

performed on MPc films that have been irradiated for a range of times. In each case the 

amount of molecular material remaining was calculated by referencing to the 

corresponding integrated peak areas of the initial film. Information about the morphology 

as a function of irradiation time was provided by tapping-mode AFM measurements and 

will be described in Section 5.1.3. Multiple measurements and sample preparations were 

performed to prove the reproducibility of the data.

All MPc thin films were grown by OMBD, as outlined in Section 2.1. Raman and 

AFM measurements were performed on films grown on Si(100):H (i.e. on Si(100) after 

an HF dip), whilst glass substrates were used for the electronic absorption studies. The
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films were then immediately transferred to a custom built UV chamber (as described in 

Section 2.2) where they were subjected to 172 nm irradiation and then analysed ex-situ. 

In the case o f the electronic absorption studies, the samples were irradiated for a series of 

short periods with spectra taken between each irradiation dose. Initial Raman 

spectroscopy measurements were performed on CuPc films to determine whether the UV 

was successfully degrading the MPc films and to subsequently establish the optimum 

experimental conditions. However, owing to its fast diffusion rate in silicon, any copper 

introduced by the UV treatment would be difficult to detect (Table 1.2). For this reason, 

the majority of the experimental results presented here are for thin MnPc films, in line 

with the general theme of this chapter.

5.1.1 Raman Spectroscopy

This section will comprise discussions of the CuPc then MnPc Raman spectra, both as a 

function of increasing UV exposure. It will be shown that the characteristic MPc signal is 

reduced as a result of UV irradiation. Following this, possible mechanisms for the 

rupturing of the MPc ligand will be suggested.

CuPc Films

In order to determine the optimum experimental conditions for the UV-induced 

degradation o f the metal phthalocyanine thin films, initial tests were performed using 

CuPc films and analysed by Raman spectroscopy. In these experiments, parameters 

including the sample-lamp distance, ambient atmosphere (pressure and gas species), 

sample temperature and film thickness were studied. As an example, the effect of varying 

the initial film thickness (whilst keeping the other parameters at their optimal conditions) 

is shown in Figure 5.2. Here, the Raman spectra (excitation X = 514.5 nm) of CuPc films 

that were originally 5 nm thick (Figure 5.2(a)) and 10 nm thick (Figure 5.2(b)) after 

various UV exposure periods are compared.
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Figure 5.2. Raman spectra (X = 514.5 nm) o f  (a) 5 nm thick and (b) 10 nm thick CuPc 

films on Si(100):H as a function o f  UV exposure time (durations stated in the legends). 

The calculated percentages o f  CuPc remaining after each exposure time are plotted as 

insets andfitted to an exponential decay function (red).

The peak positions and relative intensities of the Raman spectra of the as- 

deposited 5 nm and 10 nm thick CuPc films in Figure 5.2 (black) agree well with the 

published spectra (Figure 1.4 [48, 235]), demonstrating that the molecules remain intact 

once deposited onto the surface. The CuPc thin films give relatively intense Raman 

signals, permitting a quantitative analysis of the amount of CuPc present. The spectra 

also present an opportunity to detect and identify any degradation products formed that 

remain on the surface (these would be seen as additional vibrational bands).

As seen in Figure 5.2, the intensities of the signature CuPc peaks are seen to 

decrease as a function of UV irradiation time. No additional peaks are detected from the 

formation of new (modified) species, suggesting that the MPc molecules are removed 

from the surface (either whole or in fragments). It should be noted that very little 

variation in peak intensities were observed for measurements performed at different 

locations on each sample, with that experienced likely due to laser focussing errors in 

addition to any irregularities in film thickness. As a result, the samples were deemed to
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be homogenous. For the 5 nm film, a significant reduction in intensity o f the 

characteristic CuPc peaks is observed after 30 seconds, and only a negligible signal is 

detected after 20 minutes o f UV exposure. In contrast, for the 10 nm thick film, a 

significantly longer time (at least 80 minutes) is required before the characteristic CuPc 

vibrational modes are no longer detectable. This suggests that the degradation rate is not 

linear with exposure time.

A measurement of the amount of CuPc remaining can be made by integrating the 

area under the peaks associated with the breathing modes of CuPc (as described in 

Section 1.3.1) and referencing to those of the initial film. This procedure is justified in 

Figure 5.3, wherein the integrated area under the most intense vibrational mode at 

1530 cm'1 (between 1513 cm '1 and 1556 cm '1) has been plotted as a function of as- 

deposited CuPc film thickness. The integrated area is linearly proportional to the film 

thickness, and so this method can be used to perform a quantitative analysis on the 

fraction of MPc remaining as a function of UV irradiation time. Errors were calculated by 

performing multiple measurements and calculating the standard deviation and standard 

error for each sample. Such a treatment combines those due to sample inhomogeneity and 

laser focussing inconsistencies. As seen in Figure 5.3, these errors are small, further 

demonstrating the uniformity o f the as-deposited thin films.

40000
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Film Thickness (nm)

Figure 5.3. A plot o f  the integrated area under the 1530 cm'1 peak o f as-deposited CuPc 

films as a function offilm  thickness (as measured during film  growth by an in-situ QCM).
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The integrated areas under the 1530 cm"1 peak after each UV exposure period 

have been used to determine the percentage of CuPc remaining as a function of 

irradiation time, as shown in the insets of Figure 5.2. A non-linear degradation rate with 

respect to irradiation time is observed, with a faster rate seen for shorter times. The 

exponential function given in Equation 5.1 was fitted to the data in both insets (i.e. for the 

two initial film thicknesses), where y  is the percentage CuPc remaining and t is the 

duration of UV exposure.

y  — Ae [5.1]

This fitting gave values o f A = (85.6 ± 1.7)%, r = (5.21 ± 0.33) min"1 (R2 = 0.899) 

and A = (94.4 ± 3.2)%, r = (16.6 ± 1.3) m in'1 (R2 = 0.981) for the 5 nm and 10 nm films 

respectively. It should be noted that values o f A = 100% would be expected in both cases 

(since at t = 0 the exponential term will have a value of unity and 100% of the film exists 

at this point). However, this is not obtained since this A and r were allowed to vary during 

fitting to the experimental data; although A could have been constrained to a value of 

100%, this would have assumed zero error in the quantity of CuPc measured, which is 

unrealistic. The value of 94.4% obtained for the thicker film is closer to the anticipated 

value; this is expected to be due to the larger signal-to-noise ratio for the 10 nm film. The 

apparent exponential decay law suggests the formation of a thin layer that is semi- 

impervious to the UV light, most likely on the surface of the phthalocyanine film, which 

increases in thickness as more MPc material is removed (the chemical composition of 

this layer will be discussed further in Section 5.2). This layer reduces the flux of UV 

photons on the remaining MPc molecules, and so decreases the rate at which the 

molecules are degraded.

It is desirable to repeatedly remove all of the MPc starting film over a sensible 

timescale. Very short exposures (of the order of seconds) would be difficult to control in 

a repeatable manner using the current set-up, whilst prolonged UV exposure increases the
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temperature and this would make the detection of fast diffusers in silicon more difficult. 

Therefore, exposure durations o f the order o f a few minutes would be preferable. 

Furthermore, the molecular layers closest to the silicon interface are of the greatest 

interest here since these will be more likely to achieve the desired positioning of metal 

dopants into the Si host matrix; a thinner film will more accurately model a monolayer. 

However, coverage of a monolayer would be difficult to detect using the techniques 

employed here. For these reasons, an initial film thickness of 5 nm was chosen for the 

samples described in the remainder o f this chapter.

MnPc Films

The Raman spectra of a 5 nm MnPc film on Si(100):H was measured after a similar range 

of UV exposure periods as those studied for the 5 nm CuPc film, as shown in Figure 5.4. 

A similar overall trend was obtained as for the 5 nm CuPc film, wherein the intensity of 

the Raman signature (most prominently at 1397 cm'1) systematically decreases upon 

increasing UV exposure. After 20 minutes of irradiation this peak is no longer detectable, 

suggesting that the MnPc film was removed at a comparable rate to that observed for the 

CuPc film. A broad, weak peak is observed at -1455 cm '1 after extended UV exposure, as 

indicated in the figure (this will be returned to shortly).

Although the number o f scans and integration time used to obtain the data in 

Figure 5.4 were increased by factors o f 5 and 4 respectively compared to those used for 

the CuPc spectra (Figure 5.2), a significantly lower intensity and therefore poorer signal- 

to-noise ratio was observed for the MnPc film. This implies that MnPc is a less Raman 

active material, suggesting that the delocalised electron density is less easily distorted 

than for its CuPc counterpart. In addition, the main vibrational peak is shifted to a lower 

energy than that of CuPc (1397 cm '1 versus 1530 c m 1), although it is not possible to 

deduce whether these are from the same vibrational mode. This is unusual since planar 

MPcs (for example CuPc and CoPc) have similar Raman signatures, whilst the 

vibrational peaks of non-planar MPcs such as PbPc are shifted to lower energies [48]. 

Published Raman spectra of MnPc could not be found and the nature of the differences is 

not currently understood. Furthermore, the integrity of the MnPc films cannot be

176



Chapter 5 Introduction o f  Metals into Si from MPc Films

confirmed here using this method. However, the relative shift does suggest that the MnPc 

molecule is not planar (as has been reported for certain Mn porphyrins, which are 

structurally similar to the phthalocyanines [236]). Further studies are necessary to 

determine the true nature of this shift, but are outside the scope of this chapter.
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Figure 5.4. Raman spectra (A ,^ = 514.5 nm) o f  a 5 nm MnPc film  on Si(100):H 

subjected to increasing periods o f  172 nm UV exposure. Data are offset fo r  clarity.

Mechanisms for Rupturing the MPc Ligand

The temperature during UV irradiation was measured by an in-situ thermocouple and 

observed to remain below 60°C. The MPc molecules are known to be very stable upon 

heating until temperatures above ~300°C are reached, at which point they sublime. The 

only known temperature-induced changes to MPc films occur at temperatures just below 

the sublimation temperature (above ~250°C at ambient pressures, or above ~325°C in 

high vacuum conditions), where they undergo a phase transition from the a- to 0-
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polymorph [34, 35]. However, this does not result in a reduction of molecular material. 

Therefore, the observed changes in the Raman spectra cannot be due to heating effects.

Instead, it is likely that the UV photons cause the MPc molecules to fragment via 

photo-excitation of the bonding electrons. Calculations of Liao et al. suggest that the 

binding energy of the metal species to the Pc ligand is typically 5-10 eV; for example for 

CuPc this value is 6.96 eV [237], whilst for MnPc a binding energy of 8.80 eV has been 

reported [236]. Although these values are of the same order of magnitude as the energy 

provided by the UV lamps (E i7 2 nm = 7.21 eV) at first glance it appears that the UV 

energy is not sufficient to rupture the Mn-Pc bond. However, MPc molecules absorb in 

this region and this results in the population of excited electronic levels, whilst the 

calculations of these binding energies were performed on MPc molecules in the ground 

state. Therefore, these values act as a guide only. In addition, these calculations assumed 

a planar MnPc structure. For ligated MnPc molecules (which are also non-planar), longer 

Mn-N bond lengths are reported [236]. This implies that if the interpretation of Figure 5.4 

is correct, a lower binding energy than quoted would be expected (it is not known 

whether this would be below the 7.21 eV provided by the UV lamp).

It is also likely that the weaker bonds in the MPc ligand will be the first to be 

ruptured by the UV light, and that this would further lower the binding energy of the 

metal to the organic. Although information on the bond dissociation energies of the Pc 

ligand could not be found, the C-N and C-C bond dissociation energies of more common 

aromatic molecules such as pyridine and benzene are known to be 3.55 ±0.11 eV and 

4.41 ± 0.09 eV respectively [238]. These values are comfortably below the energy 

provided by the UV photons and imply that the C-N bonds of the Pc ligand are the most 

likely to break first, as suggested by Otha et al. [239]. Inspection of the molecular 

structure of MnPc (which is analogous to that o f CuPc shown in Figure 1.1(a)) suggests 

that it is likely that benzene and pyrrole containing complexes such as isoindoline and 

carbazole will be formed. The chemical structures of these molecules are shown in Figure 

5.5. The broad, weak peak observed in Figure 5.4 at -1455 cm'1 after 20 minutes of UV 

exposure can be attributed to the formation of carbazole [240]; if formed, this molecule 

could remain on the surface (it has a sublimation temperature of 82°C [241]), whilst
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smaller fragments such as isoindoline would sublime from the surface. A slight reduction 

in intensity of this peak is observed between 20 mins and 40 mins, suggesting that further 

UV-induced decomposition of the carbazole molecules occurs to form small volatile 

fragments which desorb from the surface, as described elsewhere [242].

Figure 5.5. The chemical structures o f  two possible degradation products after rupturing 

the Pc ligand; (a) carbazole and (b) isoindoline.

5.1.2 Electronic A bsorption Spectroscopy

Electronic absorption spectroscopy has also been performed on MnPc films (on glass 

substrates) in order to more accurately quantify the amount of MnPc remaining as a 

function of UV irradiation time, since this could not be deduced with confidence from 

Figure 5.4. Figure 5.6(a) shows a plot of the measured electronic absorption of 5 nm 

MnPc films exposed to 172 nm UV light for the same durations as used for the Raman 

spectra. These measurements were performed in transmission mode and so any UV- 

induced modifications to the absorption spectrum of the substrate would affect the 

measured spectra of the film. For this reason, each film spectrum was referenced to that 

of a clean glass slide that had been subjected to the same exposure of UV light.

H
N

(a) (b)
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Figure 5.6. (a) Electronic absorption spectra o f  a 5 nm MnPc film  on glass (black), 

along with films exposed to 172 nm UV photons fo r  30 seconds (red), 1 minute (green), 

2 minutes (mid-blue), 5 minutes (cyan), 10 minutes (purple), 20 minutes (yellow) and 

40 minutes, (b) The calculated percentage o f MnPc remaining as a function o f  UV 

exposure from the electronic absorption (black) and Raman (green, from  Figure 5.4) 

spectra, with an exponential f i t  to the values obtained from the electronic absorption data

MnPc absorbs in the visible region (between 500-850 nm) due to electronic 

excitation from the ground state to the first excited state (Q-band absorption), in a similar 

manner to that described in Chapter 4 for CuPc and H2Pc films. The spectrum of the “as 

deposited” MnPc film (black) agrees with that published in literature [243, 244] and 

confirms that the molecules remain intact after film deposition. It should be noted that in 

general the absorption spectra of MnPc is different to that of most other MPcs; for 

example, in solution two peaks are observed at —643 nm and —660 nm [245] whereas 

only one main absorption peak is present in the solution spectrum of CuPc (Figure 

1.3(b)). The presence of the peak between the Q- and B-bands (at -523 nm) is intriguing;

(red).
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similar peaks are only observed for non-planar MPcs such as FePc [45]; such a peak is 

sonsitent with the interpretation of the Raman spectra (Section 5.1.1). Upon UV 

irradiation, the intensity o f the electronic absorption bands are seen to decrease as a 

function of exposure time, in an analogous manner to those observed using Raman 

spectroscopy, again suggesting that the UV light ruptures the MPc molecules in a gradual 

manner. After 20 minutes a trace amount of MnPc signature remains, however, after 

40 minutes this is no longer detectable, suggesting that in this case all MnPc has been 

degraded.

Since the absorption is directly proportional to the film thickness (Equation 2.13), 

each electronic absorption spectrum can be used to directly monitor the amount of 

material present, in a similar manner to that used in Section 5.1.1. Figure 5.6(b) shows 

the percentage of MnPc remaining as a function of UV exposure periods obtained from 

the spectra in Figure 5.6(a). This was calculated by integrating the area under each 

absorption profile between 575 nm and 850 nm and referencing this value to the 

integrated area of the as-deposited spectrum. For comparison, the equivalent values 

obtained from peak fitting of the Raman spectra of Figure 5.4 are also included and are 

seen to follow the same trend. The data obtained from the electronic absorption spectra 

are observed to fit to an exponential curve, as defined by Equation 5.1, with fitted 

parameters of A = (88.4 ± 4.7)%, r  = (5.52 ± 0.91) min'1 (R2 = 0.965). Again, the 

exponential decay suggests the formation o f a surface layer that either partially absorbs 

the incident photons and/or hinders desorption. The fitted parameters agree well with 

those found for the 5 nm CuPc film in Section 5.1.1 (A = (85.6 ± 1.7)%, 

r=  (5.21 ± 0.33) min'1), further demonstrating the reproducibility of this process for 

different MPc metals.

This agreement suggests a similar degradation mechanism for the two molecular 

species. As discussed in Section 5.3.1, the MnPc films would not be expected to be 

degraded in an identical way as CuPc if only the M-Pc bonds were ruptured, since their 

bond dissociation energies are lower than the 7.21 eV provided by the UV lamp 

(assuming that these values are appropriate for the MPc films under the conditions used 

here, as has already been debated). Instead, their similar behaviour upon exposure to UV 

light implies that other bonds (most likely the C-N) rupture first. If the latter were true,
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the metal could still be released from the organic since the fragmentation may destabilise 

the Mn-N bond; this seems plausible since the delocalised bonding between the Mn and 

Pc ligand (as described in Section 1.1) would be disrupted.

After prolonged irradiation, the films become increasingly absorbing at lower 

wavelengths, as seen by the broad tail below -450 nm. This could be explained by the 

formation of manganese oxide(s) since these are known to absorb in this region [246]. 

The formation of manganese oxides would be in agreement with other reports of UV- 

induced degradation of metal-organic thin films [239, 247], as will be discussed in 

Section 5.2.

5.1.3 Atomic Force Microscopy

The topography of the films as a function of UV exposure has been studied by tapping 

mode AFM. Here it is also o f interest to determine whether the uniformity on the 

millimetre scale (shown by the Raman and electronic absorption measurements) is 

maintained on the nanoscale. Figure 5.7(a) shows a typical AFM image of a 5 nm thick 

MnPc film on Si. The film has been verified to be uniform by imaging at several different 

locations across the Si wafer. The surface is seen to comprise many small features of on 

average 20-30 nm in diameter. Since the substrate was at room temperature during film 

deposition, it seems likely that the molecules would adopt the arrangement of the bulk a- 

phase, in an analogous manner to that of the CuPc films on Si(100):H described in 

Chapter 3 and the thicker films in Chapter 4. Indeed, the 5 nm MnPc film is of similar 

appearance to the CuPc films of Figures 1.5 and 4.3, suggesting that each grain 

corresponds to individual crystallographic a-phase domains. The domains of the 5 nm 

MnPc film are larger than those o f 9.7 ±1 .2  nm and 7.3 ± 0.9 nm obtained in Chapter 3 

for monolayers on the Si(100):NH3 and Si(100):H surfaces respectively. In addition, 

these MnPc features are notably smaller than those observed for the 100 nm thick CuPc 

film in Figure 4.3 (approximately 40-60 nm). These measurements are in agreement with 

literature and previous results since the domain sizes of a-phase films are known to 

increase with increasing film thicknesses [229], and are dependent on growth conditions, 

as observed in Section 4.3.2.
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Figure 5.7. Tapping mode AFM  images o f  (a) the initial 5 nm MnPc film  on Si(100) 

(rms = 0.16 nm) and after UV irradiation periods o f (b) 30 seconds (rms = 0.14 nm), (c) 

2 minutes (rms = 0.10 nm), (d) 5 minutes (rms = 0.11 nm), (e) 10 minutes

(rms = 0.11 nm) and (f) 40 minutes (rms = 0.066 nm).
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The characteristic bumpy appearance of the a-phase film observed in Figure 

5.7(a) is retained upon UV irradiation (Figures 5.7(b)-(f)). The measured roughness 

values of the films (quoted in the caption) show an overall decrease upon UV exposure. 

In general, the roughness would be expected to decrease upon reduction of the thickness 

of the films and so this is in a general agreement with the electronic absorption and 

Raman spectra. However, the decrease in roughness and measured height variation do not 

follow an exponential decay (i.e. in contrast to Figure 5.6(b)); instead these values are 

observed to initially decrease, remain approximately constant between 2 and 10 minutes 

of UV exposure, before decreasing further. Although this is partly due to the non-linear 

degradation rate, this cannot fully explain the observed trend. It important to note that the 

AFM tip only interacts with the sample surface -  it does not penetrate through the 

organic layer to the substrate and so does not measure the true film thickness. This is 

observed for the initial MnPc film (Figure 5.7(a)), in which a height of only 1.6 nm is 

measured, instead o f the true thickness of 5 nm.

After 40 minutes of irradiation (Figure 5.7(f)), both the height scale and roughness 

are at their minimum values. The electronic absorption and Raman data suggest that the 

MnPc film has been fully degraded at this point and so it is likely that the AFM tip is 

interacting with the silicon substrate in this case. However, small features of similar size 

and distribution to those of the a-phase domains are observed, suggesting that any 

degradation product remaining on the surface retains the morphology of the initial MnPc 

film. This is promising for the potential retention of the spatial ordering for the creation 

of arrays in silicon (as outlined in Figure 5.1); if the film were to amorphise upon 

irradiation, it is likely that the domain structure would be lost (this does not appear to be 

the case here).

In summary, the analyses described in this section demonstrate that the initial MPc 

films are uniform and that exposure to UV light results in their degradation. Furthermore, 

MnPc and CuPc films o f the same thickness were observed to respond in an analogous 

manner upon UV exposure. It is likely that the degradation occurs through the rupturing 

of the Pc ligand, most probably via the C-N bonds (these were deemed to be the 

weakest), resulting in the formation o f small aromatic fragments. Published M-Pc binding
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energies suggest that Cu could be released from an intact CuPc molecule, whereas the 

energy provided by the UV lamp is insufficient to rupture the Mn-Pc bonds. However, 

the MnPc molecules are suspected to be non-planar and so the calculated MnPc binding 

energy (performed on planar molecules) may not be applicable to this system. At this 

stage it is not known whether the metal is released from the organic ring (this will be 

discussed in the following section), although it is feasible that rupturing the C-N bonds 

would destabilise the M-N bonds. The AFM studies suggest that after 40 minutes of UV 

exposure, the film has been reduced in thickness. This implies that much of the organic 

material has been removed, supporting the claim that small fragments are formed by 

rupturing the C-N bonds; many of the aromatic fragments would sublime from the 

surface (and so be undetectable by Raman spectroscopy), reducing the amount of 

material present. However, the morphology of the initial MPc film is retained, suggesting 

that any degradation products maintain the general morphology of the initial a-phase 

film. A more detailed characterisation o f the surface after UV exposure will be presented 

in the following section.

5.2. CHARACTERISATION OF THE SURFACE AFTER UV TREATMENT

The studies outlined in Section 5.1 show that the MnPc film is being degraded as a result 

of the UV exposure, however, using these techniques it has not been possible to detect 

whether the Mn atoms remain after UV treatment. Demonstrating that the metal is 

released from the organic ring is critical to this procedure, not least because the known 

Mn-Pc binding energy suggests that the energy of the UV photons is insufficient to 

release the Mn from an intact MPc molecule. The aim of this section is to investigate the 

chemical nature of the surface of the MnPc film after UV treatment. This will be 

achieved by using the more surface sensitive techniques of SIMS, XPS and XAS, as will 

be used in Sections 5.2.1, 5.2.2 and 5.2.3 respectively. Using these techniques, the 

composition of the 5 nm MnPc film on Si(100):H before and after 40 minutes of UV 

exposure (i.e. the point at which the Raman and electronic absorption measurements 

suggest all of the MnPc films are fully degraded) will be analysed.
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5.2.1 Secondary Ion Mass Spectrometry

Secondary ion mass spectrometry is a highly surface sensitive technique that permits the 

analysis of the chemical composition o f a sample as a function of depth. Firstly though, 

in order to determine which species to trace in SIMS depth profiles, mass spectra o f 5 nm 

thick MnPc and CuPc films, along with that o f the initial silicon substrate were measured. 

These are compared in Figure 5.8. The mass spectra were obtained using a nitrogen 

profiling beam, with the species collected as positive ions.

In general, the mass spectra o f the CuPc and MnPc films are similar. A significant 

yield of C+ is observed at 12 amu that is not detected in the silicon spectrum. This peak is 

attributed to originating from the phthalocyanine ligand, whilst the peak observed at 

13 amu for the MPc films is likely to correspond to CH+ fragments (again from the Pc). 

The intense peak observed at 55 amu for the MnPc spectrum is due to Mn+. Any 

interference with an organic fragment (e.g. C4 H2 +) can be excluded, as no peak at 55 amu 

is observed in the CuPc film. Importantly, Mn was not detected from the silicon wafer 

(neither was Cu) and so any Mn detected in the Si wafer after UV exposure must have 

been introduced from the MnPc film. A peak is observed in all spectra at 28 amu (an 

order of magnitude more intense for the Si wafer) which could be attributed to Si+, CO+ 

or N 2 +. Since it is accompanied by peaks at 29 amu and 30 amu, which correspond to the 

known isotopes of Si with the relative intensities of all three peaks in good agreement 

with their known natural isotopic abundances (92.2% Si28, 4.7% Si29 and 3.1% Si30), 

these peaks can be confidently attributed to the presence o f Si. Na+, K+, Ca+ and Fe+ are 

also observed, although their presence is not surprising since these are commonly 

observed positive impurities in SIMS [190]. However, species such as 0 + are less likely 

to be detected, even though O may be present in the samples; CT ions would be expected 

to have a far greater yield (i.e. if the spectra had been collected as negative ions). For this 

reason, the polarities of the species collected in the following depth profiles were chosen 

according to their individual preferential formation of cations or anions; C and O were 

collected as negative species whilst positive ions o f Mn and Si were detected.
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Figure 5.8. Mass spectra collected as positive ions o f  (a) a 5 nm CuPc film on Si (green), 

(b) a 5 nm MnPc film  on Si (red), and (c) a Si(100) wafer (black). The mass numbers o f  

key species are identified.

It was necessary to calibrate the depth scale in order to permit a full 

characterisation of the depth profiles. This was performed by creating a crater after 

sputtering a Si wafer for 16 hours and 28 minutes and measuring its depth. The sputtering 

conditions used here were the same as used for the remainder of this chapter, namely a 

1.25 keV Ar+ beam at grazing incidence (see Section 2.5 for more details). The crater 

formed is shown in Figure 5.9 and was found to be 2.35 pm deep, from which a 

sputtering rate of 2.38 nm/min was calculated. It should be noted that this sputtering rate
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has been used throughout all depth profiles shown and is not correct for materials other 

than bulk silicon; the bulk MnPc film will have a different (faster) etch rate and so its 

measured thickness will be underestimated. Figure 5.9 also shows that the crater has a 

regularly shaped perimeter (of approximate dimensions 0.5 mm x 1 mm), that the base of 

the crater is uniform and that the crater walls are slightly tapered. In order to avoid 

collecting data from the crater walls, the data presented here has been gated such that 

only the central 50% of the crater was sampled.

+ 1.00000

+0.03000

03000

•3.03000

Figure 5.9. Images obtained using an optical interferometer (Zygo) to measure the depth 

o f a SIMS crater created in a silicon wafer after 16 hours 28 minutes o f sputtering, (a) A 

3-dimensional image, (b) a cross section taken across the crater width (the location the 

cross section was taken from is indicated by the horizontal line in (a)).

SIMS has been used to analyse a 5 nm MnPc film on silicon, before and after UV 

treatment. For these studies CT, CT, Si+ and Mn+ yields were traced as a function of depth. 

A typical SIMS depth profile of a 5 nm MnPc film on silicon (i.e. before UV exposure) is 

shown in Figure 5.10(a). Regions of this profile can be attributed to the MnPc film and Si 

substrate, as indicated in the figure. Within the organic film, a relatively constant Mn 

signal is observed, as would be expected from the MnPc layer. This is accompanied by a 

high carbon presence, which is mainly due to the Pc rings. However, the C content is not 

uniform in this region, with a high C signal observed at the film surface. This is likely to
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be due to both surface contamination and the fact that equilibrium between the incident 

beam and sputtered yields had not yet been established (as discussed in Section 2.5.3). 

Higher yields of O and Si are observed at the film surface for the same reasons, whilst the 

yields of these species also rise as the interface is approached; the latter effect is a result 

of beam induced mixing, as will be discussed shortly.

 C12
 016
 Si28
 Mn55

Siliconu
<D</>In
c
3oo
£  1°235c
®  101-c

10° •

1010 5 10 15 20

Depth (nm) Depth (nm)

(a) (b)

Figure 5.10. SIMS depth profiles obtained using a 1.25 keV Ar+ profiling beam o f  a 5 nm 

MnPc film on Si (a) before and (b) after UV exposure. Carbon (black), oxygen (red), 

silicon (green) and manganese (blue) are traced in each case as a function o f depth. 

Dotted lines indicate the film-substrate boundaries.

The interface with the substrate is reached after 2 minutes 13 seconds (as depicted 

by the dotted line in Figure 5.10(a)), the position of which has been defined as the 

maximum of the first derivative of the silicon trace. At the interface, a high oxygen signal 

is observed. This is most likely due to a native SiC>2 layer reforming during the time 

between film growth and measurement (this analysis was performed several days after 

film deposition). As was explained in Section 2.5, the increased presence of oxygen 

artificially enhances the yield of silicon [191], and this leads to a peak in the silicon trace 

that mimics that of oxygen. The oxygen (and therefore silicon) signals then decay, 

reaching a constant value beyond the oxide layer and within the bulk Si. At this point, the

C12
016
SI28
Mn55Silicon

189



Chapter 5 Introduction o f  Metals into Si from  MPc Films

O signal is likely to be due to the residual chamber vacuum and is not expected to 

originate from the sample.

From the depth profile, it is apparent that Mn and C are driven beyond the 

interface and into the substrate by the profiling beam. In order to investigate this further, 

Monte-Carlo simulations have been performed (using the SRIM package) to model the 

effect of the Ar+ beam on the MnPc-Si system. The results of these calculations are 

shown in Figures 5.1 l(a)-(d). This package calculates the path of the incident ions along 

with recoils and damage events for pre-defined layers of materials (in this case 5 nm 

MnPc on Si) and is commonly used to model dopant distributions of ion implanted 

samples. However, it does not take into account the decrease in material due to 

sputtering, specifically the interface position does not move as a function of time, unlike 

in real systems where the uppermost material is removed by the profiling beam.

As described in Section 2.5, bombardment of a surface with energetic ions results 

in cascades which run through the surface region of the sample. Figures 5.11(a) and (b) 

contain plots o f the number of C and Mn atoms that are displaced by the cascades as a 

function of depth. Here it can be seen that even for the initial MnPc film, the distribution 

of C and Mn species is influenced by the beam throughout the layer (significantly more 

than the uppermost layer is affected). Surprisingly, the cascades also penetrate the film 

and displace the Si atoms near the interface, as shown in Figure 5.11(c). This is displayed 

pictorially in Figure 5.11(d) wherein the distributions of all displaced species are plotted 

in terms of sample depth and horizontal co-ordinates. From this it is apparent that the 

beam interacts with the species throughout the film and through to the uppermost ~5 nm 

of the Si substrate. It has the effect o f mixing the species in this region; this is known as 

the mixing layer. The fact that this mixing layer penetrates the film, even at the onset of 

profiling (where the film is at its thickest) results in Si atoms being detected in the “MnPc 

film” region of Figure 5 .10(a) and so the film-substrate interface becomes blurred.
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Figure 5.11. Monte-Carlo simulations (from SR1M) o f  (a-d) a 5 nm MnPc film  on Si and 

(e) bulk Si. All simulations were performed using a 1.25 kev Ar+ beam (tilt angle o f  45°) 

to match the experimental conditions. In all cases hydrogen (green), carbon (blue), 

manganese (red), nitrogen (orange) and silicon (pale pink) are traced, (a)-(c) The density 

o f collision events as a function o f  depth fo r  C, Mn and Si respectively fo r  the MnPc film  

on Si (the film-silicon interface is marked by a vertical line). Lateral distributions after 

bombardment as a function o f  depth fo r  (d) MnPc on Si and (e) bulk Si.

Another important consequence of the relatively large mixing layer occurs just 

beyond the film-substrate interface. At the interface, significant quantities of Mn and C 

are present in the near-surface region of the crater. These become mixed with Si and so 

are effectively driven beyond the original interface by the profiling beam. The thickness 

of the mixing layer in this region is modelled in Figure 5.11(e) where the sputtering of
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bulk Si is simulated (it should be noted that this assumes the majority species beyond the 

interface to be Si). This figure shows that the beam influences the uppermost ~9 nm of 

the Si; this value is the thickness of the mixing layer within bulk Si and provides an 

estimate of the depth resolution for the experimental conditions used here. The beam- 

induced mixing of the Mn and C-rich crater beyond the film-substrate interface is 

observed in the depth profile o f Figure 5.10(a) as approximately exponential decays of 

the Mn and C signals. Such an effect is typical for layered structures [196].

A typical depth profile of a MnPc film after UV exposure is shown in Figure 

5.10(b). No region similar to that assigned to the MnPc film in Figure 5.10(a) is 

observed. This suggests that the organic film has been removed by the UV, in agreement 

with the findings of Section 5.1. Instead, the Si and O traces peak at the start of the 

profile; their yields are almost an order of magnitude higher than was observed before 

UV exposure, implying a higher oxygen presence (a higher Si signal is measured due to 

O enhancement). This enhanced oxygen signal is a result of the UV treatment and is 

likely to have been introduced from the relatively poor vacuum in the UV chamber 

during irradiation.

Significantly, a much greater Mn yield is observed at the interface, in combination 

with a lower C yield (some of the C is likely to be due to surface contamination during 

sample storage prior to measurement). This demonstrates that the metal is left behind 

after UV treatment and than a Mn-rich surface layer is formed. It should be noted that the 

signal at 55 amu cannot be due to a C4 H2 + interference since its yield would be expected 

to scale with the amount of CT detected (the CT yield would also be the greater of the 

two). Unfortunately, it is not possible to quantify the amount of Mn present at the 

interface owing to both the non-equilibrium sputtering conditions, the enhanced oxygen 

presence and the anticipated difference in sputtering yield between the bulk MnPc film 

and wafer. The reduction in C~ yield demonstrates that much of the C has been removed. 

This suggests that the rupturing o f the Pc ring (as evidenced in Section 5.1) results in the 

creation of some small fragments that desorb from the surface. However, it is not possible 

to determine how much of the organic material remains due to the presence of surface 

contaminants, in addition to the aforementioned difficulties described for Mn.
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Once within the bulk substrate, the C and Mn traces decrease in a similar manner 

to that described for Figure 5.10(a) due to beam induced mixing, with a similar yield of C 

reached as for the untreated MnPc film. However, after its exponential decay due to the 

mixing layer, the Mn yield is seen to plateau at a constant value (approximately 

30 counts/s). This is in contrast to the untreated MnPc film which continued to decay 

reaching a value of ~7 counts/s after 20 nm, implying that some Mn has been introduced 

to the silicon wafer by the UV process. This possibility will be addressed in Section 5.3.

5.2.2 X-ray Photoelectron Spectroscopy

XPS has been used to gain more information about the chemical composition of the 

surface after UV exposure. Although the SIMS data suggests a high presence of Mn, O 

and Si at the sample surface, with a reduced C content (compared to that o f the MnPc 

film), it does not provide information on the oxidation states of the species and their local 

bonding environment. In XPS, charging effects can lead to shifts in the measured electron 

energies and therefore binding energies [190]; in order to correct for these it is standard 

procedure to shift the spectra such that the binding energies match a known reference 

(typically the C Is peak or substrate peaks are used). Here, the spectrum of the 5 nm 

MnPc film was shifted such that the C Is peak, which was assumed to be from the Pc 

ligand (the molecule has already been shown to remain intact after deposition in Section 

5.1.2), matched the published value o f 284.8 eV attributed to the Pc benzene rings 

[248-250]. The post-UV spectra were then re-scaled to the carbon peak at 284.8 eV, as 

determined experimentally from that o f the initial 5 nm MnPc film.

The XPS spectra obtained o f the initial 5 nm MnPc film (which had been 

transferred to the XPS chamber within 15 minutes of its preparation) and that after 

40 minutes of UV exposure are compared in Figure 5.12. The peaks have been assigned 

as shown in the figure, with Mn, O, N, C and Si present in both cases. The relative yields 

of these species are seen to vary significantly between the two spectra, most notably in 

the increased O and reduced C and N presence after UV processing. The relative 

abundances of each element were calculated from the integrated areas of each species 

after Gaussian fitting (during which care was taken to ensure consistent Gaussian peak
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widths) and correcting for the different sensitivity factors [206], as outlined in Section 

2.10. The relative abundances for the MnPc film before and after UV exposure are 

compared in Table 5.1. Errors were calculated from comparison of the raw data and 

Gaussian fit.
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Figure 5.12. XPS survey data fo r  a 5 nm MnPc film  before (black) and after 40 minutes 

o f 172 nm irradiation (red). The species responsible fo r  the main peaks are labelled 

accordingly, whilst the data are offset fo r  clarity.

As expected, carbon is the most abundant species observed for the as-deposited 

MnPc film. A C:N:Mn ratio o f 26:6:1 is found, in reasonable agreement with that 

obtained from the empirical formula of 32:8:1. After UV exposure, the C and N signals 

decrease drastically, whilst that o f Mn remains of similar intensity. This is consistent with 

the SIMS data which suggested the UV photons remove the organic material, leaving 

behind the metal. Since the data in Figure 5.12 were collected on different days, slight 

variations in absolute intensities would be anticipated due to variations in experimental
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set-up, however, these general trends are expected to be real. In addition, there is a 

significant increase in oxygen content after UV treatment, as suggested by the SIMS 

profile in Figure 5.10(a). The relative abundance of O rises from 7.5 ±1.7%  to 

41.4 ± 1.6% and suggests the formation of a surface oxide. As has been noted, oxygen is 

likely to have been introduced by impurities in the nitrogen gas and/or from the relatively 

poor vacuum of the UV chamber.

Species

(orbital)

Sensitivity

factor

Relative abundance 

for MnPc film

Relative abundance 

after UV exposure

C (Is) 0.25 62.0 ± 4.6% 30.2 ± 6.5%

N (Is) 0.42 14.3 ±2.7% 8.1 ±3.8%

Mn (2p3/2) 1.7 2.4 ± 0.5% 4.8 ± 0.7%

O (Is) 0.66 7.6 ± 1.7% 41.4 ± 1.6%

Si (2p3/2) 0.27 13.7 ±4.1% 15.5 ± 1.5%

Table 5.1. Calculated relative abundances o f  the species detected from  a 5 nm MnPc film  

before and after UV processing after correcting fo r  empirical sensitivity factors relative 

to F  (1 s) (from [206]). Errors were calculatedfrom the Gaussian fitting.

High resolution XPS spectra of the C Is, N Is, O Is, Mn 2p and Si 2p orbitals 

were collected in order to learn more about the local chemical environment of the species 

before and after UV treatment. These are shown in Figure 5.13. The extracted peak 

binding energies and corresponding relative abundances (after Gaussian fitting) are 

summarised in Table 5.2. Three peaks are seen in the C Is spectra of the 5 nm MnPc 

film. As was mentioned previously, the most intense of these was normalised to a binding 

energy of 284.8 eV and is attributed to the benzene rings of the phthalocyanine ligand. A 

second intense peak is detected at 286.3 eV which can readily be assigned to the carbon
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atoms bound to nitrogen [249, 250]. The ratio of the intensities of these fitted peaks is 

74.8:25.2, which is in excellent agreement with the expected ratio of 75:25 obtained from 

the molecular structure, further justifying the choice of reference peak. The small peak at

288.0 eV is a satellite peak of C Is, as has been reported elsewhere [250]. Studies of the 

nitrogen spectra also agree well with literature [249], with a dominant peak at 399.1 eV 

and a satellite peak at 400.5 eV; the latter has a comparable shift to the main N Is peak of 

+ 1.5 eV that has been reported for more widely studied MPc’s [250]. Four peaks are 

observed for the manganese spectra, as is expected for transition metal species, namely 

those due to the 2 pi / 2  (653.9 eV) and 2 p3 / 2  (642.6 eV) orbitals, along with their 

corresponding lower intensity satellite peaks. Again, their positions agree with published 

work [249]. This agreement between the measured XPS spectra and that expected for 

MnPc further demonstrates the integrity of the molecular film.

Table 5.1 shows that a relatively low presence of oxygen is observed in the freshly 

prepared MnPc film; that detected may be a result of exposing to air for short periods 

whilst transferring between chambers, or due to the HF etch not being completely 

successful. It should be noted that during the preparation of this sample, difficulties arose 

in evacuating the OMBD chamber prior to growth. Although the chamber was situated in 

a nitrogen glovebox (and so the passivated silicon substrate was not exposed directly to 

air during this additional period), it is anticipated that the measured oxygen content of 

this film serves as an upper limit to that present in other films transferred to the UV 

chamber directly after MnPc growth. Studies of a MnPc film as a function of time after 

its preparation (not shown here) demonstrate a significantly increased relative oxygen 

concentration after two weeks o f 29%, which remains relatively constant after the longer 

times studied (up to two months). The peak centred at 531.1 eV (from Table 5.2) can be 

assigned to the presence of a small amount of oxygen within the organic film [249], 

whilst that at 532.5 eV is due to S i0 2  formation [251]. The presence of S i0 2  is also 

observed in the silicon spectrum where, in addition to the expected Si 1/2 and Si3 / 2  features 

observed at 99.7 eV and 99.1 eV respectively, a third peak is present at 102.9 eV which 

can be attributed to silicon oxide formation [252].
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Figure 5.13. High resolution XPS profiles o f  the (a) C Is, (b) Mn 2p, (c) N  Is, (d) O Is 

and (e) Si 2p peaks. In each case the spectrum o f the initial MnPc film (before UV 

exposure) is shown in black (counts per second scale, on left-hand axis), whilst that o f a 

MnPc film  after 40 minutes o f  UV exposure is shown in red (scale on right-hand axis).
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Species

(orbital)

5 nm MnPc film before UV 5 nm MnPc film after UV

Energy (eV) Abundance Energy (eV) Abundance

C (Is)

284.8 70.5% 284.8 60.3%

286.3 23.8% 286.7 1 2 .8 %

288.0 5.8% 289.2 26.8%

N (Is)
399.1 97.0% 400.2 1 0 0 %

400.9 3.0% - -

O (Is)
532.5 83.7% 532.5 95.2%

531.1 16.3% 530.6 4.8%

Mn

(2P3/2)

642.6 79.1% 642.3 76.8%

646.0 20.9% 646.3 23.2%

Mn

(2pi/2)

653.9 91.2% 653.9 82.3%

657.6 8 .8 % 658.2 17.7%

Si (2p)

99.1 58.3% 99.8 44.3%

99.7 33.8% 100.4 24.9%

102.9 8 .0 % 103.1 30.8%

Table 5.2. The positions and relative intensities o f  Gaussian fitted  peaks fo r  the XPS 

spectra o f  a 5 nm MnPc film  before and after UV exposure (from Figure 5.13).

After UV irradiation, drastic changes to the high resolution XPS spectra of all 

species can be seen in Figure 5.13. A notable variation in line-shape of the carbon signal 

with respect to the original MnPc film is observed, demonstrating that significant changes 

to the organic ligand have occurred (the quantity of C has also been reduced, as described 

previously). The most intense peak at 284.8 eV can be attributed to small benzene
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containing fragments created by the destruction of the organic framework, whereas that at

286.7 eV is most likely due to C-N fragments. It should be noted that the ratio of these 

two peaks is now 82.5:17.5 and no longer matches that found for the original film. 

Furthermore, a significant peak is observed at 289.2 eV and this can be attributed to the 

formation of carbonyl groups [253] (which are not present in the molecular structure of 

MnPc). Carbonyl groups were not detected in the Raman spectra, suggesting that these 

may be a result o f surface contamination; carbazole structures were detected in Section

5.1.1, but these would be expected to contribute to the benzene and C-N peaks at

284.8 eV and 286.7 eV. However, it is clear that the organic ligand is being broken by the 

UV photons. Since the largest quantity of carbon remaining is in the form of aromatic 

groups, it seems likely that the bonds between the carbon and nitrogen atoms of the MPc 

are those that are most readily ruptured, which is consistent with the discussion presented 

in Section 5.1. In addition, the post-UV sample was exposed to air prior to measurement 

for much longer times than the freshly grown films, and so some carbon-rich surface 

contamination by residual dust from the air is expected.

Significantly, a shift o f 0.7eV is observed in the Si 2p peaks shown in Figure 5.13. 

It should be noted that the dopant concentration o f the two substrates was identical and so 

this suggests that a change to the electronic properties of the Si wafer has occurred (the 

introduction of Mn into the substrate will be discussed in Section 5.3). This shift is 

accompanied by an increase in the relative intensity o f the SiC>2 peak with respect to the 

main Si 2p peaks. However, this increase is most likely due to the re-growth of the native 

oxide layer, and is not large enough to explain the dramatic increase in oxygen content 

that occurs as a result o f the UV treatment. Instead, it is apparent that other oxide 

compounds are formed. Figure 5.12 demonstrates that a significant quantity of Mn 

remains at the surface after UV exposure, whilst Figure 5.13(b) shows notable changes in 

the Mn line-shape after UV treatment, suggesting a change in chemical environment of 

this species. In addition, as described in Section 5.1.2, a broad tail at low wavelengths 

was observed in the electronic absorption spectra after UV irradiation, which could be 

attributed to the formation o f manganese oxide(s).

Owing to the aforementioned enhanced oxygen presence, it is likely that MnO has 

been formed. After UV treatment, the Mn 2 p3 / 2 peak of Figure 5.13(b) appears truncated
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with a width o f ~1.0 eV; this, along with the relatively low intensities of the satellite 

peaks, is in good agreement with the experimentally determined line-shape of MnO 

published elsewhere [254]. A selection of Mn 2p binding energies (ranging between 

639.0-641.4 eV for Mn 2 p 3 /2 ) have been reported for manganese oxides [255-257], and 

that it is preferable to use the lower intensity Mn 3s peak for the determination of the 

oxide species [258]. Unfortunately, owing to the dilute nature of this sample, it was not 

possible to obtain sufficient resolution for the Mn 3s peak. Table 5.3 summarises 

variations of binding energies for a range o f Mn oxides, from which it is not possible to 

identify the presence o f a manganese oxide. In summary, from the XPS measurements, it 

appears that a manganese oxide has been formed, most likely MnO, but this result is not 

conclusive and needs to be confirmed by other techniques.

Compound Mn 2p3/2 (eV) Mn 2p3/2 (eV) O Is (eV)

MnC>2 641.9 653.6 529.2

Mn3 0 4 641.3 652.9 529.1

MnO 641.4 653.1 529.8

Mn2 0 3 641.7 653.4 529.8

Mn 638.6 649.7 -

Experimental data 642.3 653.9 530.6

Table 5.3. Binding energies o f  the Mn 2p3/2, Mn 2p3/2 and O Is peaks o f  manganese 

oxides and manganese metal (from [257]). The experimentally obtained value fo r  the 

post-UVsample, from  Table 5.2, is also included to aid comparison.
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5.2.3 X-ray Absorption Spectroscopy

X-ray absorption spectra are very sensitive to the local chemical environment of the 

absorbing species. For this reason, near-edge XAS has been used to gain further insight 

into the Mn oxidation state, both in the initial MnPc film and after UV exposure. The x- 

ray absorption profiles of a Mn foil, MnPc (in powder and thin film forms) and a MnPc 

film that had been subjected to irradiation, after normalisation and background 

subtraction (performed using the Athena software [259]) are compared in Figure 5.14(a). 

The corresponding positions of the x-ray absorption edges are summarised in Table 5.4; 

these were defined as the maxima of the first derivative of each profile.
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Figure 5.14. (a) XANES and (b) EXAFS oscillations o f  a Mn fo il (black), MnPc powder 

(red), and a 5 nm MnPc film  before (green) and after (blue) UV exposure. Data are offset 

fo r  clarity in both cases.

As was described in Section 2.9.4, the x-ray absorption edge position becomes 

shifted to higher energies with respect to that of the metal upon increasing oxidation state 

(a greater shift is observed for higher oxidation states). The edge position of the Mn foil, 

in which Mn is in a neutral oxidation state, occurs at a lower energy (a difference of 

-10 eV) than for the other spectra, suggesting a higher oxidation state in the latter cases.
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The features of near-edge spectra are unique to individual compounds; since the theory 

behind this is not sufficiently understood, in order to model materials ab initio, in general 

the XANES is compared to model compounds. Similar features are observed between the 

MnPc film and powder reference, further demonstrating the integrity of the organic film. 

This agreement is further emphasised in Figure 5.14(b) in which the EXAFS oscillations 

are compared; the maximal positions o f the MnPc powder oscillations are marked by 

dotted lines and these are seen to coincide with the oscillations of the film.

Sample Edge Position (eV)

Mn foil 6538.6

MnPc Powder 6548.0

MnPc Film 6550.5

MnPc Film After UV 6548.0

Table 5.4. X-ray absorption edge positions o f  the spectra o f Figure 5.14(a), defined as 

the maximum o f  the firs t derivative o f  each x-ray absorption profile.

From Table 5.4, the absorption edge position of the UV-treated MnPc film is seen 

to be very similar to that o f MnPc. Since, the metal is in the 2+ oxidation state within the 

phthalocyanine molecule, this implies that Mn2+ remains after processing. However, the 

line-shape of the spectra beyond the absorption edge, particularly as seen in the EXAFS 

oscillations, does not resemble that o f MnPc. This suggests that the local environment of 

the Mn ion has changed as a result o f UV exposure, i.e. that the Mn is no longer bound to 

the Pc ligand. This is agreement with the aforementioned Raman and electronic 

absorption measurements, in which the molecular signature was no longer present after 

this duration of UV exposure. Furthermore, the SIMS data in Section 5.2.1 demonstrated 

a high O presence, whilst the XPS analysis suggested that MnO was formed. The implied 

presence of Mn2+ after UV treatment, as judged from the x-ray absorption edge position
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(Table 5.4), is therefore consistent with these observations. Published XANES spectra of 

a range of Mn oxides were shown in Figure 2.12. MnO shows a pre-edge at -6540 eV 

and peaks at —6554 eV, —6568 eV and —6598 eV (these values are approximate since they 

have been read from experimental plots) [203, 204]. Features at similar positions are 

observed in the XANES spectrum of Figure 5.14(a), again suggesting the formation of 

MnO.

In order to gain further insight into the chemical nature of the surface after UV 

exposure, the data has been fitted using the Excurv98 software package (from SRS, 

Daresbury). Owing to the low signal to noise ratio, only the first shell was fitted over the 

first two EXAFS oscillations. A comparison between the modelled and experimental data 

is shown in Figure 5.15. The best fit yielded a Mn-O bond distance of 2.23 A and co­

ordination number o f —6 . Table 5.5 summarises the known bond distances between Mn 

and its nearest O and Mn neighbours of a range of Mn oxides (along with that of Mn 

metal). Comparison of the bond distance obtained by simulation of the EXAFS data with 

those shown in the table suggests that MnO is formed, in agreement with the XPS data.
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Figure 5.15. A comparison between the (a) EXAFS oscillations and (b) Fourier 

Transform o f the experimental (black) and simulated (red) data o f a 5 nm MnPc film  

after UV exposure.
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Compound Neighbour Distance (A) Reference

MnO
O 2 . 2 2

[260]
Mn 3.14

O 2.04

Mn 4.34

Mn304
O 1.93

[261]
O 2.28

Mn 3.12

Mn 3.43

Mn20 3
O 2 .0 *

[262]
Mn 3.1*

M n 0 2
O 1.89

[263]
Mn 3.43

Mn (bulk) Mn 2.73 [264]

Experimental data O 2.23

Table 5.5. A summary o f  the known Mn-O and Mn-Mn bond distances o f  manganese 

oxides and manganese metal. (* denotes where data was only available to two significant 

figures).

In summary, the UV exposure o f the thin MnPc films results in the formation of a 

surface MnO film. Since the initial MnPc film comprises regular domains of crystallites, 

this processing procedure could be used to form nanosized MnO clusters, which would be 

of interest for their magnetic, electronic and catalytic properties [265]. In addition, this
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film could be reduced by bombardment with low energy electrons, which is also being 

investigated as an alternative method for the introduction of Mn into Si in our group*. 

However, the SIMS profile o f Figure 5.10(b) suggests that, in addition to the formation of 

MnO, Mn may also be introduced directly into the Si wafer by UV exposure (the aim of 

this chapter). This will be investigated in the following section.

5.3. EXAMINATION OF THE BULK SUBSTRATE AFTER UV EXPOSURE: 

METAL IMPLANTATION

It was established in Section 5.2 that a MnO layer is formed at the surface as a result of 

the UV treatment. In this section, it is of interest to determine whether Mn has also been 

introduced into the Si substrate. In order to achieve this, it is necessary to remove the 

MnO layer since this layer has been seen to dominate the Mn signal of the surface 

sensitive techniques used here. Sputtering techniques such as Ar+ bombardment would be 

likely to drive any surface Mn into the substrate (as described in the aforementioned 

SIMS analysis), and so instead a chemical clean has been used to etch the samples after 

UV treatment. Briefly, the samples were immersed in a 2:1 ratio of H2 SO4  and H2 O2 , a 

standard technique known as a Piranha clean that is commonly used for the removal of 

surface metal contamination o f silicon wafers. The samples were then analysed with a 

specific focus on any Mn present in the silicon substrate resulting from the UV treatment. 

This was mainly achieved through SIMS and XAS measurements, as will be described in 

Sections 5.3.2 and 5.3.3 respectively. Calculations on the concentration and diffusion of 

the Mn detected, as determined from the experimental SIMS data, are also included in 

Section 5.3.2, along with a discussion on possible incorporation mechanisms (Section 

5.3.4).

5.3.1 X-ray Photoemission Spectroscopy

Before analysis o f the bulk Si could be performed, it is important to determine whether 

the chemical cleaning process had successfully removed the MnO layer. Owing to its

* Experiments are being conducted by David Humphreys and G eoff Thornton.
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high surface sensitivity, XPS has been used to verify this. An XPS spectrum of a UV 

irradiated MnPc film after chemically cleaning the surface is shown in Figure 5.16. As 

expected, a dominant Si signal is observed from the bulk wafer. This is accompanied by 

low C and O signals, which display abundances consistent with those expected from 

surface contamination after cleaning or from inside of the vacuum chamber. In addition, a 

small peak at 686.4 eV is seen and this is due to F attaching to the clean Si(100) surface 

during the HF dip. Most significantly though, no Mn was detected after cleaning, in 

contrast to the spectra shown in Figure 5.12. Since XPS only probes the uppermost 

surface (it has a depth range o f typically 10 nm) this suggests that the MnO rich surface 

has been successfully removed and that the concentration of any Mn within the silicon in 

the region sampled, if  present, is low.

20000-1 CM

CM

15000- C l
CM

5000-

400 200 01000 800 600
Binding Energy (eV)

Figure 5.16. An XPS survey o f  a MnPc film  on silicon after UV irradiation and a 

subsequent chemical clean. The dotted vertical line represents the binding energy o f  a 

Mn 2ps,/2 peak. The absence o f  Mn demonstrates that the clean has been successful.
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5.3.2 Secondary Ion Mass Spectrometry

SIMS offers an enhanced elemental sensitivity over XPS and so it is anticipated that it 

will be more successful in the detection o f dilute species. Representative SIMS depth 

profiles of a MnPc film on silicon after UV exposure and chemical cleaning are shown in 

Figures 5.17(a)-(c). Here, CT CT, Si+ and Mn+ ions are traced under the same conditions 

as used for the depth profiles o f Figure 5.10. The most striking difference when compared 

with the profile o f the initial silicon wafer (Figure 5.17(d)) is the significant presence of 

Mn within the substrate in all three cases. A sharp peak is not observed in the Mn trace at 

the surface of these profiles (confirming the XPS observation that the surface Mn oxide- 

rich layer has been removed), whilst the Mn yield remains relatively constant as a 

function of depth into the substrate. This indicates that Mn is not being driven in from the 

surface, in contrast to the cases shown in Figure 5.10, and instead that a relatively 

uniform Mn presence exists within the silicon in the regions measured. In order to 

determine whether the UV or the chemical clean were responsible for this Mn signal, 

multiple profiles of chemically cleaned MnPc films (not subjected to UV irradiation) 

were analysed. No Mn trace was detected for any such samples, with the depth profiles 

obtained of similar appearance to that of the initial Si wafer. This confirms that the UV 

light plays a crucial role in the introduction of Mn into Si.

The Mn concentration is found to be inhomogeneous as a function of lateral 

sample position, with the profiles o f Figures 5.17(a) and (b) taken approximately 1 mm 

apart and showing varying Mn yields. In addition, it should be noted that a Mn presence 

was not observed in all regions, with some depth profiles appearing similar to that of the 

blank silicon wafer (any Mn present was below the limits of detection). After a statistical 

analysis of the regions sampled across a range o f samples (prepared in separate batches) 

approximately 20-30% of the sample regions were estimated to be Mn-rich, with that 

shown in Figure 5.17(a) at the upper limit o f the Mn/Si ratio. The non-uniformity of the 

Mn may be due to either the sample preparation steps, or a property of Mn in silicon as a 

result o f the UV processing conditions, as will be discussed in more detail in Section 

5.3.4.
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Figure 5.17. SIMS depth profiles o f  (a)-(c) a MnPc film  on Si after UV treatment and a 

chemical surface clean and (d) the initial untreated silicon wafer. Profiles (a) and (b) 

were obtained 25 hours after UV irradiation, 1 mm apart. Profile (c) was performed 

inside the crater o f  (a), 53 hours after sample preparation (note that the size o f this 

crater was reduced by 80% so that only the bottom o f the original crater was measured).

Calculation of the average Mn concentration

As outlined in Section 2.5, dynamic SIMS can be used to perform a quantitative analysis 

of the concentrations of dilute species. SIMS profiling of a dilute Mn in Si reference 

sample (produced by ion implantation) of average concentration ~4 x 1018 atoms/cm3 

within the uppermost 300 nm was performed, but the concentration of Mn was 

insufficient for detection. (It should be noted that this value provides an estimate of the
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detection limit o f the experimental conditions used here.) Therefore, it was not possible 

to calibrate the Mn concentrations in Figures 5.17(a)-(c) directly. Instead, approximate 

Mn concentrations in Figure 5.17(a)-(c) have been estimated using the relative sensitivity 

factor (RSF, as defined in Section 2.5.2) o f Mn in Si and Equation 2.9. The known RSF 

value of Mn in Si using an oxygen beam is 1.3xl02 2  atoms/cm3 [194] and for Mn in Si 

this value does not vary significantly with profiling beam (as shown in Figure 2.6) [193]. 

Therefore, this value has been used to calculate the approximate Mn concentrations of the 

profiles in Figures 5.17(a)-(c), as given in Table 5.6.

Figure Mn/Si ratio Concentration (atoms/cm3)

(a) 0.056 7.3xl0 2 0

(b) 0.0081 l . lx l  O2 0

(c) 0.033 4.3xl0 2 0

Table 5.6. The measured Mn/Si yields from  the SIMS depth profiles o f Figures 5.17(a)- 

(c), and their corresponding estimated concentrations.

The profiles shown in Figures 5.17(a) and (b) were obtained from regions 

separated by 1 mm and were taken back-to-back (they can be approximated as being 

taken at the same time, rendering time-dependent diffusion effects negligible). These 

profiles can be used to estimate the Mn distribution in the “patch” from which they were 

obtained. Here, the concentration o f (a) is assumed to be the maximum for the patch 

(Cmax), with the concentration profile assumed to be radially symmetric and to linearly 

decrease as a function o f increasing distance from (a), as shown in Figure 5.18. The 

concentration is constant as a function of depth (for the range probed in Figure 5.17) for 

any given distance from the centre. Therefore, the patch is approximated as a cylinder 

with the lateral concentration gradient as defined by Figure 5.18.
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Figure 5.18. The anticipated radial Mn concentration profile o f  the Mn-rich patch 

measured in Figure 5.17 used to estimate the number o f  Mn atoms present in the patch.

The value of x, the radius o f the cylindrical patch, can be readily calculated using 

trigonometry, as outlined in Equation 5.2.

x  _ 0 . 1

7.3 xlO 20 ~ 7.3 x 1020 -1 .1  x 1020

=>x = 0.12cm [5.2]

The concentration, C(r) shown in Figure 5.18 can therefore be expressed as shown in 

Equation 5.3.
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The Mn traces in the depth profiles of Figure 5.17 appear constant in all cases, 

with the deepest depth sampled being 95 nm. This value is therefore the minimum depth 

of this Mn-rich region and can be used as the length of the cylinder to obtain an 

approximate value o f the number o f Mn atoms present in the patch (Npa1ch), as outlined in 

Equation 5.4. However, it should be noted that this assumption introduces a large error in 

the calculation since the true depth o f this patch is expected to be greater than 95 nm, and 

so the calculations will provide a lower limit to the Mn concentration.

2 n 95x10 0.12

N patch = \ d 0  \ dz \ rdrCn 0.12
[5.4]

l0 .1 2

N pa,Ch =  2/r x 95 x 10~7 Cn
2 3x0.12

Npatch = 1 - 0  X 1 0 14 atoms

The concentration o f Mn atoms in a MnPc film can be approximated by assuming 

that the unit cell o f MnPc is similar to that of a-phase CuPc, with dimensions a = 25.9 A, 
b = 3 . 8  A, c = 23.9 A and /?=90.4° (with four metal atoms per unit cell) [27]. This 

concentration (CMnPc) is calculated in Equation 5.5, where Vuc is the volume of the unit 

cell (in cm ).

CMnPc = ~ — = —— :— -  = 1 -7 x 1 0 21 atoms / cm 3 [5.5]
V . abc sin f

The number of Mn atoms in a 1 cm x 1 cm surface region of a MnPc film of 

thickness dfilm (in cm, in this case 5 nm thick) is given by Equation 5.6.
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N M n  = C M n P c d f i i m  = 8 .5 x 1 0 14 atoms / cm2 [5.6]

In a circle of radius 0.12 cm (i.e. the exposed surface area of the patch), the 

number of Mn atoms (Ncircie) is given by Equation 5.7.

N circ,e = N Mn7Dc2 = 3.7 X1013 atoms [5.7]

This is a factor o f 2.7 times less than the number of Mn in the patch (Npatch) and 

implies that Mn has migrated laterally to the region sampled in Figure 5.17(a). However, 

these patches are isolated and Mn is not detected for approximately 70-80% of the total 

sample, as determined from over 30 analyses over a range of sample preparation mns. 

This implies that 69 ± 14% of the Mn from the MnPc film is introduced into the sample. 

It should be noted that this value provides a rough guide only, with errors likely to be due 

to the assumed depth o f the crater, the choice of a radial distribution function, the use of 

published RSF values (not experimentally calibrated for our system), along with the 

limited statistics on patch distribution and concentrations. However, it appears to be of 

the right order of magnitude and is very encouraging for the further development of this 

technique.

Calculation of diffusion

In addition to the total concentration, information can be gained from the SIMS profiles 

regarding the diffusion o f Mn within the Si wafers as a function of time. The profiles in 

Figure 5.17(a) and (c) were taken at the same location; that of (a) was performed 

25 hours after UV irradiation, whilst that of (c) was obtained 53 hours after sample 

preparation (i.e. 28 hours after that o f (a)). As outlined in Section 1.3.4, for a system 

where a thin dopant film is deposited onto a surface and allowed to diffuse (at a given 

temperature), the concentration profile as a function of time ( 0  and depth (z) is given by
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the Gaussian distribution presented in Equation 1.9 (the choice of using the interstitial 

diffusion coefficient will be verified shortly).

Here, it is o f interest to use the concentrations calculated for profiles (a) and (c) to 

determine the diffusion coefficient of Mn in this system. As seen in Figure 5.17, these 

profiles appear constant over the depths studied. However, it is difficult to determine 

whether this is real or if the profiling beam is artificially increasing the Mn yield detected 

at greater depths due to beam-induced mixing (as described in Section 5.2.1). For this 

reason, the values of the two concentrations from Table 5.6 will be used to approximate 

the concentration profile at the start o f each sputtering sequence, i.e. at 0 nm and 95 nm 

for (a) and (c) respectively. Theoretical expressions for the concentrations of the profiles 

(a) and (c) are given in Equations 5.8 and 5.9, where S  is the surface concentration (the 

same in both cases) and Dexp is the experimentally determined interstitial diffusion 

coefficient of Mn in Si.

C(0 nm, 25 h) =
2 5 x 60!

[5.8]

C(95 nm, 53 h) =
53x602

exp
7 \  2- (9 5  x 1 0  ) 

4 D  53 x602exp

[5.9]

It should be noted that the surface concentration value is likely to be subject to a 

large error since it is dependent on the use of the RSF values (these only give an 

approximation of the concentration). However, by taking the ratio of the concentrations, 

such an error can be cancelled out (the initial surface concentration was the same for both 

profiles). From Table 5.6, the ratio o f C(0 nm, 25 h) to C(95 nm, 53 h) is 1.70. Therefore, 

by taking the ratio o f Equations 5.8 to 5.9, a value of Dexp can be calculated, as outlined 

in Equation 5.10.

213



Chapter 5 Introduction o f  Metals into Si from MPc Films

D (9 5 x l(T 7 ) 2
■=r = 7 .6x 10~ 16 cm1 Is [5.10]e x p

4 x 53 x 602 In 1.70 x

This value is in good agreement with that found in literature of 2.8 x 10' 15 cm2/s 

for interstitial Mn in Si at room temperature [175], especially given that diffusion 

coefficients generally vary over many orders of magnitude, as seen from Table 1.2. This 

suggests that Mn is introduced as an interstitial dopant; substitutional dopants and stable 

silicide patches would show negligible diffusion over this time period [266]. 

Furthermore, it is energetically favourable to form interstitial rather than substitutional 

Mn in Si (these require an energy o f 2.47 eV and 3.00 eV respectively [267]), and so the 

observations are consistent with the preferential occupation of interstitial sites reported 

under equilibrium epitaxial growth conditions [267]. Any discrepancies between the 

experimental and literature values may arise from the non-equilibrium conditions during 

UV irradiation (as will be discussed in Section 5.3.4), from energy imparted by the SIMS 

profiling beam during sputtering, or from experimental errors.

It is also important to verify whether the apparently constant Mn profiles seen in 

Figure 5.17 can be explained from the theoretical diffusional model of interstitial Mn in 

Si. In the case o f Figure 5.17(a), this can be achieved by taking the ratios of the 

concentrations at z = 0 nm and z = 95 nm after 25 hours (this assumes negligible diffusion 

during the time taken to obtain this depth profile). The concentration profiles of 

C(0 nm, 25 h) and C(95 nm, 25 h) are given in Equations 5.8 and 5.11 respectively, 

whilst their ratio is expressed in Equation 5.12.

-  (95 x 1(T7 ) 2e x p --------------- =-
4D25 x 60

[5.11]

C(95 nm, 25 h) f (9 5 x l0 ~ 7 ) 2— --------     = exp —  -------------- :
C(0 nm, 25 h) _ 4Z)x 25x60

[5.12]

214



Chapter 5 Introduction o f  Metals into Si from  MPc Films

Substitution of the values o f Dexp and Dm = 2.8x1 O' 15 cm2/s [175] into Equation 

5.12 suggest that the Mn concentration of profile (a) would be expected to fall by 72% 

and 91% respectively over the first 95 nm, both of which would be difficult to see on a 

logarithmic scale (as used in Figure 5.17). Therefore, since the profiling beam may also 

be driving some Mn into Si, the apparently constant yield detected is consistent with that 

expected for interstitial Mn in Si at the times and depths measured.

5.3.3 X-ray Absorption Spectroscopy

XAS was used to learn more about the local environment of the implanted manganese. 

For this, the Mn X-edge absorption XANES profile of the UV-treated MnPc film after 

chemical cleaning to remove any surface metal oxide was measured. Comparison of the 

magnitude o f the absorption edge before normalisation of the data with that of Mn foil 

(assuming similar x-ray penetration and escape depths in both cases) gives an
9 0  ^approximate Mn concentration o f -5x10 atoms/cm for the region measured here. This 

value is in good agreement with that obtained from the SIMS data (Table 5.6), further 

justifying the use of the RSF values in the determination of Mn concentrations in Section 

5.3.2.

The spectral features o f the UV treated MnPc film after normalisation are 

compared with those obtained for MnPc, Mn bulk metal and MnSi in Figure 5.19(a). This 

spectrum is vastly different to that o f the MnPc film; the x-ray absorption edge of the 

UV-treated film occurs at a lower energy than that of MnPc (indicative of a different 

oxidation state) and has no clear pre-edge. This demonstrates that the metal is no longer 

bound to the organic ligand. Comparison with the XANES profile of bulk manganese 

suggests a similar edge position, implying that after UV processing the Mn is in a neutral 

oxidation state (as is also the case for the Mn silicide reference), and rules out the 

possibility that the metal species introduced into the bulk Si are in the form of an oxide 

(if this were the case a positive oxidation state would be expected, as shown in Figure 

2.12). Commonly, small Mn clusters can form in Si [268], however, the edge features 

seen in Figure 5.19(a) are vastly different to the bulk metal case, suggesting that UV
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processing does not lead to the formation of small metal clusters. Instead, the features are 

similar to those o f the manganese silicide reference, suggesting that the Mn atoms have 

been incorporated into the bulk silicon. Comparison of the spectrum with experimental 

XANES spectra of implanted Mn in Si reported by Wolska et al. [269] also shows good 

agreement. Furthermore, the absence of a sharp peak at -6542 eV demonstrates that the 

Mn is not a substitutional dopant (as predicted by theoretical simulations performed by 

these authors). The low signal to noise ratio in Figure 5.19(a) means that it is not possible 

to resolve the fine structure expected for interstitial Mn in Si, however this seems the 

most likely type of dopant, especially given the observed diffusional characteristics 

described in Section 5.3.2.
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Figure 5.19. (a) XANES and (b) EXAFS oscillations o f  MnPc (black), Mn fo il (red), Mn 

silicide (green) and a MnPc film  after UV exposure and cleaning (blue). Data are offset 

for clarity in both cases.

Although the signal-to-noise ratio was also too low to permit the simulation of the 

Mn-Si bond distance and co-ordination number, a direct comparison of the EXAFS 

oscillations is shown in Figure 5.19(b). Once again, the spectrum of the UV-treated MnPc 

film (after chemically cleaning) is different from that of the starting material (MnPc) and 

the bulk Mn foil. Instead, the closest agreement is seen between the data with that of the 

silicide reference, although slight variations are seen, suggesting a difference in the Mn-
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Si distance and/or co-ordination number. A very good agreement is found between the 

positions of the EXAFS oscillations of the experimental data and those reported for ion- 

implanted Mn in Si, which occur at —2.7 A ' 1 and —4.5 A ' 1 (these values were read from a 

graph) [269], further justifying the claim that Mn has been introduced into the silicon 

lattice.

In summary, the SIMS and XAS measurements demonstrate that Mn is introduced 

into Si. The closest agreement o f the XANES and EXAFS spectra are observed between 

the post-UV sample and silicide reference. This suggests that the Mn is surrounded by Si 

and that metal clusters are not formed. Furthermore, analyses of the SIMS profiles show 

that the Mn atoms occupy interstitial lattice sites, as judged by their diffusional 

behaviour. However, at present the samples are inhomogeneous; further work is required 

to identify the cause of these irregularities.

5.3.4 Mechanisms for the Introduction of Mn into Si

The electronic absorption, Raman and XPS measurements have shown that 172 nm UV 

light degrades the Pc ligand, forming volatile fragments which largely desorb from the 

surface, leaving behind the central Mn. Once released from the organic macrocycle, some 

Mn atoms are introduced into the bulk silicon, as evidenced by the SIMS and XAS 

measurements in Sections 5.3.2 and 5.3.3 respectively. Theoretical calculations suggest 

that an energy o f 2.47 eV (in equilibrium systems) is required to introduce interstitial Mn 

into clean Si(100) whilst 3.2 eV is needed in the case of Si(100):H [267]. Even though 

during UV irradiation the system is not in equilibrium, the energy provided by the 

172 nm (7.2 eV) UV photons exceeds the required value for effective diffusion of the Mn 

into Si, regardless of whether the Si-H bonds remain intact. In addition, the UV photons 

create electron-hole pairs inside the Si lattice which release energy upon recombination. 

If they recombine near the surface, the energy produced could assist the introduction of 

Mn into Si, in a process known as recombination enhanced diffusion [159]. Defects in the 

silicon substrate may also provide pathways that aid Mn incorporation. Once beyond the 

silicon surface, the large concentration gradient coupled with a high diffusivity of Mn in 

Si is expected to drive the Mn atoms into the bulk wafer; they would only return to the
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surface for temperatures higher than 770°C [270] (far milder conditions were used in this 

work).

Although care was taken to minimise the time between both HF passivation and 

transfer to the vacuum deposition chamber, and the subsequent transfer to the UV 

chamber, it is feasible that a thin native oxide layer may have re-grown. Any oxide layer 

may hinder diffusion, although a native SiC>2 layer is not expected to be impenetrable 

(Mn has been observed to diffuse through such a layer [271]). The degree to which Mn 

diffusion is suppressed is dependent on the diffusion coefficient of Mn in SiC>2 and the 

segregation coefficient [98]. It is possible that the formation of an inhomogeneous oxide 

layer may lead to the observed variation in the lateral distribution of Mn in the samples. 

This non-uniformity may be introduced during surface preparation (for example, grease 

on the silicon wafer before or after the HF dip), as a result of variations in oxygen 

migration through the organic film, or due to differences in SiC>2 growth during UV 

processing (other energetic processes such as thermal annealing are known to result in 

gaps in the SiC>2 layer that are of the order of tens of microns in diameter [272-274]). The 

initial MnPc layer has been proven to be of uniform thickness through the electronic 

absorption and Raman studies, whilst the UV intensity has also been verified to be 

uniform across the entire sample stage region, and so these are not expected to be 

responsible for the observed inhomogeneities.

Alternatively, when thin layers o f Mn are deposited onto clean silicon surfaces, 

they can form silicide regions that are up to hundreds of microns in diameter, and are 

often up to hundreds of nanometers thick [271, 275, 276] (these dimensions could be 

further enhanced by the energy provided by the UV photons). The highest concentration 

of Mn obtained from the SIMS depth profiles yields a ratio of Mn:Si of 1:68 (calculated 

from the known Si unit cell density o f 2.33 g/cm3 [264] giving a silicon concentration of 

4 .9 9 x 1 0 2 2  atoms/cm3), which is significantly lower than that of stable manganese silicides 

such as MnSi and M nSiu. Therefore, the formation of silicides in this case is unlikely. 

Alternatively, small Mn clusters are often formed in Si [268], however, the presence of 

such metal-rich clusters has been ruled out by the XAS measurements of Section 5.3.3.
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5.4 CONCLUSIONS

Raman and electronic absorption measurements demonstrate that thin MPc films can be 

degraded in a uniform and highly repeatable way through exposure to 172 nm UV light 

from an excimer lamp. The quantity o f MPc remaining follows an exponential decay 

which is dependent on the initial film thickness, suggesting the formation of a surface 

layer. However, this decay was found to be the same for the different MPc species 

studied (namely MnPc and CuPc) suggesting a similar degradation mechanism for all 

MPc molecules. Post UV-treatment surface analysis verifies that the majority of the 

organic material is removed (as evidenced by a drastic reduction in carbon content). This 

demonstrates that the Pc is ruptured and forms small, volatile fragments that desorb from 

the surface. This is accompanied with the formation of a MnO surface layer, which 

proves that the metal is separated from the organic by the UV photons. It is likely that the 

C-N bonds of the Pc ligand are ruptured first and that the resulting fragmentation 

destabilises the M-N bond.

Owing to the textured nature of the original MnPc film it is anticipated that after 

UV irradiation the surface comprises nanosized MnO clusters (as evidenced by the AFM 

studies). These are likely to be o f interest for catalysis or their magnetic properties [265]. 

In addition, their existence shows that the morphology o f the MnPc film is retained; this 

is encouraging for the use of molecular films as precursors from which to form metallic 

arrays in Si. Analyses o f the silicon wafer after UV treatment and once the MnO surface 

layer has been removed demonstrate that Mn is also introduced into silicon. SIMS 

analysis suggests that 69 ± 14% of the original atoms Mn from the MPc film are 

incorporated into the Si, whilst time-dependent measurements show that the Mn atoms 

occupy interstitial lattice sites (as judged by their diffusional behaviour). Furthermore, 

XAS measurements show that the Mn atoms are diluted in the silicon lattice and do not 

form metal clusters.

Further optimisation o f the processing steps is necessary since the samples are 

observed to be laterally inhomogeneous. This is likely to be due to irregularities 

introduced during sample preparation, which may lead to the formation of an irregular
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SiC>2 layer, although the inhomogeneity may be assisted by the low solubility of Mn in Si. 

However, on the whole, the introduction of Mn into Si from an organic layer is very 

encouraging and validates this new method. It is anticipated that other dopants could be 

introduced into silicon (or indeed III-V semiconductors) in this manner, and that after 

further optimisation, arrays o f metals containing unpaired electron spins could be created 

which would be o f high significance for spintronic and quantum computing applications 

(as described in Section 1.4).

220



Chapter 6 Conclusions

Chapter Six: Conclusions

Detailed conclusions have already been given at the ends o f  Chapters 3, 4 

and 5. For this reason, the discussions in this chapter will focus more on the 

implications o f  the results obtained towards spintronic applications. These 

are divided into two paths, as outlined in Section 1.1, namely an all-organic 

route and a Pc-assisted inorganic route. Conclusions that can be drawn 

related to the all-organic route, wherein the unpaired spins o f  intact CuPc 

molecules are studied, will be given in Section 6.1. The key results fo r  the 

UV-induced introduction o f  transition metal dopants into Si from  MPc films 

(as described in Chapter 5) will be summarised in Section 6.2. In addition, a 

discussion o f  possible future implications o f  the work as a whole will be 

offered in Section 6.3.

6.1. APPLICATIONS OF METAL PHTHALOCYANINE FILMS FOR ORGANIC 

SPINTRONICS

As seen from Chapters 3 and 4, CuPc readily self-assembles to form highly ordered films 

when sublimed under vacuum conditions. Studies have shown that the (single-layer) 

films formed here comprise stacks of molecules with their planes perpendicular to the 

substrate, forming columns, and that these are of the a-polymorph. One of the most 

important achievements o f this work has been to use continuous wave EPR to 

characterise the structures of the CuPc films. Furthermore, this technique has been used 

to study the interactions o f unpaired electron spins within the films, specifically to 

compare those along and between neighbouring columns. Previous work has mainly 

focussed on powder samples, which does not allow preferential selection of the inter- and 

intra-column directions, since many domains of different directions are randomly present 

in any one sample. The Pc film studies presented here address this problem, as 

preferential directions can be probed in a form that can be directly used for devices.
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However, further work is required (and is currently being undertaken*) to unambiguously 

establish the crystal structure o f a-phase CuPc, and to understand the mechanism behind 

the reduced texture of CuPc films, compared to their H2 PC counterparts, seen here for the 

first time.

From these studies it can be deduced that the intra-column interactions are 

stronger than those between neighbouring columns. This is highly compatible with 

studies on the electrical conduction in MPc films, which show enhanced conductivity 

along the stacking directions [222, 223], most likely mediated through k-ti interactions 

[221]. For use in spintronics, it is necessary to combine the electronic and magnetic 

properties. The CuPc polymorph studied here, namely the a-phase, is known to possess a 

magnetic signature at low temperatures [37]. Furthermore, the EPR measurements 

described in Chapter 4 allowed the measurement of g-factor of CuPc; this was found to 

be anisotropic with values o f g //= 2.151 and g±= 2.047. The larger g-factor in the 

direction of molecular stacking (g//) corresponds to a larger magnetic moment along this 

direction, as expressed in Equation 6.1 (where p  is the magnetic moment, pB is the Bohr 

magneton, S is the spin of (S = 1/2) and h is Planck’s constant).

M = MBg
r c  'n

\ n  j
[6.1]

The stronger magnetic moment o f CuPc along the column direction is likely to aid 

retention of the electron spin polarization as the charges flow through the film. This 

renders CuPc films, and more generally MPc films containing unpaired electron spins, 

excellent candidates for spintronic applications.

The ability to co-deposit magnetic and non-magnetic Pc molecules to form 

crystalline films is also of significance. By diluting CuPc molecules in a H2Pc matrix 

their spatial separation enters the regime desired for quantum computing applications,

* A detailed analysis o f  the crystal structure based on diffraction is being undertaken by Soumaya Mauthoor 
and Dr. Sandrine Heutz.
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wherein the Cu spins could act as qubits. The average spacings could be tailored through 

control of the relative deposition rates o f CuPc and H2 PC, whilst the randomness of such a 

system is advantageous for the model proposed by Stoneham et al. [155]. As mentioned 

in Section 4.4, initial measurements on the lifetimes of the Cu spins in the 5% CuPcithPc 

films suggest that they are sufficiently long-lived to perform quantum algorithms. 

Furthermore, co-deposition could be used to adapt the magnetic properties of the films. 

For example, as discussed in Section 1.3.2, the dilution of antiferromagnetic CoPciF^Pc 

crystallites is known to reduce the Neel temperature [232], whilst doping with group I 

species is also known to induce changes to MPc magnetism [135, 136].

The work described in Chapter 4 could be directly applied to ultra-thin systems of 

CuPc on passivated Si surfaces since, even at the monolayer scale, an arrangement 

similar to the a-phase is observed, as described in Chapter 3. The STM studies 

highlighted that on these surfaces, CuPc islands are formed with a preferential alignment 

along the [110] directions of the Si lattice. Preferential domain directionality is 

advantageous for device applications due to the existence of in-built spin transport 

directions (the direction of conductance along the columns would be known with respect 

to the substrate directions). Furthermore, larger domains would enhance the efficiency of 

spin coherence, since losses are likely to occur at domain boundaries. In Section 3.1, 

larger domains were observed on Si(1 0 0 ):NH 3 rather than Si(100):H, and this was 

attributed to a repulsive interaction between the NH 3 surface (specifically the N lone pair) 

and the Pc ligand, increasing the mobility of CuPc on this surface. Therefore, by tailoring 

the chemical interactions between CuPc and the passivating species, it may be possible to 

grow even larger domains.

As shown in Section 4.2, deposition of CuPc onto PTCDA results in the formation 

of flat-lying molecular arrays. Unlike for the single-layer films, wherein the column 

length is limited by molecular mobility on the substrate and the presence of other 

domains, longer stacking chains are possible for CuPc/PTCDA systems since their 

growth is unrestricted and so can increase as a function of film thickness. Again, this is 

important for device applications since such a morphology offers potential for longer spin 

pathlengths within the film. Furthermore, it was observed that the face-to-face molecular
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separation for these films is less than for the bulk a-phase, whilst the EPR investigations 

suggest that the molecular columns are more separated. This implies that spin 

conservation along the columns for the CuPc/PTCDA films is likely to be more efficient 

than in the single layer films. It would be possible to capitalise on this feature by 

designing multilayered spintronics devices, as will be discussed in Section 6.3.

6.2. APPLICATIONS OF METAL PHTH ALOC Y ANINE FILMS AS 

PRECURSORS FOR INORGANIC SPINTRONICS

A new route for the introduction o f spin-containing metallic elements into silicon was 

described in Chapter 5. Here, transition metal Pc films were grown on Si substrates and 

subsequently exposed to UV irradiation, which degraded the MPc molecules. This 

process was shown to occur for both CuPc and MnPc films, demonstrating its versatility 

(different dopant species could be introduced, which is important for potential 

applications, as will be described in Section 6.3). Comparisons of the bond dissociation 

energies within the MPc molecules suggest that the C-N bonds are the most likely to be 

broken first. This is expected to destabilise the metal-N bond such that its binding energy 

is lower than the 7.21 eV provided by the 172 nm photons, and so the metal can be 

released from the organic.

For the specific example o f MnPc, it was shown that the metal atoms released 

from the MPc film either form a metal oxide surface layer, or diffuse into the Si substrate. 

The former case was demonstrated by the presence of MnO (as evidenced by XPS and 

XAS studies). Although this is not the desired product for the applications in mind here, 

it is anticipated that the small MnO clusters formed could have a range of interesting 

magnetic and catalytic applications [265]. It is feasible that performing these experiments 

in-situ in a UHV environment would lead to a lower yield of metal oxide (less oxygen 

would be present). However, the studies described in Section 5.3 showed that this layer 

can be easily removed by a simple cleaning procedure, and so its formation is not 

detrimental to the production o f the metal-doped silicon wafers.
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Analyses of the substrates after UV treatment have demonstrated that the metal 

species are incorporated into Si. XAS measurements have shown that, at least for the 

particular example of Mn studied in Chapter 5, metal clusters are not formed and that the 

Mn atoms are isolated within the Si lattice. This alone is an important result for 

applications such as quantum computing wherein the dopants would act as qubits; these 

must be spatially separated in order for their interactions to be controlled. The observed 

diffusional behaviour of the Mn atoms suggests that they occupy interstitial lattice sites. 

As mentioned in Section 1.4.1, interstitial Mn gives rise to magnetic ordering [110] and 

so could be used for inorganic spintronic applications. Analysis o f the SIMS data 

suggests that an approximate yield from the original MPc layer of —55-83% is currently 

achieved. It is anticipated that a higher yield could be obtained from monolayer films. 

Furthermore, the concentration o f dopants could be controlled by varying the initial film 

thickness or density (via co-deposition with F^Pc, as described in Section 4.3, or by using 

a different metallorganic precursor).

Currently, the metal distribution is laterally inhomogenous. It is anticipated that 

this is due to irregularities introduced during sample preparation. Studies have not yet 

been performed to investigate whether the original order of the MPc film is retained 

within the silicon (future experiments will be discussed in Section 6.3), although it is 

anticipated that the conditions used in Chapter 5 would lead to linear arrays. However, 

the work described here is very promising for the development of this technique as a low 

temperature, low cost method for the introduction of dopants into Si, and so even in its 

current state is likely to be o f high interest to the inorganic spintronics community.

6.3. IMPLICATIONS FOR FUTURE WORK

This section will comprise two sub-sections. A brief overview of future experiments 

(some of which are currently being performed) that could provide further insights into the 

use of MPc films for spintronic applications will be given in Section 6.3.1. This will be 

followed in Section 6.3.2 by new ideas for the creation of MRAM devices from MPc 

films, based on the findings of Chapters 3, 4 and 5.
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6.3.1 Future W ork

Although it has been found that MPc films are very promising for spintronic applications, 

much work is still required to create actual devices. Preliminary studies have shown that 

multilayered structures of CuPc and H 2 PC can be grown, and that it would be possible to 

produce successive magnetic and paramagnetic Pc layers. Such systems could be used as 

MPc-based spin transistors. On a more fundamental level, it would be of interest to build 

on the knowledge gained in the magnetic properties of such films by studying more MPc 

systems with different spin states. For example, we have already established that a-phase 

CuPc films are antiferromagnetic, whilst P-phase MnPc films are ferromagnetic. It 

therefore seems likely that other transition metal Pc films may also couple magnetically. 

As has been shown in Chapter 4, co-deposition of CuPc and F^Pc leads to the formation 

of randomly mixed films. It is anticipated that such a dilution could lead to control over 

the magnetic properties of MPc films (such an investigation is currently underway). Also 

of interest is the optical excitation of MPc films; occupation of the LUMO level is likely 

to modify the magnetic properties o f MPc systems (the magnetic coupling is known to be 

due to orbital overlap [37]), whilst the creation of triplet states from the Pc ligand is 

expected to affect the electrical conductance and magnetic properties.

As outlined in Chapter 5, the use of UV irradiation to introduce metal dopants into 

silicon is very promising for a wide range of potential applications. Although it has been 

demonstrated that this procedure does lead to the inclusion of Mn in Si, further work is 

required to improve the homogeneity o f the samples. In addition, for some applications it 

is of interest to form arrays of metals in Si. Current methods involve manipulating Mn 

atoms with an STM tip on semiconductor surfaces [97], however, such an approach is not 

readily scalable for device applications. Although retention of order from the MPc film 

has not yet been demonstrated, encouragingly, AFM measurements have shown that the 

general domain structure is maintained. Grazing incidence x-ray measurements are 

planned to determine whether ordered metal arrays are present after introduction into the 

Si lattice. In addition, modification of the current experimental set-up for low temperature 

operation would be required to study arrays o f fast diffusing species such as Mn, whilst
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in-situ experiments would allow for a greater control over conditions. It is also of interest 

to demonstrate the introduction of other metal species into Si, and from other 

metalorganic species; it is anticipated that these could lead to a new routes for the 

fabrication of silicon-based dilute magnetic semiconductors.

6.3.2 MPc routes to MRAM devices

This section will outline a potential route for capitalising on the potential of MPc thin 

films for spintronic applications. As described in Section 1.3.1, MRAM devices would be 

advantageous since they would allow the writing and re-writing of data with faster read­

out times than current ROM devices. Phthalocyanine films have the potential (either 

directly or indirectly) to create devices comprising regions of different magnetic 

properties. For example, this could be achieved via MPc deposition through a mask (in a 

similar route to that followed for depositing photoresists in current silicon manufacturing) 

to create patches o f MPc films with different coercive fields. It has already been shown 

that P-phase MnPc films are ferromagnetic [37] and so it is feasible that other 

ferromagnetic MPc film regions could be created, as will be discussed shortly. 

Alternatively, through the creation o f patches of different MPc species on Si and 

subsequently irradiating with UV photons, regions o f dilute magnetic semiconductors 

each with different magnetic properties could be produced [104, 277-279].

The ability to generate domains with different magnetic properties and with high 

spatial resolution allows the design of complex and potentially very powerful MRAM 

assemblies. A proposed general approach to such an MPc based MRAM device, inspired 

by the results obtained in this work, is outlined in Figure 6.1. The figure shows three 

patches (blue, pink and green squares), each representing well-defined regions of 

different coercive fields, separated by ferromagnetic contacts (which are all of the same 

magnetisation direction). A current is injected through the first ferromagnetic layer (A) 

and this creates a spin polarised current that passes across the device. In a similar method 

to the spin valve (Figure 1.9), the current can only flow across each domain if it is 

aligned parallel to the magnetisation direction of A. If the magnitudes of the coercive 

fields of each patch are ordered such that HCi > HC 2 > HC3 , then applications of small
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magnetic fields downwards in the plane of the device would act to selectively rotate one, 

two or all three of the magnetic domains. This could be read out by measuring the current 

flow at the contacts B, C and D. Such a model could be extended to a two dimensional 

array.

Current Injection

'C2 C3

Figure 6.1. A possible MRAM device. Domains o f different coercive fields created either 

directly or indirectly from  MPc film s (Hci, Hc2  and Hc3)  are separated by ferromagnetic 

contacts (A-D). Current is injected from the left, as shown. Through the application o f a 

small in-plane magnetic field, the domain directions o f  the successive regions could be 

manipulated, thus changing the charge transfer across the device. Spacer layers (white) 

may be necessary to prevent the ferromagnetic contacts from magnetising the low 

coercivity regions.

All-organic Route

It has already been commented upon that our discovery of switchable and structure 

dependent magnetic interactions in CuPc and MnPc films is very promising for the 

potential of MPc films in spintronic applications, whilst a theoretical understanding of the 

magnetic ordering in these systems is already in place (as demonstrated for a- and 0- 

phase CuPc) [37]. The EPR measurements in Section 4.3 showed that randomly mixed 

CuPc:H2 Pc films can be easily grown by OMBD. Furthermore, it is possible to modify 

the magnetic ordering of MPc arrays through dilution in an H2Pc matrix [232], whilst
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doping of CuPc crystallites with Na leads to ferromagnetism with Curie temperatures 

greater than 77 K [135]. Therefore, it is plausible that through a combination of 

theoretical and experimental effort it would be possible to identify and produce MPc 

films with different magnetic properties, specifically ferromagnetic films with different 

coercive fields.

One approach could be to create devices in a similar manner to that proposed in 

Figure 6.1. Here, masking could be used to selectively deposit different MPc regions 

between ferromagnetic contacts as shown (it is possible that H2 PC spacer layers may be 

required between the regions and contacts). However, as has already been commented 

upon, MPc films comprise domains; although a preferential stacking direction could by 

produced via a templating effect to the substrate (in a similar manner to that described in 

Chapter 3) it is likely that losses would occur during spin transport between neighbouring 

domains and this would lower the efficiency of the device. Perhaps a more appealing 

approach would be to build a layered device, capitalising on the molecular templating 

effect described in Chapter 4 for MPc/PTCDA films, to create vertical molecular 

columns. Successive MPc layers o f different coercivity, each sandwiched between 

ferromagnetic conducting layers, would benefit from the enhanced intra-column spin 

transport anticipated for these systems (compared to the single layer a-phase films). For 

such a layer-by-layer device growth method, alkali metal dopants such as Li or Na could 

be introduced during deposition to also modify the magnetic properties of each layer (as 

discussed in Section 1.3.2) [135, 136]. However, care would need to be taken to ensure 

that dopant diffusion was minimised (this might be controlled using the aforementioned 

ferromagnetic metal layers).

Inorganic Route

As demonstrated in Chapter 5, irradiation of MPc films with UV light can be used to 

introduce dopants into silicon. Isolated MPc film regions on silicon comprising different 

metallic species could be formed, either by masking, or adding chemical substituents to 

the Pc ligand to enforce phase segregation. Subsequent UV irradiation at low temperature 

could then be used to introduce the metal species into the substrate whilst retaining the
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segregation of the domains (this would not be possible for fast diffusing species using 

techniques that require annealing). Application of a magnetic field could then be used to 

control the relative magnetization directions of each region, since each of these would 

have a different coercive field [104, 277-279], in a similar manner to that described 

previously. Apart from being readily compatible with existing silicon technologies, this 

method would also capitalise on the large coherent spin diffusion lengths within Si [3].

Interestingly, the formation of metal oxides by UV irradiation of MPc films (as 

described in Section 5.2) could also be used in a similar device structure. Metal oxides, 

particularly when doped with transition metals, are o f high interest as dilute magnetic 

semiconductors [280-284]. These generally display strong magnetic signatures, even at 

room temperature, and a wide variety of such systems have already been identified. 

Therefore, the creation o f regions o f different magnetic oxides by the irradiation of MPc 

films in an oxygen rich environment could lead to the production of MRAM devices (in a 

similar method to that outlined in Figure 6.1). Such a system might be easier to study 

than the others suggested here since measurements could be performed at room 

temperature (for example, these could be analysed by magnetic force microscopy).
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