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Abstract 

We propose a method to determine unintelligible words based on the textual context of the word determined.  As there can be 
many different possibilities for the word, a robust, large-scale method is needed. 
The large scale makes the problem sensitive to spurious similarities of contexts: when the contexts of two, different words are 
similar. To reduce this effect, we induce structured sparsity on the words by formulating the task as a group Lasso problem. 
We compare this formulation to a k-nearest neighbor and a support vector machine based approach, and find that group Lasso 
outperforms both by a large margin. We achieve up to 75% of accuracy when determining the word from among 1000 words 
both on the Brown corpus and on the British National Corpus. 
Unintelligible words are often the result of errors in Optical Character Recognition (OCR) algorithms. As the proposed 
method utilizes information independent from information used in OCR, we expect that a combined approach could be very 
successful, as OCR and the proposed method complement each other. 
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1. Introduction 

Determining unintelligible words that automated Optical Character Recognition (OCR) programs could not 
recognize is a hard problem. It is difficult enough to serve as a kind of Turing test: a CAPTCHA†, used to 
determine whether a user is a human or a computer. The reCAPTCHA project poses this problem to millions of 
users every day in order to prevent automated programs from abusing online services [1]. 

The goal of the reCAPTCHA project is to use the tremendous human effort of solving millions of CAPTCHAs 
every day to help digitize books, newspapers, etc. They send the words that OCR programs could not recognize 
for humans to determine, in the form of CAPTCHAs. 

 

* Corresponding author.  E-mail address: bli@elte.hu 
† Completely Automated Public Turing test to tell Computers and Humans Apart 
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In this paper, we propose a method to determine these words automatically by making use of their textual 
context. The method builds upon the tools of Natural Language Processing (NLP). Most importantly, we rely on 
a widely used hypothesis in NLP: the distributional hypothesis. 

According to the distributional hypothesis, words that occur in the same contexts tend to have similar 
meanings [2]. The hypothesis can be exploited to determine unintelligible words, as the context of an 
unintelligible word will likely be most similar to contexts of its own different occurrences in contrast to contexts 
of other words. 

The main component of the method is a distributional representation, specifically, a word-context matrix [3], 
where each context is labeled with the candidate word the context was collected for (Fig. 1). We determine the 
unintelligible word by formulating and solving a classification problem of choosing the right candidate word 
using the (context, label) pairs as training data.  

There are exceptions to the distributional hypothesis. We call two contexts spuriously similar if they are 
similar but belong to different words. The amount of spuriously similar contexts tends to increase with the 
number of candidate words in the distributional representation. Thus, the more candidate words we have, the 
harder the learning problem is. 

As the word to be determined is unintelligible, it provides no information in addition to its context (e.g., its 
surface form‡). The correct word needs to be chosen from among hundreds, maybe thousands of candidate words. 
This makes the learning problem considerably hard; a mechanism is needed to deal with spurious similarities of 
contexts. 

Structured sparse coding provides such a mechanism. As we show, a structured sparsity inducing 
regularization, such as the group Lasso [4], is capable of diminishing the effect of spurious similarities of 
contexts by utilizing the structure of semantic space (Section 3). 

The contributions of this paper are summarized as follows: (i) we approach the problem of determining 
unintelligible words automatically in a novel way, using tools from natural language processing and structured 
sparse coding. (ii) We show that inducing structured sparsity on the candidate words vastly improves 
performance in contrast to our baselines, a support vector machine and a k-nearest neighbor classifier. (iii) We 
perform large-scale evaluations where we determine words out of 1000 candidate words at once. 

In the next section we review related work. Our method and results are described in Section 3 and 4. We 
discuss our results in Section 5 and conclude in Section 6. 

2. Related work 

There has been many attempts to automatically correct words in text [5,6]. For example, Hirst and Budanitsky 
[7] use several WordNet-based semantic relatedness measures to detect if there is a spelling variation of the target 
word that would fit better in the context. In [8], a supervised learning approach is used: classifiers are trained on a 
large English corpus to distinguish between elements of a predefined confusion set (i.e., words that are similar in 
spelling, pronunciation etc.). In [9], a string similarity function is used to generate substitute candidates for the 
target word, which are then sorted according to trigram statistics. Our approach differs from these in an important 
respect: we assume that we know nothing about the word to be corrected, only its context. 

In information retrieval and speech recognition, unintelligible words pose a practical problem. The TREC-5 
confusion track [10] studied the impact of data corruption introduced by scanning or OCR errors on retrieval 
performance. In the subsequent spoken document retrieval tracks [11] the errors were introduced by automatic 
speech recognition. 

Solving natural language processing problems by structured sparsity inducing regularization has been explored 
in works such as [12] and [13]. [12] apply sparse hierarchical dictionary learning to learn hierarchies of topics 

 

‡ the form of a word as it appears in the text
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from a corpora of NIPS proceedings papers. In a more recent application [13], structured sparsity was used to 
perform effective feature template selection on three natural language processing tasks: chunking, entity 
recognition, and dependency parsing. 

3. The Method 

We start from a list of candidate words the unintelligible word could be recognized as. For each candidate 
word, we collect a number of contexts. A context of a candidate word consists of the  non-stopword words 
preceding and following it in the text. There can be at most  words in a context. 

The presented method makes use of a collection of such contexts arranged in a word-context matrix  [3]. In 
this matrix, each context is a column represented as a bag-of-words vector  of word frequencies, where  is the 
number of occurrences of the th word of the vocabulary in the context.  

The unintelligible word is determined in two steps. First, we formulate an inverse problem, and compute a 
representation vector . In the second step, a single candidate word is selected based on the weights in this 
vector. 

To compute the representation vector , the context  of the unknown word is approximated linearly 
with the columns of the word-context matrix  called the dictionary in the 
terminology of sparse coding. The columns of the dictionary contain contexts, each labeled with a candidate 
word . Please note that multiple contexts can be, and in many cases are, tagged with the same candidate 
word:  is possible. There are  words in the vocabulary, and  contexts in the dictionary.  

Fig. 1. The word-context matrix . Each column is a context of a candidate word (e.g., boot, root). Each element  of the 
matrix holds the number of occurrences of the th word of the vocabulary in the th context. For example, the word plant 
occurs three times in the 7th context, which is the 3rd context labeled with root. 

The representation vector  consists of the coefficients of a linear combination 

  . (1) 

For each unintelligible word, whose context is  a representation vector  is 
computed. 

The structured sparsity inducing regularization is introduced by organizing the contexts in  into groups. 
Each group contains the contexts annotated with a single candidate word. As only a single candidate is chosen for 
each unintelligible word, ideally only a single group should be active in each representation vector . Sparsity on 
the groups is realized by computing  with a group Lasso regularization [4] determined by the labels. 

The groups are introduced as a family of sets . There are as many sets in  as there 
are distinct candidate words in . For each candidate word , there is exactly one set , that contains 
the indices of all the columns  tagged with .  forms a partition. 
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The representation vector  of the word whose context is  is defined as the minimum of the loss function 
 

  , (2) 

 
where  denotes the vector where only the coordinates present in the set  are retained. 

The first term is the approximation error, the second one realizes the structured sparsity inducing 
regularization. Parameter  controls the tradeoff between the two terms. The parameters  denote the 
weights for each group . 

For the sake of simplicity, we represent each candidate word with the same number of contexts: there are an 
equal number of columns in  for each label  . The weights  of the groups are set 
to 1. 

In the second step, a single candidate word is selected based on the weights in this vector. We utilize the group 
structure to condense the vector  to a single word . We sum the weights in each group , and 
choose the word  whose group contains the most weight, 

 
  . (3) 

 
The errors introduced by spurious similarities of contexts are diminished because in the group Lasso 

regularization whole groups are selected Each group  contains contexts tagged with the same candidate 
word , and only a few groups can be selected. A context similar to the context of the unintelligible word  only 
by accident has a smaller chance to be selected. As it is in a group labeled with a candidate word that is less 
related in meaning to the unintelligible word than the correct candidate, it contains mainly contexts less similar to 

. 

4. Results 

The aim of the evaluations is twofold. First, we obtain the accuracy of the method in determining 
unintelligible words, and compare it to the baselines. Second, we examine the effect of the ratio of unintelligible 
words in the text on this accuracy.  

In the reCAPTCHA setting, OCR algorithms cannot recognize about 20% of the words. We regard this as a 
worst-case scenario, as in these tasks older prints are analyzed with faded ink and yellowed pages [1]. In our 
simulated experiments, we set up to 20% of the words to be unintelligible in the corpus. 

The minimization problem of the group Lasso (Eq. 2) is solved by the Sparse Learning with Efficient 
Projections (SLEP) package [15]. The presented method is compared to two baselines: the k-Nearest Neighbours 
(kNN) algorithm and a linear Support Vector Machine (SVM). We use the implementation of the scikit-learn 
machine learning toolkit [16]. 

4.1. The datasets 

We demonstrate the efficiency of the presented approach on two datasets compiled from two widely used 
corpora, the Brown corpus and the British National Corpus [17]. They are processed as follows (Fig. 2). In the 
first step, the corpora are cleaned by removing stopwords and words with non-alphabetic characters, converting 
the remaining words to lowercase and lemmatizing them with the WordNet lemmatizer [18]. 

The contexts are obtained by sampling the corpus. For each target word (i.e., a word to be determined), we 
collect 50 contexts. Each context consists of the  words that precede and follow the target word in the cleaned 
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corpus. In accord with [19,20] and others, we use a broad context, .  
As target words are assumed to be unintelligible, they are deleted from their contexts. Further unintelligible 

words are simulated by erasing them from the context. The ratio of unintelligible words is . In each 
context, each word has a chance  to be unintelligible: if a random number , then the word is 
erased from that context. 

Finally, a bag-of-words vector is constructed from each context. Our final dataset consists of  pairs, 
where  is a bag-of-words context of the target word . There are  columns labeled with each . 

 

 
Fig. 2. Compiling a dataset. The dataset is compiled from a corpus and a list of candidate words. First, the corpus is 

cleaned of stopwords and words with non-alphabetic characters. Each remaining word is converted to lowercase and 
lemmatized. Then, for each candidate word, a number of contexts are collected from the cleaned corpus. The contexts are 
stored in a matrix, where each column is labeled with the candidate word the context was collected for. 

4.2. Evaluations 

The datasets composed from the Brown corpus and the British National Corpus (BNC) have  
distinct candidate words as labels each. We chose the  most frequent words as candidate words in each 
dataset. There are  contexts labeled with each candidate word, so there are  examples in each dataset. 

We compare group Lasso to two baselines: kNN and a linear SVM. For the baselines, the problem of 
determining unintelligible words is treated as a traditional classification problem, where the candidate words are 
the classes.  

Before evaluating the algorithms, we studied the effect of their parameters on the results. For kNN and SVM, 
we found  and  optimal, respectively. For group Lasso,  (Eq. 2.) was optimal. The 
following results were all obtained by setting the parameters to these values. 

To examine the effect of the ratio of unintelligible words on the results, we remove up to 20% of the words 
( ), and evaluate the accuracy. Please note that before compiling the datasets, the stopwords, that 
constituted approximately half of the words in the corpora (56% for the Brown corpus, and 50% for the BNC), 
were removed. When we evaluate the effect of removing 20% of the words, only 10% of the words is erased 
from the datasets in practice, as half of the 20% already fell out as stopwords during preprocessing. 
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(a) (b) 
 
Fig. 3. The dependence of the accuracy on the percentage of unintelligible words in the text. Each data point is the mean of 

30 experiments. The error bars denote the standard deviations. 
 
Each data point is computed by random permutations cross-validation, also known as Shuffle and Split. In 

each experiment, the dataset is first shuffled, then split into an independent training and testing part, where the 
test dataset contains  elements. The baselines are trained on the training set and tested on the test set. For 
group Lasso, the labeled columns of the dictionary  are the elements of the training set, and the contexts of the 
unintelligible words are the elements of the test set. For each data point, we perform  such experiments, and 
report the mean and standard deviation in Fig. 3. 

5. Discussion 

The presented method based on group Lasso clearly outperforms the two baselines, the k-nearest neighbour 
classifier and the support vector machine. This may be because the sparsity inducing regularization decreases the 
chance of selecting contexts spuriously similar to the context of the unintelligible word (see Section 3). 

To better understand how group Lasso utilizes the structure inherent in the problem, it is helpful to take a look 
at the representation computed by group Lasso, and one where each coordinate is computed by simple cosine 
similarity to the corresponding column of the dictionary: 

 

  (4) 

 
In the vector computed by group Lasso (Fig. 4 (a)), the whole group of the correct candidate word (see the 

approx. 951-1000th coordinates) is activated with positive weight, whereas in the other groups, usually only a 
fraction of the weights are activated, and the positive and negative weights cancel each other out. In the vector 
computed by cosine similarity (Fig. 4 (b)), most of the weights are activated, and the contrast is less sharp 
between the group of the correct candidate word and the other groups.  
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 (a) (b) 
 
Fig. 4. A representation vector computed by group Lasso (a) and one where each coordinate is computed by cosine 

similarity (b). In the vector computed by group Lasso, the whole group of the correct candidate word (see the approx. 951-
1000th coordinates) is activated with positive weight, whereas in the other groups, usually only a fraction of the weights are 
activated, and the positive and negative weights cancel each other out. In the vector computed by cosine similarity, most of 
the weights are activated, and the contrast is less sharp between the group of the correct candidate word and the other groups. 

6. Conclusions 

We proposed a method to determine unintelligible words in context. We have shown that a structured sparsity 
inducing regularization, more specifically, a group Lasso based solution can deal with spurious similarities of 
contexts and thus vastly outperform traditional classifiers like the support vector machine in this large-scale 
problem. 

Unintelligible words are often the result of errors in Optical Character Recognition (OCR) algorithms. As the 
proposed method utilizes information independent from information used in OCR, we expect that a combined 
approach could be very successful, as OCR and the proposed method complement each other. 
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