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The effects of striatal dopamine (DA) on behavior have been widely investigated over
the past decades, with “phasic” burst firings considered as the key expression of a
reward prediction error responsible for reinforcement learning. Less well studied is “tonic”
DA, where putative functions include the idea that it is a regulator of vigor, incentive
salience, disposition to exert an effort and a modulator of approach strategies. We present
a model combining tonic and phasic DA to show how different outflows triggered by
either intrinsically or extrinsically motivating stimuli dynamically affect the basal ganglia
by impacting on a selection process this system performs on its cortical input. The
model, which has been tested on the simulated humanoid robot iCub interacting with
a mechatronic board, shows the putative functions ascribed to DA emerging from the
combination of a standard computational mechanism coupled to a differential sensitivity
to the presence of DA across the striatum.
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1. INTRODUCTION
Distinct functions are ascribed to striatal dopamine (DA) in rela-
tion to the type of outflow (tonic/phasic) expressed by this neu-
romodulator and the experimental context. “Tonic” DA release is
caused by the removal of inhibitory constraints affecting sponta-
neously active DAergic neurons (Floresco et al., 2003; Grace et al.,
2007). This low frequency mode of DA activation is considered
as encoding average rewards (Niv et al., 2007; Beierholm et al.,
2013), the presence of stressors (Cabib and Puglisi-Allegra, 2012)
or novel stimuli (Lisman and Grace, 2005), and more recently as
an indicator of precision of prior beliefs (Friston et al., 2012).
As far as its function, tonic DA is mainly investigated for its
effects on motor control: one influential account posits a role in
mediating the vigor with which a subject pursues desired out-
comes (Niv et al., 2007) which might be limited to approach
strategies (Guitart-Masip et al., 2012). This overlaps with a pro-
posed role in mediating the disposition to exert and sustain
effort in pursuing a goal (Salamone et al., 2003; Salamone and
Correa, 2012) and incentive salience in motivation or “wanting”
(Berridge and Robinson, 1998; Peciña et al., 2003). Recent human
evidence has also suggested a role attaining a balance between
model free and model-based behaviors (Wunderlich et al., 2012),
a formulation consistent with models of habitual versus goal con-
trol in Parkinson disease (Redgrave et al., 2010) and with DA’s
established role in reasoning, cognitive flexibility, planning, and
working memory (Montague et al., 2004; Cools and D’Esposito,
2011).

Phasic DA release results from a direct glutamatergic excitation
of DAergic neurons (Floresco et al., 2003). There is substantial

agreement these short burst firings play a key role in trigger-
ing learning processes, but the exact information they convey is
disputed. The main proposal is that DA bursts report a reward
prediction error resulting in reinforcement learning, a key ele-
ment in behavior that leads to reward maximization (Sutton
and Barto, 1998; Schultz, 2007). However, phasic DA is also
considered as implicated in signaling saliency (Redgrave et al.,
1999b) and agency-related novelty (Redgrave and Gurney, 2006;
Redgrave et al., 2008).

Whether DA is considered as signaling the presence of unex-
pected or novel stimuli and independently of their association
with the agent’s actions or priors, there exists a strong relation
between DA and the broad category of intrinsically motivating
stimuli. These are motivations guiding learning in the absence of
primary “extrinsic” rewards such as food, water, and pain, and are
directed to acquire knowledge and skills exploitable in later stages
(Ryan and Deci, 2000; Baldassarre and Mirolli, 2013; Mirolli et al.,
2013). The key feature of these motivations relies in the optimiza-
tion of the information flow (Tishby and Polani, 2011), narrowing
the amount of information that needs to be processed and moti-
vating risky, but potentially fruitful, explorations in a changing
environment (Kakade and Dayan, 2002; Ranganath and Rainer,
2003; Kaplan and Oudeyer, 2007; Düzel et al., 2010).

DAergic neurons are localized in a restricted brain region
mainly the ventral tegmental area (VTA) and substantia nigra
pars compacta (SNpc). By contrast, its targets, including the stri-
atal region, are broad and heterogeneous. This is often seen as
suggesting that DA cannot encode fine grain information and
this lack of target specificity hints that its effects may be the
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To include the DAergic modulation, we assume DA enhance-
ment of the signal reaching a target area can be simulated via
a multiplicative effect: this is a standard computational strat-
egy in simulating D1 specific effects (Fellous and Linster, 1998;
Durstewitz, 2009) and is realized through the parameter d, repre-
senting the amount of DA released, and the coefficients ε and λ,
respectively for the strength of the input independent of the pres-
ence of DA and the multiplicative effect DA exerts on the same
input. These two coefficients have been set to ε = 1 and λ = 0 for
all the units which are not affected by the DA release in the simu-
lations, and 0 < ε < 1 and λ > 0 for the remaining units: besides
the striatum, the three-looped model (see Figure 2) also shows
the hippocampal simulated layer as being affected by the presence
of DA in the way described here.

Equation (1) describes the activation potential of the units in
the neural models where Equation (2) is a positive saturation
transfer function defining the final activation of these units: the
activity of all units here described is simulated relying on these

two equations. The transfer function is defined as follows:

yj = �
tanh

�
αg

�
uj − θg

��� +
(2)

where tanh(.) is the hyperbolic tangent function, αg is a constant
defining the slope of the hyperbolic function (per group), θg is
a threshold parameter (per group) and [.]+ is a function defined
as [x]+ = 0 if x ≤ 0 and [x]+ = x if x > 0. Notice that 0 < yj < 1
for all j. Aside from the layers simulating the activity of the cortex,
the threshold is always set to θ = 0: the cortical transfer func-
tion has been thresholded so that units activations are zero unless
their corresponding activation potential exceeds its layer specific
threshold (in the single loop simulation, these are set to 0.6 for
the inner cortical units and 0.8 for external cortical units).

Finally, the three-looped model shown in Figure 2 consists
of three separated loops for manipulation, attention, and exec-
utive control: respectively the dorsolateral, dorsomedial, and ven-
tral striatocortical loop. During the task, these systems establish

FIGURE 2 | Neural architecture of the model used to solve the

mechatronic board task: three striatocortical loops reciprocally

connected via learned cortico-cortical connections. The system allows the

agent to autonomously explore the environment, perceive intrinsically
motivating signals (flashes of light), learn and exploit the learned association
to pursue a maximizations of rewards.
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cortico-cortical connections that reciprocally bias the selection
performed thanks to a Hebbian learning process guided by the
presence of phasic DA. The equation describing this learning is as
follows:

�wji = ηctx gjyi (ŵctx − wji) [d − ζ]+ (3)

where yi and gj represent the activities of the connected units
(belonging respectively to the cortical external layer in the pre-
synaptic loop and the cortical inner layer in the post-synaptic
loop), wji is the connection weight between yi and gj, ηctx is
a learning rate and ŵctx is a maximum value reachable by wji.
The neuromodulator is here thresholded: [d − ζ]+ represents the
amount of DA required to overcome a threshold ζ, where [.]+
is defined as in Equation (2). This threshold is set higher than
any tonic outflow variation, therefore allowing learning processes
only in presence of high peaks of DA corresponding to phasic
activations.

The DA bursts required for LTP Hebbian learning are triggered
by sudden luminance variances perceived by the system/agent
via the superior colliculus (SC): this region provides fast and
strong signals to the DAergic units, which result in the simulated
DA bursts (resembling the actual connectivity and function as
described by Redgrave and Gurney, 2006). Both tonic and phasic
DA releases are simulated with one component representing the
overall activity of both the VTA and the SNc: the activity of the
single DAergic unit is controlled by both excitatory and (tonically
active) inhibitory units.

In order to simulate the presence of an agency-related pre-
dictor, the same learning process expressed in Equation (3) is
also used to establish excitatory connections between the inner
cortical layer of the simulated PFC, part of the ventral loop,
and an interneuron unit in the DAergic area: this direct con-
nection simplifies the actual pathway responsible for this sig-
nal control functioning, which may involve the lateral habenula
(Hikosaka et al., 2008). This learning process, triggered by the
presence of DA bursts, eventually leads to suppression of phasic
DA responses: the agent relies on the acquired cortico-cortical
associations between specific combination of attentional/motor
selections and PFC activity triggered by the perception of moti-
vating stimuli to provide the ventral loop with the required
information about the proximal cause of any experienced moti-
vating stimuli. Since motor and attentional selections temporally
precede the stimulus, once the association is learnt, this informa-
tion is sufficient to cause activation of an inhibitory unit in the
DAergic area (via PFC) before the actual stimulus takes place. As
a result, an action causing unexpected changes in the environ-
ment, such as luminance variance in the present task, will trigger
DA bursts that engage learning processes among cortical regions
and between the PFC and the DAergic area. However, if manages
to successfully repeat the correct action on the proper target, the
resulting change in the environment will eventually become pre-
dicted, therefore preventing an input coming from the SC from
triggering any more DA bursts.

The learned cortico-cortical connections among different
striato-cortical loops are instances of inverse and forward mod-
els (Gurney et al., 2013). Inverse models implement here the links

between goal representations and action representations, impor-
tant for the recall of actions on the basis of the pursued goals in
goal-directed behavior. The forward models, instead, allow the
anticipation of the accomplishment of a certain outcome when
a certain action is performed.

This role of DA in the self-assembly or bootstrapping of
intrinsically valuable sensorimotor sequences is reminiscent of
early simulations of value-dependent learning using neuronally
plausible models (Friston et al., 1994). In brief, the dopamin-
ergic reinforcement of stimulus-response and response-stimulus
links by DA depends upon phasic dopaminergic discharges. By
introducing dopaminergic plasticity into the cortical projections
eliciting these discharges, one introduces a circular causality, in
which innately or intrinsically rewarding stimuli transfer their
value to their sensory or motor precedents. This form of learning
has formal links with actor-critic models in reinforcement learn-
ing, accounts for the transfer of phasic dopaminergic responses
from unconditioned to conditioned stimuli and provides a phys-
iologically grounded account of how sequences of exploratory or
exploitative behavior emerge.

Among the remaining components of the model pictured in
Figure 2, the hippocampus (HIP) is composed by a single layer of
units encoding spatial representations: the activity of these units
slowly decreases as a response to the incoming input. The slow
decrease of the input (which starts from the maximum value of 1
to reach its minimum value of 0.1 in roughly 2 min) is determined
by the time of exposure to the visual stimulus: this process sim-
ulates habituation to novel stimuli, leading to high responses of
HIP to novel stimuli located in space (as it happens during visual
exploration of a new environment) and low responses in presence
of familiar items.

The projections of the HIP via the NAcc and the SNr to
DAergic areas drives changes toward a tonic response mode of
the simulated DAergic unit, which itself affects the activity of
the HIP thus creating a loop. This circuitry is consistent with
HIP connectivity and functioning (Grace et al., 2007) as the lit-
erature describes it as one of the major systems responsible for
novelty detection and the related regulation of tonic DA release
(Lisman and Grace, 2005; Düzel et al., 2010). The HIP is not the
only part of brain that responds to novelty and habituates (see
Ranganath and Rainer, 2003, for a review). However, coherently
with the choice illustrated above on the HIP as the only source
of novelty detection in the model, we included in the model only
HIP habituation. This assumption was sufficient to have a brain
mechanism performing novelty detection and habituation, and
the consequent novelty based tonic DA regulation.

The simulated DAergic area is thus controlled by activity of SC
(causing phasic DA bursts), the PFC (inhibiting the signal com-
ing from the SC and suppressing DA bursts), SNr (responsible
for tonic inhibitory control mainly due to the HIP) and finally
a simplified amygdala (Amg): this component affects the activ-
ity of a tonically active interneuron in the DAergic area, resulting
in strong increase in the DA outflow when a reward is perceived
(i.e., simulating the perceived presence of food in one of the
boxes).

Regarding the BG-cortical structures, the manipulation
striato-cortical loop is characterized by three channels and
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Table 1 | Table of essential parameters marking the difference among

the three loops and the learning processes: the complete set of

parameters is available for download (see instructions in the

Supplementary Material).

Parameters Attention Arm action Goal

λ 2.5 1.5 1

θg layer 1 0.4 0.6 0.1

θg layer 2 0.8 0.8 0.6

Lateral inhibitions 2 0.2 0

Noise in Th 20 30 0

Noise decay 1000 2000 0

Learning processes (ζ coefficient)

Cortico-cortical 0.2

Predictor 0.00008

The tuning has been carried out by comparison with behavioral results.

controls the arm in the robotic set-up allowing selection among
three possible actions (one per channel). Both the attentional loop
and the ventral loop have six channels: the first controls foveation
among six possible locations in space and the second controls the
selection of the desired outcome to pursue. The three loops are
similar, showing differences in only a few key parameters: among
these, it is important to stress the presence of random noise in the
thalamic parts of the manipulation and attentional loops and the
presence of a different value for the coefficient λ for each of the
striatal layers. The noise, which is essential to perform random
exploration, is smoothed using a leaky integrator (Equation 1)
and therefore is controlled by two parameters, one for the strength
of the input and one for the decay speed (see Table 1). The coeffi-
cient λ (Equation 1), on the other hand, simulates the differential
sensitivity to the presence of DA characterizing different striatal
regions. This differential sensitivity will be shown to be essential
for endowing the system with a flexible behavioral expression and
for avoiding multiple fixated selections.

The biological plausibility of this hypothesis is grounded on
the known distribution of D1 receptors within the striatum: there
is a gradient of D1 receptor density within each subregion, with
the Cau and the NAcc having, respectively, the highest and the
lowest concentrations (Beckstead et al., 1988; Piggott et al., 1999).
Assuming a higher concentration of D1 makes a neural region
more sensitive to any variation of DA outflow is consistent with
the model computational requirements to solve the mechatronic
board task. In the model, DA alters the gain in each of the three
feedback loops, having in the attentional loop (involving the Cau)
the most sensitive system, in the manipulation loop (involving
the Put) mid sensitivity and in the executive control loop (involv-
ing the NAcc) the system that requires the most DA release to be
activated.

2.3. ROBOTIC SETUP AND MECHATRONIC BOARD TASK
The iCub1 is a humanoid robot whose dimensions resemble those
of a 5 years old child. This robotic platform is characterized by

1http://www.icub.org/

an high number of degrees of freedom (16 for each arm, 5 for the
head-eyes, 3 for the torso), so it is particularly fit to deal with tasks
involving “human-like” movements. The official simulator of the
iCub has been used to run the experiments concerning vigor
and the solution to the mechatronic board task (see Figure 3). A
mechatronic board, described in Taffoni et al. (2013), has been
simulated and employed as the test environment. In order to
match the requirements of the three-looped neural system here
described, three actions (namely “grab,” “wipe,” and “press”),
have been implemented to move the robot left hand in differ-
ent ways and positions. Any selected action is always performed
on the target the iCub is looking at. Through its movements the
robot can interact with the mechatronic board, triggering light-
flashes (lasting 1 s) when the proper action is performed on one of
the correct targets: the time required to complete an action varies
between 2 and 3 s circa (0.5 for a foveation), depending on the
starting position of the arm and the final target. Note that, despite
the name, the actions “grab” and “wipe” denote simply dummy
actions, i.e., actions with no consequence on the board.

The control works in continuous time reflecting the activity
of the neural system, so that both the actions and the targets
can be changed or stopped at any time. This feature allows the
experimenter to add and relocate a reward in any of the acces-
sible locations at any time whilst the robot is interacting with
the environment. A link to a short movie showing the robot
interacting with the actual mechatronic board is provided in the
Supplementary Material.

The task the agent is dealing with is rather simple: it requires
exploration of an unknown environment, learning of agency-
related associations due to the presence of intrinsically motivating
stimuli (light flashes) and recall/exploitation to pursue the max-
imization of extrinsically motivating rewards. The mechatronic
board consists of three buttons and three transparent boxes (see
Figure 3): when the correct action is performed on any button
(press), the box opens and the associated light flashes. The agent
is provided with a sufficient amount of time to freely explore its
accessible environment. In a second phase of the task the envi-
ronment is modified adding a visible reward (e.g., food) inside
one box: to access the reward, the agent is required to recall the
learned association and to perform the correct action causing the
opening of the box. The task, which resembles the response pre-
conditioning driven by neutral stimuli described by Reed et al.
(1996), has already been solved using an early version of the three-
looped model (Baldassarre et al., 2012): a comparison between
the two versions of the model is provided in section 4.

3. RESULTS
3.1. INPUT DISCRIMINATION: EFFECT OF DA IN A SINGLE LOOP
To show the effects different outflows of DA have on the processes
performed by the Basal Ganglia, several tests have been carried
out on a three-channel loop as in Figure 1: the mean activity of
pools of neurons has been simulated as in Equations (1, 2) and an
arbitrary input lasting 6 min, consisting of a three-dimensional
vector, has been set to reach the inner cortical layer of the cortex.

Figure 4 (left) shows values and variations of the input vec-
tor assigning a different color (blue, green, red) to each of the
three-dimensions: the input changes five times during each test,
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FIGURE 3 | The iCub in its simulated environment interacting with the

mechatronic board. The image is captured whilst the robot is pressing the
red button, triggering the corresponding light.

with a fixed interval of 1 min. The same color code has been used
to represent activation of the corresponding channels as recorded
in the inner layer of the cortex and depicted in the center col-
umn of Figure 4: any of the units in the cortical inner layer may
independently overcome a threshold (0.8, pictured as a dotted
line) characterizing the transfer function of the external layer
of the cortex. The activity in the external layer of the cortex is
stabilized by the presence of lateral inhibitions preventing this
layer from exhibiting multiple channel activations (Figure 4, B/W
colormaps).

Given the specific set of parameters characterizing this loop,
the input has been chosen so that it shows two features: first it is
insufficient by itself to cause activation of any unit in the cortical
external layer in the baseline DA condition. Secondly, the changes
in the components in the input vector alter both sparseness (mean
interval) and the overall mean value. The tests show that, depend-
ing on the amount of DA reaching the striatum, it is useful to
distinguish three conditions:

(1) Weak or scarce selection. In this condition, the striatal-cortical
loop requires an input which must be both strong and sparse
in order to overcome the given threshold. Therefore, few
selections are performed, and—because of strong correlation
with input features—they are characterized by high instabil-
ity, being abandoned as soon as either the intensity of the
strongest stimulus decreases or any other stimulus increases
its intensity. The first row in Figure 4 (DA +15%) exem-
plifies this condition, showing only one activation over the
threshold (fifth interval), despite the presence of stronger or
equally valued stimuli in several other time intervals (i.e.,
third, fourth, and sixth).

(2) Enhanced discrimination. The DA unbalances the competi-
tion between diffuse (STN) and localized (Str) signal pro-
cessing, favoring the latter: this condition enables the loop to
amplify the differences between stimuli with similar intensity

via accumulation of the strongest signal and suppression of
the weaker ones. The time required to perform this process is
directly correlated with the amount of DA (within a certain
range, the higher the release, the faster the amplification, and
thus the selection). Despite the fact the loop is still unable
to discriminate between strong, closely related stimuli (e.g.,
sixth time interval), this condition is shown to be the most
flexible to any change in the environment allowing, in most
cases, quick switches in selection depending on the values
encoded in the input. In particular, the comparison between
the second and the third row (DA +18% +20%) illustrates
the effect of accumulation granted by the loop and its timing:
a higher level of DA allows the system to reach a homeostasis
characterized by values which overcome the given threshold
(time intervals 1, 2, 3, and 5 result in activations in the exter-
nal layer of the cortex). Each time the input is propagated
back from cortex to the striatum, the higher value encoded
in the input grows: comparing the first two time intervals
in these rows we notice that a slight increase in the DA out-
flow makes the input in the first interval cause an activation
roughly 30 s in advance.

(3) Maintenance and disrupted selection. The competition
between localized and diffuse activation is strongly unbal-
anced in favor of the former: this allows the possibility of
discrimination between closely related strong inputs (e.g.,
sixth time interval, condition DA +40%), but at the same
time it makes any selection performed persistent so causing
interference and delayed switch (first to second time inter-
val, DA +25%), maintenance (first to second time interval,
DA +30%) and eventually (if the DA further increases) mul-
tiple channel activation (third to sixth intervals, DA +50%).
The system is now unable to respond quickly to changes
in the stimuli unless they are characterized by strong val-
ues: any selection is preserved until either the DA outflow
decreases or the input changes dramatically. A further incre-
ment of the DA outflow makes the maintenance effect so
strong that multiple activations in the loop become more and
more likely, disrupting a selection mechanism (which in the
present model is preserved in the external layer only due to
the action of the lateral inhibitions). Such a condition implies
difficulties in adaptation to changes in the environment, but
it can also be considered as the cause of a useful “focus effect”
which allows the preservation of rewarding selections in the
presence of noise or distractors. Indeed, the condition of
maintenance may be reached both due to elevated tonic DA
release and due to high frequency burst firings causing DA
accumulation (Floresco et al., 2003): this phenomenon would
therefore favor both the expression of incentive salience and
learning processes granting the repetition of those selections
that have proximally caused the increase in the DA outflow.

3.2. SIMULATION OF DA-DEPENDENT VIGOR
A second test has been carried out involving two segregated stri-
atocortical loops, one characterized by six channels controlling
attention via oculomotor selection (assuming the simplified envi-
ronment of the mechatronic board showing only six cues to focus
the attention on) and a second three channeled loop simulating
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FIGURE 4 | External input (left) and activation of the channels

recorded in the two cortical layers of a test striatocortical loop.

The seven different conditions (one per row, center, and right columns)
are determined by the outflow of DA: center column represents

activation of the three channels (three colored lines) in the inner layer
of the cortex; right column represents the external layer as a B/W
colormap (the channels are labeled with the same color scheme seen
in the input and inner layer).

the selection between three arm actions: in both cases, the loops
do not receive any external input but they are provided with ran-
domly generated noise in the thalamus. Changing every step, the
noise results in a “random walk” eventually triggering random
selection in the cortex. The choice of the thalamus as the locus
for the random walk is justified by the reasoning that this area
receives information from several cortical sources: this input is
abstracted with the noise used in the model. In this respect, this
noise should not be interpreted as local neural noise, but rather
as the neural activity reaching the thalamus from different corti-
cal areas and capable to overcome SNr/GPi inhibition, inducing
exploration (Baldassarre et al., 2012). It is necessary to focus on
a target and to select one of the arm-controlling channels to start
executing any motor action: the agent requires a variable time of
around 2–3 s to complete any hypothetical action on any selected
target, so that both attentional and manipulation selections must
be maintained for a sufficient amount of time. If the agent perse-
verates in its selections, the action is executed again on the same
target, resulting in repetitions.

We ran several tests lasting 6 min on the iCub simulator chang-
ing the DA outflow (baseline, +20% and +40%) and recording
the number of completed actions performed on any possible

target. The results are represented in Figure 5, which shows mean
and standard error of completed actions—recorded in ten sam-
ple tests—in the three DA conditions and a sample test showing
activations of external cortical layers in both the loops (B/W col-
ormaps) and the corresponding actions performed in the three
DA conditions.

These results are consistent with a known correlation between
DA outflow and reward-related vigor (Niv et al., 2007; Beierholm
et al., 2013) or incentive salience (Berridge and Robinson, 1998;
Peciña et al., 2003), but they provide a new explanation of these
behaviors. The number of completed actions increases signifi-
cantly from an average of 0.6 (baseline) to 28.2 (DA +20%),
reaching 91.8 (DA +40%) per test. This result is neither caused
by any learning process nor it relies solely on the strengthening
of the input due to DA multiplicative effect (e.g., Gurney et al.,
2001b; Humphries et al., 2006): DA alters the gain of the loop
thereby unbalancing the competition between the striatum and
the STN, causing quick accumulation and selection at first (as
seen in Figure 4, DA +20%) and then maintenance for a longer
time (allowing repetitions, DA +40%).

These tests show that a widely known function ascribed to stri-
atal DA can be produced by relying on a dynamic mechanism
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FIGURE 5 | Bin charts show completed actions in a single sample test

(top) and mean and standard error of ten sample tests (bottom) in three

DA conditions (baseline, +20% and +40%). B/W colormaps represent the
neural activity of the external cortical layers of two striatocortical loops that

have resulted in the action represented in the first bin chart. One loop has
been used for the manipulation (three channels, center) and the other for the
attentional control (six channels, right): an action is considered terminated if
both the loops maintain their selection for 2 s.

which allows the system to focus on a single rewarded selection as
long as it is the cause of an increase of DA: the mechatronic board
task exemplifies how this phenomenon both coexists and assists
the standard computational role ascribed to DA as the trigger for
learning processes.

3.3. THE SOLUTION TO THE MECHATRONIC BOARD TASK
To solve the task the three-looped model (see Figure 2) relies
on the hypothesis that, due to a differential sensitivity in the
striatum, the same DA outflow causes the manipulation loop
to express the first behavior (weak or scarce selection) whereas
the attentional loop expresses the second (enhanced discrimina-
tion). This is consistent with data in MPTP-induced Parkinsonian
subjects associating low DA outflow with the absence of motor
activity but slow oculomotor foveations (Hotson et al., 1986;
Schultz et al., 1989; Hikosaka et al., 2000).

This differentiation makes the agent start a visual exploration
of the environment whilst performing very few arm actions (as
seen in Figure 5, B/W colormaps of baseline DA condition): as
soon as a novel experienced cue is perceived then activity in the
HIP triggers (via NAcc and SNr) an increase in the tonic release
of DA, allowing the manipulation system to enter the condition
of enhanced discrimination and forcing the attentional system
to a state of maintenance (as seen in Figure 5, B/W colormaps
of DA +20% condition). As a consequence, the agent starts exe-
cuting on a single target several randomly selected actions: the

process stops when the HIP habituates to the perceived cue,
restoring the usual outflow of DA, allowing the visual exploration
to start again and reducing the number of action performed.

During this visual and motor exploration, the agent eventu-
ally focusses on any of the button cues: if the action “reach/press”
is randomly selected and completed whilst on this target (the
agent requires the usual 2–3 s of maintenance), the box associ-
ated with the pressed button opens and the corresponding light
flashes. Sudden luminance changes are then perceived by the SC
causing DA bursts which have a twofold effect: first, phasic DA
is itself causative in a further tonic release of DA via HIP (which
is highly sensitive to DA presence) therefore forcing maintenance
in both manipulation and attentional loops and causing enhanced
selection in the ventral loop (e.g., Figure 7, left column, 155–185 s
interval). Secondly, phasic DA allows learning processes to take
place, strengthening connection weights between different corti-
cal layers and between the PFC and the DAergic area. This latter
type of learning is responsible for the emergence of the agency-
related predictor which results in an inhibition of DA bursts when
specific motor/attention combinations are selected. As a conse-
quence, attention is preserved on the target (the button) and
the action (reach/press) is repeated until the DA bursts disap-
pear because of the predictor, allowing the exploratory routine
to restart.

The cortico-cortical learning, on the other hand, allows asso-
ciating the selection of the reach/press action in the PMC and the
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selection of attention on the button in the FEF with the channels
activated at the same time in the PFC due to the activity of the
HIP. The connections established between external PMC/FEF and
internal layer of PFC are essential for the predictor, whereas the
connections established between the external PFC and the inter-
nal layers of PMC and FEF are essential for the agent to express
goal-oriented behaviors.

Figure 6 shows activity of the external cortices during a simu-
lated task lasting 30 min. The picture outlines the first exploratory
phase lasting circa 10 min: the DA outflow is increased each
time a new cue is perceived and maintenance is entrained by
the DA bursts when the correct motor/attention combination is
found. The second phase (10–21 min) shows visual exploration
and scarce arm activity: the mechatronic board has been widely
explored and the cues are no longer able to elicit strong activity in
the HIP.

At the beginning of the test phase, a reward becomes visible
in one of the boxes. When this is detected, the high release of
DA (via Amg) would make the loop maintain the wrong selec-
tion (attention on the box and any randomly selected arm-action
at the time the reward is perceived): this problem is offset by the
fact that the ventral loop is also activated, due to the combined
effect of the high DA and the renewed activity in the HIP which
also responds to high DA release. Due to the cortico-cortical

connections established during the exploration phase, activity in
the PFC plays the role that, in the single loop model, was ascribed
to the external input. Provided the weights are strong enough, the
PFC activity is then able to bias the selection in both other loops.
Figure 6 shows this process of the PFC biasing the selections each
time the reward is moved from one box to another (21, 24, and
27 min): within a few seconds after the reward is perceived, PFC
makes the manipulation loop switch to the reach/press channel
and the attentional loop switch to the selection of the button
associated with the box containing the reward. Attentional loop
and input reaching the NAcc are strongly connected (due to the
activity in the HIP) so that when the first switches toward the but-
ton, the ventral system receives an input related to this new focus.
If the correct button is pressed, the focus changes back on the
box containing the reward, due to the action of the SC: the input
reaching the ventral system changes again and this system eventu-
ally restarts biasing the attentional loop to focus on the associated
button. This closed causal chain generates an oscillation of both
attention and goal between the two targets, i.e., causing a switch of
goals from an intermediate one (reach/press the correct button)
to the ultimate one (reach the box to secure the food).

When the reward is moved from one box to another, the release
of DA decreases, allowing the start of visual exploration until the
new position of the reward is detected. Provided the agent has

FIGURE 6 | B/W colormap represents the neural activity recorded in

the external cortical layers of the three-looped neural model,

labeled as PMC, FEF, and PFC (to download graphs showing the

neural activity of all layers, see the Supplementary Material). The
two line charts respectively represent the activity of the unit

responsible for the simulated DA release and the sum of the activity
in the SNr as part of the ventral loop. The graphs at the right
represent B/W colormaps of the matrices of the cortico-cortical
weights acquired during the task in the same simulation (see
Supplementary Material for a video of the robot).
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