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Abstract

CH+ is one of many molecules important in astrophysics observations and is

of interest for the formation of large hydrocarbons. A key feature of work

on CH+ has being its observed overabundance in the interstellar medium

compared to calculated predictions.

The molecular R-Matrix with Pseudo-States (RMPS) method is applied

to CH+ for internuclear separations of 0.7-3.2 Angstrom using the UK Poly-

atomic R-Matrix codes. These calculations show the potential energy curves

for the four lowest states and we identify resonances below the 3Π thresh-

old. We perform an initial calculation of the dissociative recombination cross

sections from the resonance curves.

We also detail our contributions to the UKRmol initiative, involving the

creation of a consistent core of R-matrix codes.
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Chapter 1

Introduction

1.1 CH+

CH+ was first identified in diffuse interstellar clouds by Douglas and Herzberg

in 1941 [19]. Bates and Spitzer in 1951 [7] discussed the formation and de-

struction of CH+, for destruction mechanisms they considered photodissoci-

ation, photoionzation and recombination of CH+ with electrons:

dielectronic recombination: CH+ + e− → CH + hv

and dissociative recombination: CH+ + e− → C +H

They noted that the dissociative recombination might be rapid but because

of uncertainties in many reaction rates, it was difficult to match abundances

with observations [18]. It was 21 years before Bates and Spitzer’s work was

improved on by Soloman and Klemperer in 1972 [61], however one of their

critical assumptions was that the relative rates of dielectronic recombination

and dissociative recombination were equal. They assumed those rates were

≈ 10−10cm3s−1, however dissociative recombination is generally quite fast

with typical rates of ≈ 10−7cm3s−1 [30]. The prerequisite for rapid dissocia-

tive recombination is a dissociative potential curve of the neutral within the
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Franck-Condon region of the ion. However Solomon and Klemperer argued

that the observed abundance of CH+ in interstellar clouds indicated that the

dissociative recombination rate could not be of the rapid variety.

A number of theoretical studies looked at the CH+ dissociative recombi-

nation rate. Bardsley and Junker [5] and also Krauss and Julienne [36] con-

cluded that an appropriate neutral state crossed the CH+ Franck-Condon re-

gion, suggesting a fast dissociation rate. However Giusti-Suzor and Lefebvre-

Brion [26] noted that expanding the calculations to include Rydberg states

could displace the potential curves and produce a slower dissociation rate.

Subsequent experiments by Michell and McGowan [40] suggested that the

rate is indeed fast ≈ 10−7cm3s−1, however it is possible that the fast mea-

sured rate may apply only to vibrationally excited CH+ while that in in-

terstellar space is all in v = 0. Rapid destruction of CH+ by dissociative

recombination makes it difficult to produce enough CH+ to match observed

abundances.

There have been a number of recent theoretical [65] and experimental

[2, 45, 24] studies of this problem. However there remains issues with the

accurate prediction of the rate of dissociative recombination under astrophys-

ical conditions as the accurate prediction of excited state curve crossings is

difficult.

1.2 R-Matrix with Pseudostates (RMPS) method

The R-matrix method provides a rigorous ab initio procedure for studying

electron molecule collisions and, in the context of dissociative recombination,

for providing resonance curves and widths (“couplings”).

The R-Matrix approach is based on dividing configuration space into two

regions. The inner region is defined by a sphere of radius a, centred at the

centre-of-mass of the molecule. This sphere is chosen to enclose the target
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charge distribution. In the inner region the interactions are strong and multi-

centred and include both exchange and correlation between the scattered

electron and the electrons of the target. In the outer region, exchange and

correlation effects are neglected as only the long range multi-pole potential is

important. For electron-CH+ scattering, the long-range Coulomb forces are

accounted for by the use of Coulomb functions in the asymptotic region; the

main issue is therefore to account for the effects of the target dipole moment

at long-range.

The R-matrix method, in common with other close-coupling methods,

only includes a finite number of states in the close-coupling expansion. It

therefore, of necessity, does not account for higher-lying target states or the

target continuum. Intermediate energy processes, where the collision energy

lies near to or above the ionisation threshold, cannot be treated correctly

without accounting for these states. The RMPS method which was developed

by Bartschat et al 1996[6] for atoms and implemented by Gorfinkiel and

Tennyson [29, 72] for molecules, includes an extra pseudo-continuum basis

set which allows for the construction of an extra set of target states. These

are referred to as pseudostates as they are not true eigenstates of the target

molecule, but they can, if selected correctly, be used to describe the missing

electronic target states and the continuum which is discretized within the

R-matrix sphere. The method also gives a significant improvement to the

treatment of target polarisation [35].
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1.3 Objectives

The objective of this project is to apply the R-matrix with Pseudostates

method to CH+ and determine if it can better reproduce target polarisation

and if so go on to use the method to generate accurate energy curves and

resonances which will be used to calculate the dissociative recombination rate

coefficient using multi-channel Quantum Defect Theory.

In order to perform these calculations we contributed to the UKRmol

initiative, helping to produce a consistent working set of R-matrix codes.

Chapters 2, 3 and 4 will cover background theory, the R-Matrix the-

ory and give an overview of the UKRmol implementation that was used for

these calculations, along with details of our contributions to the UKRmol

project[1]. Chapters 5 and 6 will cover the CH+ model chosen for the calcu-

lation and the results achieved.
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Chapter 2

Theory Background

2.1 Introduction

This chapter gives a brief overview of dissociative recombination and the ap-

proximation methods used in order to solve the electron-molecule scattering

problem.

2.2 Dissociative Recombination

For a diatomic molecular ion, dissociative recombination is a collision process

through one of the following two reaction paths:

e+ AB+ → AB∗∗ → A+B

e+ AB+ → AB∗ → AB∗∗ → A+B

Both paths involve the formation of a doubly excited AB∗∗ dissociative state

of the neutral molecule, sometimes referred to as the resonant state. This

resonant state yields the atomic products A and B. In the first pathway

the electron+ion continuum is directly coupled to the repulsive state AB∗∗.

The second pathway proceeds through an intermediate step, corresponding

to electron capture in the Rydberg level AB∗. Which is associated with a
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vibrationally excited state of the initial ion AB+. These two reaction paths

are shown in Figure 2.1 and are called the direct and indirect processes.

Figure 2.1: Dissociative recombination of a diatomic molecular ion; (a) di-

rect process (electronic capture in the dissociative state AB∗∗), (b) indirect

process via vibrational capture in a Rydberg state AB∗ predissociated by

AB∗∗. (Giusti 1980 [27]).

2.3 Born-Oppenheimer Approximation

The molecular Hamiltonian forNe electrons andNn nuclei in the non-relativistic

time-independent Schrodinger equation can be written in atomic units as

EQ2.1:

The first and second terms are the kinetic energies of the electrons and the
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nuclei. The third term is the attractive electron-nucleus Coulomb potential.

The final two terms represent the repulsive electron-electron and nuclear-

nuclear potentials.

The Born-Oppenheimer approximation is based on the property that the

electrons in the molecule are much lighter than the nuclei and so move more

much more rapidly. The approximation assumes that the electrons around

the nuclei can respond instantaneously to even a small motion of the nuclei

and so the nuclei can be assumed to be fixed. With this assumption the sec-

ond term (the kinetic energy of the nuclei) in equation 2.1 can be neglected

and the last term (the nuclear-nuclear repulsion) can be regarded as a con-

stant. The remaining Hamiltonian describes the motion of N electrons in the

field of Nn point charges and can be written as

EQ2.2:

The time-independent Schrodinger equation may be written as

EQ2.3:

Its solutions depend explicitly on the electronic coordinates rj and paramet-

rically on the nuclear coordinates, RA. That means that for any arrangement

of the nuclei, the electronic wave function ψelec is a different function of the

electronic coordinates.

The total energy for fixed nuclei includes the constant repulsion of the

nuclei:

EQ2.4:

This energy is known as the electronic potential. The nuclear motion can be

solved under the same assumptions as the electronic part of the problem. As

the electronic motion is much faster than the nuclear motion, the electronic
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motions of equation 2.1 can be replaced by the average values. The Hamil-

tonian for the motion of the nuclei in the average field of the electron can be

written as:

EQ2.5:

The total energy Eelec(RA), gives a potential for nuclear motion. This func-

tion gives a potential energy surface as a function of nuclear geometries,

RA. In the Born-Oppenheimer approximation the nuclei move on a potential

energy surface produced by solving the electronic problem.

2.4 Hartree-Fock Self Consistent Field Method

The Born-Oppenheimer approximation equation 2.2 can not be solved ex-

actly. The first step to a solution is to use the Hartree-Fock (HF) approxi-

mation. This treats the motion of each electron in the attractive field of the

nuclei and the averaged field of the remaining (N-1) electrons. Each electron

is described by a spin-orbital which is a wave function defining the spatial

distribution of an electron and its spin. From the variational principle, the

simplest wave function for a closed shell, N-electron molecular or atomic sys-

tem can be described by a Slater determinant [64], with the condition that

the spin-orbitals ξi remain orthonormal.

EQ2.6:

The best wave function gives the lowest value of electronic Energy E0, the

spin-orbitals are modified by minimising E0. The HF eigenvalue equation

can be written as

EQ2.7:

where εa is the orbital energy of χa. Operator f̂ is defined as the Fock

11



operator and contains the core-Hamiltonian operator ĥ and the one-electron

potential operator G.

EQ2.8:

EQ2.9:

G is the Hartree-Fock potential and can be written as

EQ2.10:

where  is the Coulomb operator and represents the Coulombic repulsion

between electrons (1) and (2) and κ is the exchange operator which represents

the effect of the Pauli principle

The Hartree-Fock approximation simplifies the many electron problem to

an effective one electron problem by treating the electron-electron repulsion

in an averaged way. The HF equation is solved iteratively using the self-

consistent field (SCF) approach. This works by estimating and initial set

of spin-orbitals, obtaining the one electron HF potential and solving the HF

equation to get a new set of spin-orbitals. This process is then repeated

with the new set of spin-orbitals until self-consistency is reached. From this

process we get two types of spin-orbitals: occupied, the N spin-orbitals with

the lowest energies and virtual, which lie at higher energies and are not

occupied.
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2.5 Configuration Interaction

The HF approximation does not give an exact solution of the non-relativistic

time-independent electronic Schrodinger equation. Its limitations arise as

the motions of electrons with opposite spin are not correlated. The difference

between the exact non-relativistic energy of the system and the HF energy

is known as the correlation energy.

EQ2.11

The correlation energy can be calculated using the configuration interaction

(CI) method. The method is to diagonalise the N-electron Hamiltonian in

a basis of N-electron functions. In other words, the correlation can be cal-

culated by the variational method with the exact wave function as a linear

combination of either configuration state functions (CFSs) or Slater deter-

minants.

If N-tuply excited configurations are included, the CI expansion for an N-

electron wave function is complete, and is called a Full CI (FCI) and produces

a complete solution of the non-relativistic Schrodinger equation. The size of

the Hamiltonian matrix grows with the size of the basis set so full CI is only

practical for small molecules.

A modification to make the calculation more practical, and used in the

calculations carried out as part of this project, is to use the complete active

space CI (CAS CI). In the CAS CI the orbitals are divided into core, virtual

and active. The lowest energy core orbitals are doubly occupied in all CSFs,

the higher energy virtual orbitals are unoccupied and the medium energy

active orbitals vary in occupancy [60]. The CAS CI does a FCI expansion

within the chosen active orbitals.
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2.6 Fixed-nuclei Formation/Scattering

In considering electron-molecule collisions it is important to distinguish be-

tween electronic and nuclear coordinates within the molecule. Two reference

frames [37] can be used to simplify the equations describing the collision

process. The BODY (Fig 2.2) frame has a system of coordinates fixed with

respect to the molecule and the body fixed z axis is along the maximum

symmetry axis of the molecule. The LAB frame (Fig 2.3) has the z axis fixed

along the initial momentum vector of the incident particle. The common

origin point for both systems is the centre of mass of the molecule. r and

R are the position vectors of the electrons and the nuclei of the molecule,

respectively and rp is the coordinate of the scattering particle in the BODY

frame. Primed coordinates signify the LAB frame.

Figure 2.2: Electronic coordinates of a molecular system in the BODY frame.

(Lane 1980)
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Figure 2.3: Coordinates of a molecular system in LAB frame: ei is the elec-

tron. A,B and C are the nuclei. (Lane 1980).
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The Hamiltonian for the particle-molecule collision can be written as

EQ2.12:

where 52
γ is the Laplacian of the scattering particle in the BODY frame.

Helec
N is the N-electron target Hamiltonian given by equation 2.2 and Vp−m is

the positive charged particle-target molecule interaction potential energy.

For a target molecule the electronic states are represented by functions

ψelecA (r, R), where A is the electronic quantum number. These wave functions

must satisfy the electronic Schrodinger equation (EQ2.3). For fixed-nuclei

approximation the Schrodinger equation for Ne + 1 system is

EQ2.13:

This approximation is accurate in the region where electrons are close to

the nuclei and their motion can be considered dominant in the interaction

potential energy.
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Chapter 3

R-Matrix Theory

The R-matrix method, in common with other close-coupling methods, only

includes a finite number of states in the close-coupling expansion. It there-

fore, of necessity, does not account for higher-lying target states or the target

continuum. Intermediate energy processes, where the collision energy lies

near to or above the ionisation threshold, cannot be treated correctly with-

out accounting for these states. The R-matrix with Pseudo-States (RMPS)

method includes an extra pseudo-continuum basis set which allows for the

construction of an extra set of target states. These are referred to as pseu-

dostates as they are not true eigenstates of the target molecule, but they can,

if selected correctly, be used to describe the missing electronic target states

and the continuum which is discretized within the R-matrix sphere.

The previous R-matrix study of resonance curves in the CH+ system used

Slater Type Orbitals (STOs) to represent the target and numerical functions

for the continuum [69]. Since the RMPS method is only implemented in the

polyatomic R-matrix code [43], both target, continuum and, indeed, pseudo-

continuum orbitals are represented using Gaussian Type Orbitals (GTOs).

For continuum orbitals GTOs up to and including g waves were used [21].

The polyatomic R-matrix code cannot treat linear symmetries and all cal-

culations were performed in C2v symmetry. It is reasonably straightforward
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to reconstruct the full symmetry from these calculations particularly since

considerable care was taken to ensure that the calculation preserved the de-

generacy structure of the calculations.

A comprehensive review of molecular R-matrix calculations [72] has re-

cently being published and is best placed to provide detailed explanations of

the method. A brief overview will be given here.

3.1 Overview of R-Matrix

R-Matrix was originally applied to the study of nuclear collisions by Wigner

in 1946[73] and Wigner and Eisenbud in 1947[74]. The first application of

R-Matrix techniques to atomic scattering by electrons came in the 1970s

(Burke et al 1971 [12], Burke and Robb 1975[9], Burke 1976[10]). Schneider

in 1975[57] and Schneider and Hay in 1976[58] and Burke et al in 1977[11]

applied R-Matrix theory to electron-molecule scattering. This was followed

by developments studying electron collisions with diatomic molecules and

expanded by Nestmann et al in 1994[47] to polyatomic molecules.

EQ3.1:

The R-Matrix approach is based on dividing configuration space into two

regions. The inner region is defined by a sphere of radius a, centred at the

centre-of-mass of the molecule. This sphere is chosen to enclose the target

charge distribution. In the inner region the interactions are strong and multi-

centred and include both exchange and correlation between the scattered

electron and the electrons of the target. In the outer region, exchange and

correlation effects are neglected as only the long range multi-pole potential

is important.

In the inner region, a close-coupling expansion is used to calculate a series

of energy independent eigenfunctions and eigenvalues for the N+1 electron

system. In the outer region, the R-Matrix constructed on the boundary
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is propagated outwards [41], until the solutions to the inner region can be

matched with asymptotic solutions. Asymptotic expansion methods are used

to get the K-Matrix and from that eigenphase sums and T-matrix can be

calculated. The T-matrix is in turn used for scattering information such as

cross sections.

For electron-CH+ scattering, the long-range Coulomb forces are accounted

for by the use of Coulomb functions in the asymptotic region; the main is-

sue is therefore to account for the effects of the target dipole moment at

long-range.

3.2 Inner Region

The target molecule wave function is described by a set of basis functions

representing the molecular orbitals as a linear combination of atomic orbitals

centred on the nuclei. These orbitals describe the molecular charge distri-

bution which must be small at the R-matrix surface. The UK R-Matrix

implementation uses Gaussian type orbitals (GTOs)to represent polyatomic

molecules.

The scattered electron is described by a set of continuum orbitals centred

on the centre of gravity of the molecule. They have a longer range then the

orbitals centred on the nuclei and do not vanish on the R-matrix boundary.

The Gaussian continuum basic functions are found using the method of Faure

et al 2002[21], which constructs the GTO continuum basis sets for represent-

ing both Bessel and Coulomb functions. The integrals are performed over

the whole configuration space and the contribution from the outer region,

outside the R-matrix sphere is subtracted from the integrals over an infinite

range [42]. Schmidt orthogonalisation is used to orthogonalise the continuum

molecular orbitals to the target orbitals. The continuum molecular orbitals

are then orthogonalised among themselves and linearly dependent functions

removed [47][42].

19



The inner region scattering energy independent eigenfunctions of the

(N+1)-electron system can be represented by

EQ3.2:

where A is the anti-symmetrisation operator, Xn = (rn, σn) for which rn

is the spatial coordinate and on the spin state of the nth electron, ξ̄j is a

continuum molecular orbital spin couple with the scattered electron and aijk

and bmk are variational coefficients. The first summation term runs over the

target states. It represents one electron in a continuum state with remaining

electrons in a target state, known as a ’target plus continuum’ configuration.

The second summation term runs over configurations χm in which all the

electrons occupy target molecular orbitals and are known as L2 functions.

These configurations account for correlation effects such as virtual excitation

to higher electronic states. To make the Hamiltonian matrix Hermitian in-

side the R-Matrix sphere, the Bloch operator [8] is included. The variational

coefficients aijk and bmk are obtained when the Born-Oppenheimer Hamil-

tonian matrix is diagonalised. The matrix elements are determined as the

individual target configurations and are reconstructed to ones written as the

CI target wave functions. The size of the transformed Hamiltonian matrix

is significantly reduced in a process called CI contractions[71] as the number

of target states is usually smaller than the number of terms in the CI ex-

pansion. The R-matrix on the boundary can be defined from the solutions

to the Hamiltonian matrix. The R-matrix gives a complete description of

the scattering problem in the inner region and gives the necessary boundary

conditions to match the outer and inner region wave functions.
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3.3 Outer Region

The R-matrix is propagated to a radius [41] where the interaction between

the scattered electron and target molecule is considered to be small.

EQ3.3:

E is the total energy of the system and ek are the eigenvalues of the Hamilto-

nian matrix. The R-matrix above is summed over the surface amplitudes fik

and sub-sequentially over the eigenfunctions ψN+1
k as the surface amplitudes

fik can be written as

EQ3.4:

where ψNIi Ylimli
are channel functions.

In the outer region the exchange and detailed electron-electron correlation

between the scattering electron and the target electrons are negligible. The

scattering electron moves in the long-range potential of the target molecule

and a single close-coupling expansion of the scattering wave function can be

used.

Gailitis asymptotic expansion methods are then used to solve the outer

region problem (Noble and Nesbet, 1984)[48]. In the limit case r → ∞ the

reduced radial functions Fi have asymptotic solutions j for each open channel

i

EQ3.5:

and Fij ∼ 0 for closed channels. The coefficients Kij describe the real sym-

metric K-matrix, which contains all the scattering information. The radial

function decays exponentially in closed channels
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EQ3.6:

The eigenphases sums, δ, are obtained from the diagonalised K-matrix KD
ii ,

which is summed over the channels.

EQ3.7:

The eigenphase sums are used to search for resonances, fitting them to a

Breit-Wigner form.

3.4 Resonances

The cross section and eigenphase sum mainly vary slowly as a function of en-

ergy. However there are cases where the eigenphase sum increases quickly in

some energy intervals of width Γ about a given energy Er. The correspond-

ing partial cross section changes in that energy range. This phenomenon is

called a resonance. A resonance can be considered as a long lived metastable

state of the target molecule in which the scattering electron is temporarily

trapped. The lifetime τ of the metastable state is usually longer than the

collision time.

A resonance can be described by two values: position Er
i and width Γri .

The eigenphase sum is fitted to a Breit-Wigner profile and the resonance

parameters obtained:

EQ3.8:

where aj(E) is the background eigenphase and the η(E) is the eigenphase

sum. Matching resonances to the Breit-Wigner profile can be difficult if the

resonance lies near a threshold, another method is to look at the time delay

matrix in which resonances show up in Lorentzian form. Time delay shows
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the extra time of flight of the electron due to interaction with the target.

The relationship resonance width Γ and the lifetime τ can be expressed by

EQ3.9:

Resonances can be considered as three types, shape and core-excited res-

onances which can be found in atoms and molecules and nuclear-excited

resonances which only appear in molecules.

Shape resonances are defined as a one-electron event and happen when

the scattering electron is captured by the effective potential, which is created

by the target molecule, before tunnelling out. They are normally broad and

have short lifetimes as they easily decay back into the ground state. Shape

resonances are usually linked with the ground state of the target molecule

and typically lie a few eV above the ground state.

Core-excited resonances occur when the scattering electron excites the

target molecule and is captured or forms a quasi-bound state. These reso-

nances are linked with excited states where the captured electron is in an

orbital of the excited target state. core-excited resonances are classified as

core-excited shape resonances or Feshbach resonances.

Feshbach resonances[22][23] are closed-channel resonances and are associ-

ated with parent single excited states which have a positive electron affinity.

This resonance type lies below the parent and the resonance energy curve

follows the energy curve of the parent. This means the resonance must decay

into a lower state, not the parent, Feshbach resonances are typically narrow

and long lived.

Core-excited shape resonances are associated with parents of negative

electron affinity and lies above its parent state. So this resonance can decay

into lower target states but typically prefer to decay into the parent excited

state.

Nuclear excited resonances can be found at low energy, when the N+1

electron system has a weakly bound state. This resonance is typically low

in energy and very narrow. The nuclear excitation is vibrational excitation
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or nuclear motion, rather than excitation of the nucleus. Nuclear excited

resonances always appear when the target molecule is an ion and can only

be examined by going beyond the Born-Oppenheimer approximation.

3.5 RMPS

The close-coupling expansions used in the standard R-matrix method are

incomplete as they do not account for the continuum of the target and can

not include all excited target states. This lack of completeness leads to

a significant loss of the polarisation effects for low energy collisions. The

improvement in polarisabilities calculated for various molecules by including

pseudostates in the calculation was shown by Jones and Tennyson 2010 [35].

The standard R-matrix approach can not treat intermediate energy processes,

where the collision energy lies above or near the ionisation threshold. The

R-matrix with pseudostates (RMPS) method was developed by Bartschat et

al 1996 [6] and implemented as part of the UK R-matrix polyatomic code

(Morgan et all 1998 [43]) by Gorfinkiel and Tennyson 2004 [28].

The core idea of the RMPS method is to include a number of wave func-

tions Φi which correspond to pseudostates in the close-coupling expansion.

These are not true eigenstates of the target molecule but if selected correctly

they can describe the electronic continuum and also high lying target states

not included in the close-coupling expansion. The pseudostates are acquired

by diagonalising the target Hamiltonian matrix described in a suitable basis

of configurations. A set of appropriate configurations are added in the CI ex-

pansion so that the pseudostates that are being used to represent the target

continuum states are able to reproduce the electron density of the ionised

system. To achieve this an extra set of orbitals, called pseudo continuum

orbitals (PCOs) are introduced to obtain configurations which describe the

ionised target. For the RMPS method the CI expansion changes to include

two sets of configurations, the usual configuration set in which all electrons
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occupy molecular orbitals and a new configuration set in which one electron

occupies a pseudo continuum orbital (PCO).

The PCOs are represented by an even-tempered basis set (Schmidt and

Ruedenberg 1979 [55]) of GTOs centred at the centre of mass of the system,

in which exponents of the GTOs are

EQ3.10:

which give different basis sets by changing the parameters α and β. These

parameters much be chosen so that the electronic density of all target states

involved in the close-coupling expansion are within the R-matrix box, so

that the basis function amplitudes used to expand the molecular orbitals

(MOs) vanish at the R-matrix boundary. Smaller values of β produce a more

complete set of pseudostates but make it harder to avoid linear dependence.

An extra orthogonalisation step is performed, Schmidt orthogonalisation of

the PCOs to the MOs and then the PCOs are symmetric orthogonalised

among themselves.
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Chapter 4

R-Matrix Implementation

4.1 UKRmol

The implementation of the R-Matrix method used for this project is an evo-

lution of the UK polyatomic R-Matrix code from Morgan et al 1998 [43]

which in turn are based on additional older codes. They have being mod-

ified by many people over the years and have diverged into many different

versions, with sub-modules that could no longer work due to incompatibility

and no clear knowledge on how to use the modules beyond a very specific

subset of parameters. During the course of this project an initiative was

started to recombine and re-establish a core working set of UK R-matrix

codes which is now known as the UKRmol suite and is available as free-

ware on http://ccpforge.cse.rl.ac.uk split into two projects UKRmol-in and

UKRmol-out. CCPForge is a collaborative software development environ-

ment tool for the Collaborative Computational Projects. This chapter will

give an overview of these projects using the diagrams this project contributed

to the recent paper reintroducing the UKRmol suite [14] and descriptions of

the individual modules also included in that paper.

UKRmol-in performs calculations for the inner region part of the calcu-

lation and is built on the ’Molecule-Sweden’ quantum chemistry codes of

Almlof and Taylor (1984) [3]. Figure 4.1 shows a flowchart describing the

calculation of the target properties, the modules perform the following tasks:
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Figure 4.1: Flowchart for the target part of the calculation. The blue

boxes indicate modules in the suite. The green boxes indicate the main

output/input for the different modules. The purple boxes indicate alterna-

tive options to produce molecular orbitals in the calculation. Full arrows

indicate the flow of the calculation, in particular those modules/input that

feed into the following module in the suite. The dashed lines coming out of

the green boxes indicate input for the modules.
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SWMOL3 calculates the integrals between GTO basis functions that will

be used later on. This program takes as input (in addition to a basis set)

the geometry of the molecule and the point group it belongs to.

SWORD orders the calculated integrals.

SWFJK and SWSCF are run to obtain Hartree-Fock Self-Consistent-Field

molecular orbitals. Nowadays, particularly for calculations involving several

electronic states, it is usual to use orbitals obtained from more sophisticated

methods (e.g. CASSCF) and external standard quantum chemistry codes.

The program MPOUTRD has been developed to interface between MOL-

PRO [33] and the UKRmol suite.

SWEDMOS performs the orthogonalisation of the orbitals to be used in

the calculation (which may not be the whole set generated, for example, in

the HF-SCF step). The Schmidt technique is used for the orthogonalisation.

SWTRMO performs the transformation of the integrals labelled according

to atomic orbitals to a set labelled over molecular orbitals.

CONGEN generates the configuration state functions (CSFs) to be used in

the CI description of the target (even if a single-determinant description is

chosen, this and the following program need to be run). The user input re-

quired in this program are the parameters defining the specific configurations

to be built.

SCATCI builds the Hamiltonian matrix for the system using CSFs from

CONGEN and the integrals transformed by SWTRMO. This Hamiltonian is

then diagonalised to obtain the number of required eigenpairs.
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GAUSPROP calculates property integrals for GTOs required by the next

program.

DENPROP builds the density matrices for the target state(s) included in

the calculation and determines the transition moments. This program can

also calculate the polarisability of the target; although not used explicitly in

the calculations, it can give an idea of the quality of the polarisation descrip-

tion in close-coupling calculations [36].

Figure 4.2: Flowchart for the inner part of the calculation. The blue boxes in-

dicate modules in the suite. The green boxes indicate the main output/input

for the different modules. Arrows indicate the flow of the calculation, in par-

ticular those modules/input that feed into the following module in the suite.

29



Figure 2 shows the flowchart of an inner region calculation. The same

(but not all) programs as in the target calculations are used with the addition

of GAUSTAIL. This program calculates the tail integrals, integrals between

the boundary of the R-matrix sphere and infinity [20], that are then sub-

tracted in SWORD from those generated in SWMOL3. GAUSTAIL requires

as input the radius of the R-matrix sphere. The choice of radius also defines

the continuum basis set that needs to be input to SWMOL3 in the inner

region run.

When SWEDMOS is run in an inner region calculation, it performs two

orthogonalisations: first, of the continuum basis set to the target molecular

orbitals included in the calculation (and generated and/or orthogonalised in

the target run). Then, the continuum orbitals are symmetric-orthogonalised

among themselves. The program also generates the raw boundary ampli-

tudes, that is the amplitudes of the continuum orbitals at the boundary

between the regions (the amplitudes of the target orbitals are negligible by

construction) necessary to build the amplitudes defined in equation (4).

In an inner region run, all eigenpairs are in principle required in SCATCI.

Since the Hamiltonian for the system is block-diagonal (with P blocks, corre-

sponding to all possible space-spin symmetries of the N +1 system), P runs

of CONGEN and SCATCI are performed.
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Figure 4.3: Flowchart for the outer part of the calculation. The blue boxes in-

dicate modules in the suite. The green boxes indicate the main output/input

for the different modules. Arrows indicate the flow of the calculation, in par-

ticular those modules/input that feed into the following module in the suite.

PolyDCS is not part of the UKRmol suite, it was developed by Sanna and

Gianturco[52]
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Figure 3 shows the flowchart for the outer region calculation. As is the

case for CONGEN and SCATCI, the outer region suite is run for each space-

spin symmetry of the system. The programs involved are:

SWINTERF is an interface program that takes input from the target run

(target properties) and inner region run (raw boundary amplitudes and eigen-

pairs) and produces two files containing channel data and data needed to

build the R-matrix at the boundary between the regions. The user should

indicate in the input how many of the target states included in the close-

coupling expansion of the inner region are to be retained in the outer region

calculation.

RSOLVE generates the K-matrices by building the R-matrix at the bound-

ary between the regions and propagating it to a radial distance (normally

a few tens of bohr) [35] where an asymptotic expansion provided by mod-

ule CFASYM [36] can be used and the results then matched to asymptotic

Coulomb or Bessel functions [37]. The scattering energies for which the scat-

tering information is required must be specified here. Once the K-matrices

are available several programs can be run to obtain different scattering quan-

tities and observables.

EIGENP calculates the eigenphase sum by diagonalising the K-matrix.

RESON [38] uses the eigenphase sums to find and fit resonances to a Breit-

Wigner profile in order to determine their energy and width. TIMEDEL

[39] does the same, but using the time-delay method. Both programs work

recursively in that they analyse the eigenphase sums for possible resonances

and call RSOLVE at a suitable grid of energies before performing a fit.
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TMATRX determines T-matrices from the K-matrices via simple matrix

operations.

IXSEC calculates integral cross sections from T- matrices.

The K-matrices can be input into POLYDCS [40] to obtain electronically

elastic differential cross sections, rotationally resolved integral cross sections

and, also, to complete the partial wave expansion through the inclusion of a

Born-type correction in the case of polar target molecules.

BORNCROS adds up the contribution of the different symmetries to obtain

the integral cross section and also calculates an approximate Born correction

both for electronically elastic and inelastic cross sections [41].

BOUND [42] finds bound states of the N + 1 system.

There are a number of programs, not included in the flowcharts, that are

only run sporadically. For example, PSN is a program designed to obtain

pseudonatural orbitals from the diagonalisation of density matrices obtained

in DENPROP. The program can state average these orbitals using a set of

user provided weights. Similarly CDENPROP [43] is a new code that calcu-

lates transition moments for the inner region wave functions. For the inner

region calculation, it is necessary to have a GTO continuum basis set. In

order to obtain one we use the following modules:

NUMCBAS evaluates Bessel and Coulomb functions within the R-matrix

sphere.
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GTOBAS [44] fits GTOs to he continuum functions generated by NUM-

CBAS. The exponents of GTOs are optimised using the method of Nestmann

and Peyerimhoff [45].

In the outer region, the following programs are also available:

ALIGN [46] enables the treatment of collisions with oriented molecules.

MCQD [47] determines the multi-channel quantum defect for N + 1 states.

ROTIONS [48] calculates rotational excitation cross sections for linear ions.

ZEFF calculates the energy-dependent annihilation parameter Zeff in the

case of positron collisions using integrals computed in the inner region by

GAUSDELTA [49].
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4.2 Contributions to UKRmol

In order to carry out the CH+ calculations it was necessary to have a complete

and working set of codes for which the execution and input process was

known. In order to achieve this we contributed to the UKRmol initiative.

Some of the contributions were to support the CH+ calculations and some

were specific to helping the UKRmol initiative.

4.2.1 UKRmol-out Structure

Phase one of the UKRmol project was to cover the UKRmol-in modules with

UKRmol-out to come at a later date. However as the CH+ calculations would

not be possible without a fully working outer region program, we brought

together several of the diverged outer region codes into a single merged ver-

sion. This involved a process of re-factoring functions and updating input

and passed parameters of the functions in the code, followed by testing to

make sure functionality remained correct. There is still some work remaining

on updating MQDT and BOUND to be compatible with the modern core

outer region modules but a core working set of modules now exist.

4.2.2 Integer Packing

Much of the original code dates back several decades and at that time memory

management was a key requirement of scientific software development. As

a carry over from that time, some parts of UKRmol-in used a technique

called Integer Packing, where for example an 8-bit integer (which can hold

numbers from 0-255), was used to store two 4-bit integers (which could hold

values from 0-15). However with the progress of computers over time the

integer packing methods were placing limits on how large a calculation the

code could carry out. We searched the code modules for instances of integer

packing and modified them to cope with greatly increased integer sizes and

remove a bottleneck in running larger R-matrix calculations.
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4.2.3 Diatomic Version

The original UK R-matrix codes were build to do calculations for diatomic

molecules, the polyatomic code was build on the structures of that diatomic

code and several modules are shared by both code streams. The diatomic

code remained and while rarely used has the potential to be favoured over

the polyatomic code when the focus is diatomic molecules. We updated the

diatomic modules to be able to used the shared polyatomic modules that had

received updates and modifications over the years.

4.2.4 Tools

One of the unfortunately common features of physics software and older

physics software in particular, is that they often have unnecessarily complex

input methods and the output streams do not present the relevant data in a

desirable manner. This is true also for the UKRmol modules too, however

several people have developed tools to help create the input for UKRmol-in

based on the methods and information gathered by us. We also developed

several tools to generate inputs for UKRmol-out and to extract relevant

data from the output files generated by UKRmol-out. These tools are now

provided as freeware along with the UKRmol suite on the ’ccpforge’ software

development environment.

4.2.4.1 IdTarg Generator

This tool allows the automatic generation of the idtarg input values that

are required for the swinterf module in UKRmol-out, previous to this these

values had to be calculated by hand which was a time consuming task and

easily prone to errors.
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4.2.4.2 Reson Extractor

The output file from UKRmol-out can often run to hundreds of megabytes of

text, the vast majority of which are not relevant. The Reson Extractor tool

searches this text automatically, extracting all relevant data on successfully

identified resonances and stores this data in an immediately practical format

that can input into imaging programs or data spreadsheets.

4.2.4.3 Polarisability

This tool take the output file from a target region run and calculates the

polarisability of the molecule. Previously this data was only generated after

the completion of the much longer inner region calculation.

4.2.5 QB Interface

The QB Interface module existed to be used as an interface for the QB reso-

nance analysis code of Quigley and Berrington and was updated to work with

the UKRmol generation of codes. The module was also modified to work as

an interface between UKRmol and the PFARM project at Queens University

Belfast. This involved re-factoring the code and updating functions to handle

the same parameters now used by the UKRmol modules.

4.2.6 Positrons

One of the major undertakings of time spent on this project was to incor-

porate work into UKRmol, that expanded the older UK R-matrix codes to

perform positron-molecule collisions and calculate the annihilation parameter

Zeff . These modifications were created by Rui Zhang [75] but unfortunately

were done outside the UKRmol initiative. Over the course of four months we

established a working set of codes used in the positron calculations, which

had being built on parts of several diverse branches of the UK R-matrix
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codes. Once a working set was established, we transitioned them through

several branches and generations of the UK R-matrix codes until they were

merged with the current UKRmol suite. Positron-molecule collisions and

Zeff calculations are now available through UKRmol on ’ccpforge’ software

development environment.
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Chapter 5

Calculation Model

Calculating the rate of dissociative recombination of CH+ under astrophys-

ical conditions is difficult as the accurate prediction of excited state curve

crossings is challenging. The key resonance curve appears to cross the ground

state very close to the first vibrationally excited state. If previous experimen-

tal studies [2, 45, 24] had a small percentage of molecules in this vibrationally

excited state, then their calculated recombination rates might significantly

differ from what can be expected under conditions in interstellar clouds.

The aim of this project is to use the RMPS method to produce accurate

resonance curves and crossing points for CH+ . The first step was to decide

on an RMPS calculation model, there were three requirements in selecting a

model.

First it should produce polarisabilities that are close to accepted values,

this is the strongest aspect of the RMPS method and what it greatly improves

on over the standard R-matrix method.

Second it should produce energy curves that are close to accepted values,

other calculation models have produced detailed CH+ energy curves but do

not go on to produce scattering calculations.

Finally the model needs to be computational viable with the resources

available. The key variables to be choosen for our calculation model were the
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size of the complete active space (CAS) configuration interaction (CI) space,

the number of target states per symmetry and the values of the α and β

exponents used to generate the pseudo continuum orbitals. The CH+ target

was represented using a cc-pVTZ basis set, a radius of 12 a0 for the R-matrix

box and keeping the two lowest electrons frozen for the calculations. The cc-

pVTZ basis set was the largest that the current codes could accommodate,

increasing the range of basis sets available to calculations models is one of

the future aims of the UKRmol initiative.

5.1 Maximising Polarisability

A range of models were tested to see which would give the most accurate

polarisabilities while being computationally viable. The tested CAS CI con-

figurations ranged between the following:

(1a1)2(2-3a1,1b1,1b2)3 (5-8a1,2-3b1,2-3b2,1a2)1

(1a1)2(2-8a1,1-3b1,1-3b2, 1a2)3 (9-20a1,4-10b1,4-10b2,2-4a2)1

All the calculations were carried out with the equilibrium internuclear

separation of 1.127 Angstom.

Figure 5.1: The polarisabilities for these CAS CI models showed little vari-

ability when the CAS CI was varied. Chosen model highlighted.
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Figure 5.2: The polarisabilities for these CAS CI models showed large vari-

ability as the number of target states was increased. Chosen model high-

lighted.

Figure 5.3: Varying the alpha and beta values had negligible impact on

polarisability values. Chosen model highlighted.
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The model chosen for use in the main calculations was:

(1a1)2(2-4a1,1b1,1b2)3 (5-14a1,2-7b1,2-7b2,1-3a2)1 with 10 states per symme-

try, 80 states in total.

To determine how the RMPS method compared to standard R-matrix cal-

culations in achieving accurate polarisabilities, we ran increasingly large R-

matrix calculations until it could generate the same polarisability as the

RMPS model, this eventually took a CAS of:

(1a1)2(2-8a1,1-3b1,1-3b2,1a2)4

This R-matrix model generates 24,024 configurations compared to just 85

configurations needed by the RMPS model to produce similar polarisabili-

ties.
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Figure 5.4: αzz (also referred to as α‖) polarisability of CH+ from the chosen

RMPS model (requiring CAS CI 85 configurations) and the corresponding

R-matrix calculation (which required 24,024 configurations). The black lines

show the experimental αzz values for CH+ [16].
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Figure 5.5: αxx (also referred to as α⊥) polarisability of CH+ from the chosen

RMPS model (requiring CAS CI 85 configurations) and the corresponding

R-matrix calculation (which required 24,024 configurations). The black line

shows accepted αxx values for CH+ [16].
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5.2 Energy Curve Convergence/Comparisons

To look at the CH+ energy curves we compared our RMPS calculation model

to an approximately computationally equivalent R-matrix model. We also

compared the RMPS results to a recent detailed energy curve calculation by

Barinvos and Van Hemert [4].

The CH+ target was represented in the R-Matrix and RMPS calculations

using a cc-pVTZ basis set, a radius of 12 a0 for the R-matrix box and keep-

ing the two lowest electrons frozen for the calculations. For the standard

R-matrix calculation we used a complete active space (CAS) configuration

interaction (CI) space of:

(1a1)2(2-4a1,1b1,1b2)4.

For the RMPS calculation we added a pseudo-continuum orbital basis of

10s,10p,6d orbitals, with exponents generated using α=0.17 and β=1.4. The

RMPS configuration is:

(1a1)2(2-4a1,1b1,1b2)3 (5-14a1,2-7b1,2-7b2,1-3a2)1.

The RMPS potential energy curves for CH+ for the four lowest states: the

X 1Σ ground state, a 3Π, A 1Π and b 3Σ+ were compared with the standard

R-matrix calculation. The RMPS run shows a clear improvement in these

energy curves. In the R-Matrix data the 3Π and 1Π curves dissociate to a

slightly lower energy than the 3Σ and 1Σ curves. In the RMPS run this

divergence disappears and the four curves dissociate correctly to the same

limit (C+(2P) + H(2S)).
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Figure 5.6: RMPS calculation and equivalent standard R-matrix calculation.

Potential energy curves for the four lowest electronic states of CH+ , showing

the following states ascending in the order 1Σ+, 3Π, 1Π and 3Σ+. In all cases

zero energy has been set to minimum of the ground state.
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The RMPS potential energy curves for CH+ were then compared with

electronic structure calculations of Barinvos and Van Hemert [4]. The cal-

culations of Barinvos and Van Hemert [4] used a cc-pV6Z basis set with

with added diffuse functions and polarisation functions to account for the

core polarisation. The comparison of the RMPS calculation with these re-

sults confirms that the overall shape of our curves are broadly correct with a

smaller calculation and smaller basis set (cc-pVTZ). The remaining discrep-

ancy in the curves appears to be caused by the fact that our RMPS curves

slightly underestimate the dissociation energy of CH+ .
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Figure 5.7: RMPS calculation and calculations by Barinvos and Van Hemert

[4]. Potential energy curves for the four lowest electronic states of CH+ ,

showing the following states ascending in the order 1Σ+, 3Π, 1Π and 3Σ+. In

all cases zero energy has been set to minimum of the ground state.

47



5.3 Calculation Requirements

The calculation was split into 43 internuclear separations between 0.7 and

3.2 Angstrom. For each internuclear separation an RMPS calculation was

carried out for each of the doublet symmetries A1, B1, B2, A2. B1 and B2

are degenerate so calculations were only required for one. For each inter-

nuclear separation and symmetry combination, three resonance calculations

were performed in ranges of 1.2 eV above the ground state energy, covering

0-3.6 eV. This gave a total of 387 calculations. Each required approximately

1.5 GB RAM and 4 GB of hard drive space and initially took approximate

140 hours on a single CPU core to complete, this put the total estimated

computation time at 54,180 hours to be spread over 6-10 cores. However

part way through the calculation series several new quad core computers

(Intel i2500 CPUs) were installed in the research group network, each core

of which could complete a calculation in 30 hours. The total computation

time finished at approximately 23,000 hours and if run from the beginning

on the newly available CPUs the projects calculations could be completed

with approximately 11,600 hours of CPU time.
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Chapter 6

Data and Results

In the main calculation the RMPS model retained 47 states, 6(1Σ+), 7(3Σ+),

8(1Π), 9(3Π), 5(1Σ−), 7(3Σ−), 3(1∆), 2(3∆), cutting off at 43.3 eV above the

ground state. The outer region R-matrices were propagated to a radius of

100 a0.

6.1 Resonances and Quantum Defects

Figure 6.1 shows eigenphase sums with 2B1 (2Π) symmetry for the RMPS

calculations. The image shows the very complicated resonance structures as

it converges on the first excitation threshold, a 3Π.

A challenge is presented by the need to resolve the dense collection of reso-

nances just below the 3Π threshold. The present calculations use the module

in the UK R-Matrix polyatomic code called RESON [67] which automatically

fits the eigenphase sums to a Breit-Wigner form in a recursive fashion. These

resonance parameters are then used to generate complex quantum defects.

Analysis of the resonances using their effective quantum number with

respect to the internuclear separation was carried out on a standard R-matrix

calculation while the RMPS calculations were not yet complete. The graph

in Figure 6.2 allowed us to identify 2 distinct series which we can tentatively
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Figure 6.1: Eigenphases at equilibrium (R = 1.127Å) from the RMPS calcu-

lation.

assign as being the sσ and pσ series. Resonances associated with f and g

waves have essentially zero quantum defect which means that their resonances

coincide making them difficult to resolve with a Breit-Wigner fit. It was also

not practical to clearly assign the dσ and dδ series. Overall this data display

method did not produce enough reliable information and was not repeated

for the RMPS data.
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Figure 6.2: Effective quantum number, ν as a function of geometry for a stan-

dard R-Matrix calculation. The graph shows how our calculated quantum

defects vary with bond length in R-Matrix calculations, the results shown in

this figure are from a R-Matrix calculation that used the DZP basis set, a

CAS of (1a1)2(4-8a1,1-3b1,1-3b2,1-1a2)4 and retained 15 states in the scatter-

ing calculation.

6.1.1 Edlén plots

An alternative method of matching resonances below the 3Π threshold be-

tween neighbouring geometries is to plot their quantum defects using Edlén

plots. These plots show the quantum defects of each resonance against the

resonance energies relative to the threshold energy. Figure 6.3 shows such

plots for the sσ series for the RMPS calculation and also the standard R-

51



Matrix calculation that was used in Figure 6.2. These plots more clearly show

the resonances for each symmetry at the equilibrium geometry (Figures 6.5

to 6.8). Neighbouring geometries can be matched up easily and for practical

purposes we match using tables as opposed to drawing out each graph.
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Figure 6.3: R-Matrix and RMPS Edlén plot at R=1.127 Å, for the (a3Π)nsσ

series. The Edlén plot shows the quantum defects in order of descending

effective quantum number, by plotting the quantum defect, α, against the

resonance position below the threshold. The n values are the principle quan-

tum numbers for the associated data point.
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Figure 6.4: RMPS Edlén plot at R=1.127 Å, for doublet A2 symmetry. The

n values are the principle quantum numbers for the associated data point.
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Figure 6.5: RMPS Edlén plot at R=1.127 Å, for doublet A1 symmetry. The

n values are the principle quantum numbers for the associated data point.
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Figure 6.6: RMPS Edlén plot at R=1.127 Å, for doublet B1 symmetry. The

n values are the principle quantum numbers for the associated data point.
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Figure 6.7: A closer look at one of the B1 series from Figure 6.6. The n

values are the principle quantum numbers for the associated data point.
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Figure 6.8: A closer look at one of the B1 series from Figure 6.6. The n

values are the principle quantum numbers for the associated data point.
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Figure 6.9: Two tables each showing two resonances identified by quantum

defect for RMPS calculations at R=0.8 (upper) and R=1.0 (lower) Angstroms

respectively
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6.2 Resonance Crossings

We have completed calculations of our energy curves and resonance data

using the RMPS method on the CH+ system. Using this data we now draw

the resonance curves to allow more accurate resolving of the crossing points

of key resonances with the energy curves.

Figures 6.10 shows the four lowest states of CH+ and the red curves show

the three lowest resonance curves. Figures 6.11 and 6.12 show a zoomed in

view of these resonance curves and their crossing points. Figure 6.13 adds

the vibrational levels and we can see in Figure 6.14 how the first resonance

crosses just above the first vibrational level.
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Figure 6.10: RMPS Energy curves and two resonance curves in red.
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Figure 6.11: A zoomed in view of the first resonance curve (red solid line),

the ground state curve (black solid line) and the first excited state (green

solid line).
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Figure 6.12: A zoomed in view of the second (blue solid line) and third (red

solid line resonance curve) with the ground state curve (black solid line).
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Figure 6.13: The ground state curve (black solid line) along with the first

resonance curve (red solid line). Along with the vibrational levels (horizontal

lines).
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Figure 6.14: A zoomed in view of Figure 6.12 where we can see the first

resonance (in red) crossing the ground state curve (in black) just higher than

the first vibrational level (in blue).
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6.3 Resonance Curve Comparisons

With our calculated energy curves and resonances we need to compare our

results to existing data. Figure 6.13 shows a lot of data at once, but once

the parts are identified, it shows clearly the value of these calculations.

The figure shows the CH+ ground state energy curve for our RMPS cal-

culation as a solid black line, with the two resonance crossings in dashed red.

This corresponds to a subset of Figure 6.10. Almost on top of the RMPS

ground state is another curve of black dots, this is the ground state curve

from Hemert’s data [4], that was previously shown in Figure 5.4. We can

clearly see in 6.15, that those two ground state covers are very similar in

the area of the first resonance curve. Finally 6.15 shows in blue the ground

state curve from Carata [13] and in gold the two lowest resonance curves they

calculated for CH+ .

The Carata ground state curve is not a close match for the Hemert curve,

which was a calculation focused on generating an accurate set of CH+ energy

curves. This suggests that as the RMPS ground state curve is a closer match

to the Hemert one (though it still has room for improvement), and hence

that our resonance curves will also produce more accurate resonance crossing

positions and hence a more accurate dissociative recombination calculation.

The second aspect of the image to consider are the two resonance curves

for both the RMPS calculation and the Carata calculation. The first (left-

most) resonance curve for both calculations has similar positions relative to

their respective ground state curves and similar positioning has being seen

in other CH+ calculations [2][31][13][65]. The second resonance curve from

the Carata calculation has an unexpected position. While we only show the

two lowest resonance curves from our RMPS data, we recorded many ad-

ditional resonances between the ground state and 1st excited state, each of

which follow roughly the shape of the ground state curve. The Carata sec-

ond resonance does not follow the shape of its respective ground state curve

and this would impact on the position of subsequent resonances. However to
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determine for certain which set of data is more accurate we need to look at

the dissociative recombination cross sections.
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Figure 6.15: Comparison of energy curves from our RMPS calculation (black

solid line) with energy curve from Carata [13](blue solid line) and Hemert

[4](black dotted line). Also shown are two low lying resonance crossing curves

generated by RMPS (red dashed lines) and the same curves by Carata (orange

dashed lines).
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6.4 Couplings and Dissociative Recombina-

tion Cross Sections

We applied multi-channel quantum defect theory (MQDT) to generate the

dissociative recombination (DR) cross sections using software developed by

Ioan Schneider in Le Harve, France. The inputs for this program were the

CH+ energy curves, the resonance couplings, a function of the resonance

widths, and the resonance positions.

The widths for the resonance is converted to couplings using: σ =
√

Γ
2π

Figure 6.16 shows the coupling data generated for the first resonance and

Figure 6.17 shows how this data (red points) is incorporated into a continuous

data stream for the MQDT program. To generate the continuous data stream

we allow either side of the couplings to fall off to zero over a distance of 1

bohr using a Gaussian form.

Calculations were repeated with variations of this extrapolation. Increas-

ing the distance the Gaussian drop off occurred from 1 bohr to 2.5 bohr

showed no variation in the final cross section. Reducing the fall off distance,

to below 1 bohr, does cause the final cross section to decrease and with a

0.2 bohr fall off the cross section decreases by a full order of magnitude. We

remained with a fall off of 1 bohr as this is the recommended practice for the

software provided [56]. But it is worth investigating in future the justification

of choosing that fall off.
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Figure 6.16: Couplings for the first resonance curve.
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is done following the method of Schneider [56]
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Figure 6.18 shows the final calculated dissociative recombination cross

section for CH+ . This is within a factor of two of the experimental data

from the heavy-ion storage ring data of Amitay and Zaifman [2].

0.01 0.1 1
Energy (eV)

1e-20

1e-18

1e-16

1e-14

C
ro

ss
 s

ec
ti

o
n
 (

cm
^
2
)

Figure 6.18: The CH+ Dissociative recombination cross section based on the

RMPS data.
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Chapter 7

Summary

7.1 Analysis of CH+ RMPS calculations

We have completed the RMPS calculations for CH+ and generated data for

energy curves, resonance curves resonance widths for internuclear separations

of 0.7 to 3.2 Angstrom and up to 3.6 eV above the equilibrium ground state.

This data compares well to existing detailed energy curves by Hemert [4] and

improves on recent similar calculations by Carata [13].

We have carried out an initial dissociative recombination calculation, in

association with Ioan Schneider in Le Havre, France, using the dissociative

recombination codes that exists there. A more detailed dissociative recombi-

nation analysis is to be continued by Ioan Schneider, using the RMPS data

calculated by this project.

A paper on the early results from this project has being published in the

J. Phys: Conf. Series [39]
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7.2 Contributions to UKRmol

We have contributed in the creation of the UKRmol suite of R-Matrix pro-

grams. Organising a core set of working out region codes in UKRmol-out,

improving the integer packing methods in UKRmol-in, creating a series of

tools to enhance the use of UKRmol-out and contributing knowledge and de-

sign in the creation of a similar series of tools for UKRmol-in. QB Interface

has being updated to play a vital link between UKRmol calculations and the

calculations from the PFARM project in Belfast. The older diatomic code

has being updated to a working version for those who want to use it. Perhaps

most valuable in the long term is the incorporation of the positron and Zeff

work by Rui Zhang into the modern UKRmol codes, ensuring its continued

use in future.
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[32] Halmová G and Tennyson J 2008 Phys. Rev. Lett. 100 213202
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