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Abstract  

The expansion of wireless sensor networks to advanced areas, 

including structure health monitoring, multimedia surveillance, and health 

care monitoring applications, has resulted in new and complex problems. 

Traditional sensor systems are designed and optimised for extremely low 

traffic loads. However, it has been witnessed that network performance 

drops rapidly with the higher traffic loads common in advanced applications. 

In this thesis, we examine the system characteristics and new system 

requirements of these advanced sensor network applications. Based on this 

analysis, we propose an improved architecture for wireless sensor systems 

to increase the network performance while maintaining compatibility with the 

essential WSN requirements: low power, low cost, and distributed scalability.  

We propose a modified architecture deriving from the IEEE 802.15.4 

standard, which is shown to significantly increase the network performance 

in applications generating increased data loads. This is achieved by 

introducing the possibility of independently allocating the sub-carriers in a 

distributed manner. As a result, the overall efficiency of the channel 

contention mechanism will be increased to deliver higher throughput with 

lower energy consumption. Additionally, we develop the concept of 

increasing the data transmission efficiency by adapting the spreading code 

length to the wireless environment. Such a modification will not only be able 

to deliver higher throughput but also maintain a reliable wireless link in the 

harsh RF environment. Finally, we propose the use of the battery recovery 

effect to increase the power efficiency of the system under heavy traffic load 

conditions.  

These three innovations minimise the contention window period while 

maximising the capacity of the available channel, which is shown to increase 

network performance in terms of energy efficiency, throughput and latency. 

The proposed system is shown to be backwards compatible and able to 

satisfy both traditional and advanced applications and is particularly suitable 

for deployment in harsh RF environments. Experiments and analytic 
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techniques have been described and developed to produce performance 

metrics for all the proposed techniques.  
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Chapter 1.  Introduction  

1.1 Aim and Scope 

Wireless Sensor Networks (WSNs), which have been widely promoted 

over the last decade, are designed to monitor environmental parameters 

[1;2], e.g. temperature, light, and humidity in an intelligent, multi-hop style. 

Regardless of the scenarios and applications, WSNs are expected to last for 

long periods, usually years, without any maintenance, which means the 

system should be highly energy efficiency. To achieve this target, WSNs 

usually operate with extremely low duty cycles, i.e. they sleep between 

samples before waking up to send one sample. This configuration is 

reasonable, because the physical parameters monitored are slowly changing 

and do not require high sample rates to reconstruct the characteristics of the 

system. However, over time, although the essential characteristics of WSNs 

remain the same: power efficiency, scalability, and low cost, applications 

have expanded to more advanced areas, for example, structure health 

monitoring systems [3], multimedia surveillance systems [4], human health 

care systems [5], and industry process and condition monitoring systems 

[6;7]. Consequently, the system requirements have become much more 

complex. In such applications, the offered traffic load is much higher due to 

higher sample rates, thus a WSN should be re-recognised as a data 

intensive network instead of the traditional view of a low duty cycle network. 

Therefore, researchers will need to increase the WSN system performance 

to satisfy new challenges brought by advanced applications while continuing 

to be compatible with the essential requirements. 

Currently, most of WSN systems operated with Carrier Sense Multiple 

Access (CSMA) style network. With this architecture, the system can enter 

the sleep state to save energy and only wake up when there is information 

ready to be sent. As shown in Figure 1.1, the devices will first compete for 

the wireless channel before transmitting packets. The sensor devices will 

only access the network when they need to, and work in a duty cycled 

manner to reduce energy consumption. In traditional applications, because of 
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the low offered traffic load, the collision probability within the wireless 

channel is kept to a relatively low level. Therefore, the energy and time costs 

of channel competition can be kept low, which guarantees reasonable 

performance in the network. However, the performance will be quite different 

in advanced, high traffic load applications. As shown in Figure 1.1, since the 

channel collision probability increases due to higher traffic load (i.e. higher 

probability to access the channel), the channel contention process will be 

prolonged consuming more time and hence introducing increased delay and 

energy expenditure. As a consequent, not only the lifetime of network, but 

also other performance metrics including throughput and latency will all 

decreased significantly. 

Transmission
Channel

assesment

Channel

assesment

Packet arrived

Channel busy Channel free finish

Channel Competition

 

Figure 1.1. Transmission scheme in WSN system 

The second inefficient scheme of the traditional WSN architecture is 

the transmission itself. To protect against harsh RF environments common in 

many WSN deployments, e.g. industrial plants, the modulation schemes of 

WSN systems have been designed for high reliability. In other words, the 

packets are typically transmitted with an unnecessarily slow datarate, while 

the wireless channel may support much higher datarate. Since the wireless 

channel is time varying, even WSN systems deployed in harsh locations can 

still utilise higher data-rates most of the time. It is easy to imagine that higher 

data-rate will lead to shorter transmission times and therefore inefficient, 

fixed-rate modulation schemes result in higher power consumption, higher 

collision probability and less delivered throughput. 

The overall objective of this PhD thesis is to investigate the 

possibilities of increasing the potential performance of WSNs in advanced 
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applications where increased throughputs are required. Our solutions take as 

a base standard the IEEE 802.15.4 system and propose techniques to 

increase the system performance in two approaches, while still maintaining 

many of its primary features. The solutions offer improvements by improving 

efficiency at the channel contention stage and increasing datarate in the 

packet transmission stage.  

In the channel competition stage, we propose the use of a multi-

carrier based adaptive bandwidth scheme to increase the efficiency. It was 

noticed that in the multi-radio multi-channel system [8-10], high performance 

of system can be expected, due to the use of independent and 

simultaneously accessible radio transceivers. Since each transceiver can 

operate in different channels, simultaneous wireless communication with 

multiple devices will be enabled. In turn, this will significantly increase the 

efficiency of channel competition and provide the performance gain in the 

terms of minimising service delays as well as increasing network throughput. 

However, as expected, the performance gain obtained in this approach is at 

the expense of additional radio transceivers, which will increase both the 

power consumption and the system cost. We conjecture that the introduction 

of an OFDMA style multi-carrier scheme can achieve similar flexibility in the 

channel competition stage by allocating different number of sub-carriers1 to 

different user competing for the channel without increasing the total channel 

bandwidth. The advantage of this scheme is that it can be based on the 

single radio architecture to save cost and power consumption, and can be 

easily integrated with the IEEE 802.15.4 transceiver design. Nonetheless, 

the standard multi-carrier system comes with several problems preventing its 

potential employment in WSN system, including Carrier Frequency Offset 

(CFO) and the high Peak to Average Power Ratio (PAPR). We have 

examined the cause of these problems, and propose a low-cost modification 

applicable for deployment in WSNs. 

In the packet transmission stage, there is the potential to increase the 

system performance as well, since the existing IEEE 802.15.4 modulation 

scheme is designed for worst-case operation. To improve performance we 

                                            
1 In this context, sub-carrier could be equal to the channel in multi-radio architecture.  
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propose an adaptive coding scheme which matches transmission rates to the 

channel conditions. Similar schemes are common in cellular and WiFi 

systems and here we demonstrate that with very simple modifications in the 

physical layer, WSN systems can also be benefited by transmitting packets 

at a speed optimised to the SNR margin of wireless link. Within this modified 

architecture, the bandwidth and all other front-end components have been 

kept the same as required by the IEEE 802.15.4 standard, which means that 

the power consumptions for different data rate remain unchanged. Given the 

sensitivity to power consumption in WSNs, such an expansion should be 

able to increase the energy efficiency as well as the throughput, since a 

faster data rate will lead to a shorter active time. To fully utilise this feature, 

the system should be able to first determine the channel quality and then 

estimate the optimised matching spreading mode to transmit the packet. 

However, when this scheme is expanded to large-scale, multi-hop sensor 

networks, special considerations of the essential requirements of resource 

constraint WSNs are required. In such circumstance, we have examined 

these challenges, and propose corresponding solutions for deployment in 

WSNs, for example, how to evaluate the channel quality, how to estimate the 

optimised channel capacity, and how to implement such algorithm in a low 

complexity MAC protocol. 

During the investigation of adaptive coding schemes, a very 

interesting phenomenon was noticed: the battery recovery effect. This refers 

to the process whereby the active chemical substances in a battery will 

replenish themselves if left idling for sufficient period of time, and hence, the 

deliverable energy of a battery can, to some extent, be recharged. This effect 

has been ignored in WSNs before, since in the extremely low duty cycle 

system this effect has already been automatically maximised. However, in 

the advanced applications considered here, due to the increase in offered 

traffic, additional design is required to take the advantage of this effect 

without the conflicting with the latency and throughput performances of the 

WSNs. Thus, we are motivated to exploit this battery recovery effect as an 

additional approach of energy efficiency to improve battery performance in 

sensor networks. 
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In conclusion, the proposed overall system architecture in the context 

of wireless sensor network system within advantage application should be 

able to adapt in both the frequency and spreading code dimension. A brief 

example has been illustrated in Figure 1.2, the wireless channel has been 

shared by three nearby devices, where each device only occupied partial 

channel after negotiation and adapted spreading code length with the 

channel quality to deliver robust service. The potential system is expected to 

have the following characters: 

Time

Frequency

Code

Device 1

Device 2

Device 3

Interference

 

Figure 1.2. Expected system architecture 

Å Efficient channel management: dynamically assign bandwidth to 

different devices in the network to increase the channel competition 

efficiency. 

Å High channel utilisation: adapt the coding scheme for each sub 

channel to achieve higher data rate when the SNR margin of wireless 

channel permits. 

Å High speed and stable wireless link: monitor the environment noise 

and channel quality to enable the spreading code length adaptation 

accordingly. 
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Å Co-existing with other networks: black list the corresponding 

bandwidth where RF interference is detected. 

Å Power efficiency: due to the efficient channel competition process and 

the fast data transmission.  

Å Increased battery lifetime: due to the understanding of battery 

recovery effect, the system is able to find an optimised trade-off 

between maximising battery life and minimising the service delay. 

Å Context aware services: provide prioritised QoS service for different 

data streams in advanced applications by assigning more sub-carriers 

and paths with better link conditions. 

It should be noted that, due to the limitation of experiment equipment, 

we have not delivered a prototype system with all the features in this thesis. 

Instead, we have to demonstrate the performance of these proposed 

solutions in different aspects separately using theoretical analyses, 

experimental validation, and simulation.  However, such an integrated 

prototype is designable using Software Defined Radio (SDR) platforms, for 

example the GNU radio, which may be considered in future work. 

1.2 Contributions and Publications  

The contributions of this thesis can be summarised as follows: 

¶ First experimental demonstration of a low-cost modification to the 

IEEE 802.15.4 system to integrate with the multi-carrier architecture, 

which mitigated the multi-user interference caused by the multi-hop 

distributed nature of WSN systems. The proposed architecture is able 

to work within 125kHz frequency offset. 

¶ First evaluation of the potential performance increase offered by the 

multi-carrier based adaptive bandwidth feature, which was validated 

by comparisons between results of analytic models and simulation. 

¶ First experimental demonstration of the performance of spreading 

code length adaptation derived from the DSSS technology within 

IEEE802.15.4 system. 
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¶ Proposed and experimentally validated a new error performance 

estimation model for adaptive spreading code length with improved 

accuracy over existing techniques. 

¶ Proposed a novel link indicator óEffective-SNRô by utilising the 

redundancy between the standard link indicators in a two layer 

Kalman filter system, which enabled the resource constraint WSN 

platforms to estimate the channel capacity in a low-cost manner. The 

estimation accuracy of proposed method was 160% better than the 

raw SNR and 120% better than the instantaneous LQI.  

¶ Designed a low-overhead MAC protocol utilising the adaptive 

spreading code length feature compatible with practical systems, and 

presented the first experimental evaluation of the network 

performance, which is able to deliver more than 200% of the 

throughput while saving more than 50% of the power consumption. 

¶ First experimental demonstration of the battery recovery effect in 

wireless sensor systems, showing more than 25% potential lifetime 

increase. 

The research work has resulted in the following publications within 

authorôs PhD period, as listed below: 

¶ C. Chau, M. Wahab, F. Qin, Y. Wang, and Y. Yang, "Battery 

Recovery Aware Sensor Networks," in Symposium on Modelling and 

Optimisation in Mobile, Ad Hoc, and Wireless Networks (WiOpt), 2008. 

¶ F. Qin, Y. Yang, and J. Mitchell, "Performance Increase in WSN by 

the Adaptation of Spreading Code Length," in London Communication 

Symposium (LCS), 2009. 

¶ F. Qin, Y. Yang, and J. Mitchell, "Performance Increase Through the 

Use of Multiple Sub-carriers in WSN," in 7th ACM International 

Symposium on Mobility Management and Wireless Access (MobiWac), 

2009. 



Page 22 of 198 

¶ C. Chau, F. Qin, S. Samir, M. Wahab, and Y. Yang, "Harnessing 

Battery Recovery Effect in Sensor Networks", IEEE Journal on 

Selected Areas in Communications (JSAC), Vol. 28, No. 7, 2010 

¶ T. H. Lin, S. L. Hung, M. Chavali, R. J. Wu, H. N. Luk, and F. Qin, 

"Towards Development of Wireless Sensor System for Monitoring 

Anaesthetic Agents", Sensor Letters, Vol.8, Issue 6, 2010 

¶ F. Qin, J. Mitchell, "Performance Estimation of Adaptive Spreading 

Code Length for Energy Efficient WSN", in 7th IEEE Wireless 

Advanced Conference(WiAd), 2011. 

¶ F. Qin, J. Mitchell, "Analyses of MAC Performance for Multi-Carrier 

based Wireless Sensor Networks", in  11th IEEE International 

Workshop on Wireless Local Networks(WLN), 2011. 

¶ H. Liu, S. Gao, T. H. Loh, F. Qin, ñLow-Cost Intelligent Antenna with 

Low Profile and Broad Bandwidthò, IET Microwaves, Antennas & 

Propagation (accepted), 2011 

¶ F. Qin, X. Dai, and J. Mitchell, "Effective-SNR Estimation for Wireless 

Sensor Network Using Kalman Filter", (Submitted to Ad-Hoc 

Networks), 2011. 

¶ F. Qin, J. Mitchell, "AS-MAC: Utilising the Adaptive Spreading Code 

Length for the MAC Protocol Design of WSNs", (Submitted to ACM 

Transactions on Sensor Networks), 2011. 

1.3 Thesis Organisation  

This thesis is organised as follows: 

Chapter 2 reviews the background and history of WSNs, introducing 

the most popular IEEE 802.15.4 standards, and addresses the motivation of 

our research project through a system requirement analyse of a real life case 

study. We also discuss related works in this chapter. 

Chapter 3 introduces a low-cost, multi-carrier based architecture for 

WSNs. An emulation based experiment has been deployed to demonstrate 

the feasibility and performance of the proposed approach, followed by an 



Page 23 of 198 

analysis of the potential improvements in network performance offered by 

such architecture using both analytic methods and simulation results.  

Chapter 4 demonstrates a WSN with an adaptive spreading code 

length approach. To make it practically deployable, an accurate error 

estimation model has been proposed by examining the code set constitution 

and de-modulation process. Experiments with real life devices are used to 

validate the proposed error estimation model.  

Chapter 5 utilises the redundancy of two standard channel indicators 

provided by the IEEE 802.15.4 system to generate a new, reliable link 

indicator: Effective-SNR. A two-layer based Kalman filter has been designed 

to estimate the Effective-SNR, defined as: the SNR to achieve the same 

error performance in an AWGN channel. The experiment results show that 

the proposed method is not only accurate by also fast converging with very 

low implementation cost. 

Chapter 6 presents a MAC protocol design with adaptive spreading 

code length approach which is based on the error estimation model and 

Effective-SNR indication described in previous chapters. Experimental 

results have demonstrated significant performance increases in both energy 

efficiency and system throughput. The system performance in harsh RF 

environments has also been provided to show the ability of the proposed 

system to deliver a stable wireless link even in highly variable channel 

conditions. 

Chapter 7 demonstrates the battery recovery effect, followed by a 

discussion of utilising such an effect in WSN applications with high traffic 

load to maximise the network life time by the carefully design the duty cycle 

of devices. Simulation based analysis has been provided to show the 

possibility of optimising the trade-off between battery recovery and service 

latency. 

Chapter 8 presents the conclusions of this thesis, and proposes 

potential future work. 
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Chapter 2. Wireless Sensor Network  

2.1 WSN:  From Traditional to Advance  

A wireless sensor network consists of distributed wireless devices 

equipped with sensors, which can be utilised to collect information about 

physical parameters.  A WSN system could be formed by tens or even 

hundreds of these devices, which cooperated to monitor a geographic area 

and transmit gathered data back to the base station in a wireless Ad-Hoc 

fashion. Such architectures could greatly simplify the deployment and 

maintainability of systems comparing with the wired sensor systems.  

In the early days, such systems were always likely to be deployed for 

environment and habitat monitoring applications [1;2]. In these applications, 

WSN devices were equipped with temperature, humidity, or pressure 

sensors, and recorded data with low duty cycles, i.e. they woke up perhaps 

every hour to sample one measurement and transmit data via a wireless 

communication channel back to the base station. As a result, the offered 

traffic loads within the network in these applications were relatively small, 

usually with no QoS requirement (i.e. working in the óbest effortô model, as 

some applications are insensitive to lost of information). These systems 

usually needed to last a few months or even years without staff attending the 

deployment site, which means energy efficiency is the most important feature 

of a WSN system. Another attractive feature of WSNs is their scalability, 

which enables the system to be able to add and remove devices without 

reconfiguration or interrupting the work of network. Therefore, to fulfil this 

requirement, systems usually operate with a distributed multi-hop 

architecture. As expected, since there could typically be hundreds of these 

devices deployed in one system, the WSN devices have to be of a low-cost 

design, leading to constraints in the resource available in each device. As a 

result, the essential requirements of the sensor networks are: low cost, 

energy efficiency, and scalability. For instance, MintRoute [11] and S-MAC 

[12] have been proposed by academics to achieve these requirements in the 

routing and MAC layer respectively. 
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Recently, the flexibility of WSNs has attracted more interest from 

advanced applications, e.g. structure health monitoring systems [3], 

multimedia surveillance systems [4], human health care systems [5], and 

industry process and condition monitoring systems [6;7]. Accordingly, the 

offered traffic load inside the network has increased tens or even hundreds 

times over traditional applications and QoS is now a fundamental 

requirement [13]. As could be predicted, the traditional WSN architecture has 

failed to completely satisfy the requirements of these advanced applications. 

For instance, Kim et al. [3] deployed a multi-hop wireless sensor network to 

monitor the structural health of the Golden Gate Bridge. They reported that 

transferring 512 kB of data from 64 nodes required over 12 hours. Moreover, 

some of these applications require the nodes to be deployed in harsh radio 

environments (e.g. industry plants), thus the quality of the wireless link will 

suffer from the variable RF channel, which raises further challenges in the 

network design.  

 

Figure 2.1. Engine section in the BP trail site [14] 

To understand the new requirements posed and allow the deployment 

of advance sensor network applications in practice, a real life WSN project 

will be discussed here as an example. British Petrol (BP) has deployed a trial 

WSNs system in Loch Rannoch aiming to monitor the health status of a 

shipôs engine to avoid the daily checks which requires regular staff attention. 

It is worth noting that this is a monitoring system rather than a detection 
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system, which means that the system is expected to work for several years 

not just for single events (the later one is less sensitive to energy usage).  

This is a typical WSN application with high traffic load in a harsh RF 

environment. The engine itself also generates RF noise during operation, 

with other interference coming from the many electronic devices used in the 

ship including radar and communication systems, which operate with a 

random duty-cycle. Therefore, the wireless channel will suffer from time 

varying environment noise. Beside this, the engine area of Loch Rannoch 

consists of many metal surfaces and obstacles which may cause the heavy 

shadowing and fading effects (see Figure 2.1 for reference). These fading 

effects may come from the multi-path effect (e.g. the multiple reflection of 

metal surfaces). As a result the arrived signals through different paths in the 

receiver side may suffer from the frequency and time spreading, which will 

cause the signal quality degradation. However, since most of the WSN 

applications are statistic deployed, the degree of fading effect will be location 

dependant and be approximately constant for each deployed device. 

However, passing operators and vehicles may contribute to the varying 

channel. Without any doubt, all these effects will decrease the stability of the 

wireless link in the WSN system. 

The system determines the health status of the engine by monitoring 

the vibration sensors attached to the engine body. In total 98 accelerometers 

have been deployed feeding data to 28 battery-powered WSN nodes. Each 

sensor captures at a raw sample rate of 100 kHz raw sample with an Analog-

to-Digital Converter (ADC), which is then down-sampling to 3 kHz. 

Considering that each WSN node needs to transfer data from more than 3 

sensors, the offered traffic load in the network will be much higher than the 

traditional WSNs system (around 60 packets per node per second when the 

payload length = 100 bytes). Furthermore, all the WSN nodes will be trigged 

at exactly the same time to start sampling, which will further increase the 

competition probability in the wireless channel and decrease the successful 

deliverable throughput. To summarise, in this system, the WSN network is 

working with extremely low duty cycle manner transmitting only operation 

and  maintenance packets most of the time but will suffered congestion due 
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to the heavy traffic load and competition for the channel once the system has 

been trigged into the active stage. It should be noted that although these 

problems are discussed in the context of a structural health monitoring 

application, very similar problems also occurred in multi-media sensor 

networks and most of other advanced sensor network applications. 

In summary, although the original essential requirements of WSNs 

have not changed (i.e. energy efficiency, scalability and low cost), advanced 

applications increase the offered traffic load and pose significant 

performance challenges, which requires the system to be able to deliver 

higher throughput with QoS requirements. As the current WSN architecture 

is optimised for low duty cycle scenarios, the system performance decreases 

rapidly in a heavy offered traffic load scenario, which limits the application of 

sensor networks in advanced fields. Therefore, our work is aiming to build a 

realisable architecture which is an evolution of current WSN architectures, to 

adapt WSNs for these types of advanced applications by providing increased 

performance within the resource constraints typically encountered. 

2.2 IEEE802.15.4 Technology  

Although any technology which does not rely on wires could be 

classified as a wireless technology and can be employed by WSNs e.g. 

acoustic communication for underwater WSNs [15], Radio Frequency (RF) 

technology is the default option to represent ówirelessô for WSNs. Moreover, 

in recent years, IEEE 802.15.4 [16] has become the most popular choice for 

most of the WSN platforms. The IEEE 802.15.4 standard also contributes to 

other standards including ZigBee [17], 6LoPAN [18], and Wireless Hart [19], 

which are different in higher layers but share the same physical layer and 

most of the MAC layer provided by IEEE 802.15.4. Without of loss any 

generality, we narrowed our scope of research to IEEE 802.15.4 based 

technology which is most widely representation in the wireless sensor 

community. Therefore, a brief introduction on IEEE802.15.4 standard will be 

provided in this section to aid the future discussions in this thesis. 

The IEEE 802.15.4 standard defines the characteristics for the PHY 

and MAC layers for applications named Low-Rate Wireless Personal Area 
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Networks (LR-WPAN), which shares the basic features of WSNs, i.e. easy 

deployment, extremely low cost, power efficiency, and acceptable data 

transfer. 

2.2.1 Physical layer of IEEE 802.15.4 

The IEEE 802.15.4 standard specifies three frequency bands: 

868MHz, 915MHz, and 2.4GHz in the physical layer. As the first and second 

bands are not opened for un-licensed devices in all the countries, most 

IEEE802.15.4 compatible transceivers only support 2.4GHz [20;21].  

Figure 2.2. Modulation process of IEEE802.15.4 

As regulated by the IEEE 802.15.4 standard, each 4 bits from the 

upper layers will be mapped into one symbol, giving ς ρφ symbols. Each 

symbol shall be mapped into a 32 chip sequence, which is one of the pre-

defined Pseudorandom Number (PN) code set. This processing is named 

Direct Sequence Spread Spectrum (DSSS) technology, which will increase 

the bandwidth but decrease the interference and noise effects. Since the 

code set are pseudo-orthogonal to each other, this system can also be 

treated as a 16-ary modulation system. In the 2.4GHz band the chip 

sequence is modulated using Offset Quadrature Phase Shift Keying (O-

QPSK) technology with a Half Sine Pulse Shaping (HSPS) filter, while Binary 

Phase Shift Keying (BPSK) technology is employed in the 868MHz and 

915MHz bands [16]. Recalling the discussion in section 2.1, to keep costs 

low most IEEE 802.15.4 transceivers employ non-coherent differential 

Minimum-Shift Keying (MSK) demodulation instead of coherent OQPSK 

demodulation to enable low cost and low complexity RFIC designs as 

discussed in [8,9]. The complexity of demodulation can be greatly simplified 

by removing the need for accurate frequency and phase synchronisation. 

Bit to Symbol Symbol to Chip Modulation

Data Stream Modulated Signal

250k Bit/s 62.5k Symbol/s 2M chip/s
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Table 2.1 Spreading Code Set used by IEEE802.15.4 

symbol Spreading code word 
0000 1 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 
0001 1 1 1 0 1 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0 0 0 1 0 
0010 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0 
0011 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 
0100 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 1 1 1 0 0 0 0 1 1 
0101 0 0 1 1 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 1 1 1 0 0 
0110 1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 1 
0111 1 0 0 1 1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 1 
1000 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 
1001 1 0 1 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 1 0 1 1 1 
1010 0 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 1 
1011 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 
1100 0 0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 
1101 0 1 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 1 0 0 1 
1110 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 
1111 1 1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 

 

Figure 2.3. O-QPSK modulation with HSPS filter [16]. 

2.2.2 MAC layer of IEEE 802.15.4 

All three bands share the same MAC layer which is a CSMA/CA 

protocol with a Binary Exponential Backoff (BEB) scheme. When a packet 

arrives at the MAC layer, a MAC header, a 2 byte CRC tail, one byte to 

indicate frame length, as well as a 6 bytes preamble will be added. The 

complete packet, which has been shown in Figure 2.4, is now ready to be 

transmitted. 

 

Figure 2.4. Packet consist of IEEE802.15.4 
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In CSMA/CA, the device will first start a back off period which is 

chosen from the set (0~ς -1) with uniform probability, where BE is the 

Backoff Exponent which has a default value of 3 but can be configured. After 

the back off period, a node will perform a Clear Channel Assessment (CCA): 

if the channel is free then the packet will be sent directly, otherwise the node 

will increase the value of BE by 1, and back off again, repeating this process 

until the channel is free and the packet is sent, or if BE reaches the pre-set 

maximum retry value, which has default value of 5, the packet is discarded. 

The ACK scheme is optional in the standard IEEE802.15.4 MAC. The 

ACK.request bit in the FCF field can be enabled to ask the receiver to send 

an ACK packet after a short period denoting a successful transmission. If 

not, the transmission link will be working in a best effort mode. 

2.3 Related Works  

a) Existing approaches for high traffic loads in WSNs 

Some research groups have noticed the increasing traffic load 

requirement in WSN and have tried to solve this problem by viewing it as a 

congestion control problem. CODA was the first solution proposed in [22], 

which is an energy efficient congestion control scheme with receiver based 

congestion detection, open-loop backpressure, and closed-loop source 

regulation. Hull et al. [23] examined the effect of three congestion control 

schemes (Hop by hop flow control, source rate control, and prioritised MAC 

protocol) in a real life WSN platform, and proposed a fusion algorithm to 

achieve the best effort. Ee et.al. [24] proposed a distributed congestion 

control algorithm for a common network architect in WSN. In [25], a source 

rate control scheme with further interference aware design has been 

proposed and validated in a 40 nodes WSN test bed. Nearly all these 

methods rely on the regulation of the packet generation rate, i.e. some 

packets will be drop if they exceed the buffer queue. Existing WSNs 

architectures lack the ability to allocate more resource to congested areas to 

aid faster transmission. 

Some other groups are trying to improve network performance in this 

scenario with QoS support. Erol et.al. [26] treated the WSN as consisting of 
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tasks which are unlikely to have the same requirement, for instance, delay 

and priority. Their solution is based in the routeing layer, which assigns the 

best route to the packets of a high priority task. Chewoo et.al. [27] proposed 

an enhanced MAC protocol for IEEE802.15.4 to support the service 

differentiation in WSNs. In [27], the network was treated as being constituted 

of rate-sensitive data flows. However, their algorithms can only adjust the 

parameters of the backoff window to meet network requirement. Danil et.al. 

[28] proposed a similar method of maintaining separate queues for different 

priorities packets and adjust contention and transmission power according to 

the priorities to guarantee the delivery of high priority packets.  

Beside these, some researchers are trying to decrease the generated 

traffic load. Edith et.al. [29] proposed a method to reduce the redundant 

packets transferred in WSN based on an óInformation-Awareô scheme. The 

algorithm will drop packets when in the congested state according to the 

importance (decided by the application) of packets, trying to provide 

satisfactory Quality of Information (QoI) to the users. Although the term QoI 

has been proposed by Bisdikian [30] several years ago, up to now it is far 

from as well understood or as well accepted as QoS in communication 

networks or Quality of Images in computer vision. In other words, it is still 

lacking a universal judgement on which packets are less important and can 

be dropped. Moreover, this method does result in the loss of information and 

can only be applicable in specified applications. 

As a conclusion, the increased traffic load in WSNs has been well 

recognised in the research community. However, these proposed 

approaches usually suffer from limitations in the technologies provided by 

existing WSNs architectures, and fail to contribute a significant performance 

increase for these scenarios. 

b) Existing approaches to increase channel utilisation in WSNs 

Opportunities do exist to increase the efficiency of the wireless sensor 

network performance within data intensive applications through other 

medium access technologies, such as Time Division Multiple Access (TDMA) 

[22] or Code Division Multiple Access (CDMA) [23]. In a TDMA style network, 
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the transmission is based on super-frames where each super-frame is 

divided into several time slots allocated to different users. Although this 

scheme can increase the channel utilisation efficiency, it requires additional 

time synchronisation and pre-allocated time slot. A CDMA based network will 

further require accurate power and time synchronisation to level the received 

power of all incoming signals to avoid interference, which could be overly 

complex for a low cost sensor network system.  

Multi-channel based solutions are another popular approach in the 

research area of wireless networks, which allows transmission multiple 

channels to increase the network performance of WSNs. Nearly all proposed 

multi-channel protocols fall into one of the following two kinds: the first is 

scheduled access [31-34]. Protocols in this mode are a derivation of the 

TDMA style scheme, which usually divides each channel into slots, and 

assigns them to different devices in the network. However, this mode 

typically requires time synchronisation, global knowledge of the network 

topology, as well as of the traffic requirement for each device. The second 

type is more reasonable for WSN systems, the Random access [35-40]. 

Protocols in this mode are more flexible and compatible to traditional single 

channel system. But since the receiver can only switch between the 

channels, the system performance gain is limited. Some protocols simply 

assume the hardware to have the ability to listen to multiple frequencies at 

the same time [36-38], which is beyond the ability of any existing wireless 

transceiver in WSNs. Other protocols use low efficiency methods to solve 

these problems e.g. on demand channel switching, signal strength 

measurement based channel selection, or they assign channels randomly as 

in [39], which are easy to implemented but only have low performance gain.  

As a comparison, the multi-radio multi-channel systems [8-10] usually 

have significant performance improvement. This is because these systems 

are equipped with multiple wireless transceivers, therefore the system is able 

to receive and transmit data concurrently over multiple channels at the same 

time. However, considering that the radio transceiver consume most of the 

energy in a WSN platform, multiple radio transceivers will certainly increase 

the power consumption. It must be noted that this performance increase is 
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obtained in the expense of increased power consumption and system cost. 

Therefore, such a solution is not suitable for the energy constrained and cost 

sensitive WSNs. 

To summarise, the improvement of the wireless channel utilisation has 

been a focus of research for some time. Most of the proposed solutions are 

provide either high efficiency but low flexibility (centralised pre-organised 

solutions), or high flexibility but low efficiency (random and distributed 

solutions). However, in wireless sensor networks with high traffic load, it is 

important to achieve these two targets at the same time: i.e. high flexibility 

and high channel efficiency. 

c) Transmission adaptation with varying channel quality in WSNs 

The adaptation of data rate is inherent in the standards for 

IEEE802.11[41-45], Bluetooth [46;47] and some cellular systems [48;49]. 

Among these, IEEE 802.11 shows most similarity to the IEEE802.15.4 based 

WSNs system and provides helpful prior knowledge for our approach. The 

first data rate adaptation algorithm, the Autorate Fallback Algorithm (ARF) is 

proposed and implemented in [41], which is an SNR independent algorithm. 

ARF switched modes based on previous packet failures, which is simple to 

be implemented but provides relatively poor performance. The most famous 

data rate adaptation algorithm is the Receiver-Based Autorate Protocol 

(RBAR) [42], which demonstrated that a receiver based mechanism with 

SNR indication can achieve the best performance for an adaptation process. 

A more recent approach which included a practical implementation was 

proposed by Microsoft in [45], which further discussed interference effects in 

the network and proposed online calibration approaches based on their 

findings. 

In the area of WSNs, rate adaptation can be achieved through the 

adjustment of the spreading code length of the IEEE802.15.4 architecture; 

one of the most popular physical layer solutions of wireless sensor network. 

In the IEEE 802.15.4 PHY layer, four information bits (a symbol) are used to 

select one of 16 code words from a nearly orthogonal code set to be 

transmitted during each data symbol period. Hence, the rate adoption will be 
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enabled by adjusting the length of these code words. Such operation will be 

an un-compliant IEEE 802.15.4 solution but shares most of the basic 

principles of IEEE 802.15.4. Lanzisera et al. have proposed an algorithm 

based on this solution to reduce the average power consumption of wireless 

sensor network [50;51]. To the best of our knowledge, this is the only work 

discussing this topic. The work of [50] successfully introduced the possibility 

of adaptive spreading code length and demonstrated the great potential of 

this technique through simulation but due to hardware limitations a full 

experimental demonstrated was not presented. 

The most straightforward issue caused by harsh RF environments is 

interference, which consists of two types: interference from other devices 

intending to transmit signals including WiFi, communication radio, and radar 

device etc., or unintended radiation from devices that arenôt supposed to 

transmit signals including sparks from motors or power generators, light 

dimmers and microwave oven. RF interference has been reported for 

industry locations in [52] and [53], and for hospital sites in [54]. A very special 

case has been reported in [55] for aviation equipment. The harsh RF 

environment can also be the result of multi-path effects which causes the 

fading channel of wireless transmissions. The channel performance with 

multi-path effects in various locations has been examined in [56;57]. All 

these investigations demonstrate that the harsh RF environment is not only 

time varying but also high enough to interrupt wireless communication. 

Many groups are trying to develop better ways to indicate the time-

varying, harsh RF channel. Several empirical studies have given us a better 

understanding of the complex correlation between SINR and link quality. For 

particular, Aguayo et. al. [58]  have studied several packet loss related 

factors including SNR, interference, and multi-path fading effect. Based on 

the experiment results collected from an IEEE 802.11 mesh network, they 

argued that, SNR cannot be used as a reliable predictor of link quality. Son 

et.al. [59] experimentally studied the concurrent transmission performance 

using Mica2 and MicaZ platforms within the context of WSNs. They 

confirmed that the assumption proposed by [58] also exists in the low-power 

wireless links. Beyond these work, our analyses further studied why SINR 
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breaks the correlation with PRR in the fading channel, and propose the 

correspond compensation. Jamieson et.al. [44;60] proposed a more accurate 

link indicator for wireless network system named SoftPHY. SoftPHY uses a 

Maximum Likelihood (ML) based approach in the decoding step of physical 

layer to directly estimate the likelihood of error probability of tagged wireless 

link. However, their approach modified the core hardware of the RF 

transceiver, thus cannot be deployed on a COTS platforms. Murat et.al. [61] 

proposed a Kalman filter based link quality estimation scheme for wireless 

sensor network. However, their approach takes received signal strength as 

the only observer parameter, thus failing to consider signal distortion caused 

by multi-path and other harsh RF effects.  

Adaptive transmission technology, which will automatically match the 

modulation and coding scheme with the channel quality, has been employed 

in wireless cellular and data networks for over a decade. Such approaches 

are expected to contribute to the network performance significantly for WSNs 

with high traffic loads in harsh RF environments.    

d) Existing battery aware design in WSNs 

Sensor networks commonly use rechargeable batteries, such as 

Nickel-cadmium (NiCd), Nickel-metal hydride (NiMH), Sealed lead-acid 

(SLA), Lithium-ion (Li-ion), and Lithium-polymer (similar to Li-ion). Different 

batteries have different properties. In particular, NiCd and NiMH are often 

used, because NiCd has a long cycle life, whereas NiMH has high energy 

density. There have been numerous studies about the performance of 

batteries in chemical engineering [62]. In networking, [63] carried out an 

empirical study to measure the performance of battery-powered sensors, but 

did not examine the saturation threshold. There are a number of approaches 

of energy management in sensor networks, examples include S-MAC, 

SEEDEX, RI-MAC, DW-MAC [12;64-66]. Commonly sensors, listening and 

reception can consume significant energy. There are other MAC protocols 

that consider battery characteristics for example BAMAC and Bel-MAC 

[67;68] rely on exchanging dynamic battery state information to optimise the 

use of batteries among sensors, but such information cannot be easily 

obtained without online measurement on the internal properties of a battery. 
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2.4 Summary  

This chapter addressed the high traffic load demands resulting from 

the application layer in new WSN applications including structural health 

monitoring, multi-media surveillance and health care, which are significantly 

different to traditional WSN applications. It can be concluded that WSNs are 

facing new challenges to provide reliable and energy efficient transmission 

under heavy traffic loads. Furthermore, the literature review shows that this is 

an area beginning to attract attention from a number of academic groups but 

that accepted solutions are still not common due to the limitation of current 

WSN architectures. In the following chapters of this thesis, we will propose 

several approaches within this context, which aim to increase the 

performance of energy constraint WSNs and enable their extension to 

advanced applications. 
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Chapter 3. Increase the Efficiency of 

Channel Contention using a Multi -carrier 

Architecture  

3.1 Introduction  

In this chapter, we attempt to improve the WSNs performance in 

advanced applications by increasing the efficiency of channel contention 

period. Currently, most of WSN systems operated with CSMA style network, 

where the devices compete for the wireless channel before the transmission 

of packets. As discussed in Chapter 1, when such system is posed with high 

traffic load in the advanced application, the WSN devices could consume 

more energy and time in the channel contention period than in the 

transmission period due the high collision and false channel assessment 

probability. This is because current WSN architecture is designed and 

optimised for the extremely low traffic network, which is no longer true for the 

WSN applications with high traffic load. As a consequent, the network 

performance including the energy efficiency, throughput and latency will all 

decreased significantly. This phenomenon has been witnessed not only in 

the pure CSMA based networks, i.e. IEEE 802.15.4 MAC, but also other 

specially designed protocols derived from CSMA like the famous S-MAC and 

B-MAC..  

Figure 3.1 shows an ideal example in the channel contention period, 

where two devices are competing to access the wireless channel. In the 

standard IEEE802.15.4 MAC protocol, once a packet has arrived from the 

upper layer, the MAC/PHY layer will first asses the wireless channel to 

determine its status. If the channel is free, the device starts the data 

transmission immediately. During the data transmission process, if another 

device has a packet to be sent, its channel assessment will return a busy 

status. As a result, the second device will enter the backoff stage and 

attempts again after the backoff period. Obviously, since the channel 

assessment only determines whether the channel is free or busy, the second 
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device has no information about how long the packet transmission will last. 

Therefore, a random backoff scheme has to be adopted [16] and the backoff 

length is blindly selected. It may be longer than the data transmission, which 

results in a gap of free channel between two successive data transmissions. 

It may be shorter than the data transmission and a much longer backoff 

length is re-scheduled. In both cases, it is highly possible that a gap exists 

between two successive data transmission and the time in the gap is wasted 

in vain. This causes a low channel utilisation which is common in all CSMA-

like protocols under heavy traffic load.  

Opportunities do exist to increase the efficiency of the wireless sensor 

network performance within data intensive applications through other 

medium access technologies, such as Time Division Multiple Access (TDMA) 

[69] or Code Division Multiple Access (CDMA) [70]. In a TDMA style network, 

the transmission is based on super-frames where each super-frame is 

divided into several time slots allocated to different users. Although this 

scheme can increase the channel utilisation efficiency, we suggest that this 

technology may not be suitable for wireless sensor networks for the following 

reasons. Firstly, this method is a centralised, non-distributed algorithm. 

Secondly, the implementation of time synchronisation will cost 

communication overhead. Thirdly, the data traffic in a WSN system is not 

truly random as typically assumed in data networks, but correlated with the 

sensing events in the system. Therefore, pre-allocated, fixed time-slot 

allocation will lead to less flexibility and lower channel utilisation. A CDMA 

based network will further require accurate power and time synchronisation 

to level the received power of all incoming signals to avoid interference, 

which could be overly complex for a low cost based sensor network system. 

Therefore, the CSMA style network, in particularly the IEEE 802.15.4 system, 

is still the most popular choice of WSN systems, due to its scalability and 

flexibility. Multi-channel based solutions are another popular approach to 

increase the efficiency of wireless network, which allows transmission 

multiple channels to increase the network performance of WSNs. However, 

the multi-channel approaches are mainly increase the network performance 

by allowing concurrent transmission. Since the device can only switch 
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between channels, the receiver can only listen and receive from only one 

channel at the same time. Furthermore, in the multi-hop network, the multi-

channel solution may face coordination problems, e.g. multi-channel hidden 

terminal problems and missing receiver problems [40]. To solve these 

problems, some protocols simply assume the hardware to have the ability to 

listen to multiple frequencies at the same time [36-38], which is beyond the 

ability of any existing wireless transceiver in WSNs. As a comparison, the 

multi-radio multi-channel approaches usually have significant performance 

improvement. This is because these systems are equipped with multiple 

wireless transceivers, therefore the system is able to receive and transmit 

data concurrently over multiple channels at the same time. However, 

considering that the radio transceiver consumes most of the energy in a 

WSN platform, multiple radio transceivers will certainly increase power 

consumption. It must be noted that this performance increase is obtained at 

the expense of increased power consumption and system cost. Therefore, 

such a solution is not suitable for the energy constrained and cost sensitive 

WSNs. 

Therefore, we introduced an Orthogonal Frequency Division Multiple 

Access (OFDMA) liked multi-carrier architecture into WSN systems, in which 

the bandwidth of the shared wireless channel can be divided into several 

sub-channels and assigned to different nodes. Since the device can access 

the wireless channel using only part of the bandwidth, several nodes sharing 

the nearby wireless medium are allowed to transmit information concurrently 

(i.e. achieve similar performance gain with multi-radio multi-channel system). 

Thus the possibility of collision would be reduced, which will increase the 

efficiency of the channel contention period as well as the re-transmission rate. 

In other words, the system will have similar performance gain with the multi-

radio multi-channel approaches, but realised with the existing bandwidth with 

a single transceiver design with is both cost and energy efficient. As a result, 

better network performance and energy efficiency of the CSMA based WSN 

systems could be expected. As illustrated in Figure 3.1, given each device 

only occupies a half of the bandwidth, when the first device is transmitting, 

the channel assessment operation of the second device will return the 
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information that another half of the channel is still available. Then the second 

device can utilise the rest of the channel to start its transmission 

immediately. Thus both devices transmit their data concurrently without 

backoff and collision. It should be noted that the bandwidth can be 

configured into more sub-channels. Therefore, more devices can transmit at 

the same time with further divided sub-channels. As a result, the efficiency of 

the contention period can be enhanced in data intensive applications.  
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Figure 3.1. Adaptive Bandwidth System Architecture 

Such a multi-carrier architecture will be similar to the OFDMA scheme, 

but can be applied with multi-hop distributed network. Although OFDMA 

system has the advantages of high channel utilisation which has been well 

studied and successfully deployed in cellular and data networks (e.g. LTE 

and WiMax system), its disadvantages of sensitivity to Carrier Frequency 

Offset (CFO) and the high Peak to Average Power Ratio (PAPR) pose 

challenges to its deployment in low cost, multi-hop sensor network. In 

particularly, the adverse impacts of CFO and PAPR are much worse in the 

scenario of multi-senders, where the carrier frequency offset caused by 

frequency variations among different senderôs Local Oscillators (LO) would 

cause significant Inter Channel Interference (ICI) and Multi User Interference 

(MUI) [71]. For example, in WiMax and LTE systems, OFDMA is deployed 

only in the down link mode where the base station is the only transmitter, 
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whereas the uplink employs Single Carrier Frequency Division Multiple 

Access (SCFDMA) mode to avoid CFO problem. Considering that WSNs are 

mainly for data collection from distributed devices (as shown in Figure 3.2), 

the main traffic load is in the uplink mode. If OFDMA were to be used in 

WSNs, without any doubt, these effects caused by CFO would dramatically 

degrade the system performance. In addition, the high PAPR can cause 

lower power efficiency and increase device cost, since it requires highly 

linear power amplifiers to avoid signal distortion. As such problems have 

already been significant in existing cellular systems, we suggest that in a 

WSNs consisting of hundreds of nodes and tens of hops, the multi-carrier 

architecture without any modification will be even more challenging to 

implement.  

Base station

Each device offer 10kbps load

10k

10k

30k

10k

10k

30k

10k

50k

90k

 

Figure 3.2. Traffic direction in WSN system 



Page 42 of 198 

In this chapter, in order to avoid these disadvantages of OFDMA like 

multi-carrier system but benefit from its advantages (i.e. spectrum flexibility 

and resistant to multi-path effect), we will analytically examine the causes of 

these problems and demonstrate one possible modification of the multi-

carrier architecture for WSNs. Unlike the widely used but complicated CFO 

estimation method, we propose a low cost solution for WSNs by integrating 

pulse shaping, differential modulation and chip spreading techniques to 

increase the CFO resistance and decrease the PAPR. The proposed 

physical layer design has been validated by the experiments, where a very 

good performance has been demonstrated in terms of against the CFO and 

PAPR problems.  

In the later part of this chapter, we also investigate to what degree the 

WSNs can benefit from the proposed multi-carrier based architecture. In 

[72;73], researchers have argued that the simple increase of spectrum 

flexibility without an increase in overall bandwidth will not increase the 

throughput performance of a network. However, as we expected, the multi-

carrier architecture can offer other benefits such as energy efficiency and 

service latency because of the increased efficiency of channel contention 

process. Due to experiment limitations in demonstration of the network 

performance, we present an analytical approach to demonstrate the 

performance of this multi-carrier system in the MAC layer and show that 

energy efficiency can be achieved while still maintaining high throughput 

when exposed to heavy offered traffic load, which is the general character of 

the advanced sensor network applications.  

3.2 System architecture  

3.2.1 CFO problem in multi -carrier system  

In order to pave the way to mitigate the adverse effects of, the error 

performance of OFDMA subjected to frequency offset between carriers is 

first analysed and, a simple, low power and low cost modification of multi-

carrier architecture is proposed, which is still compatible with the essential 

requirements of WSNs. 

The transmit signal in a multi-carrier system can be defined as: 
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 ὺὸ ὅȟ ɰȟ ὸ (3.1) 

where ὔ  is the sub-carrier number, Ὧ is the sub-carrier index, n is the 

symbol index, ὅȟ is the raw data.  ȟ ὸ is the up-converting base function 

given by: 

 ɰȟ ὸ Ὣὸ ὲὝ Ὡ  (3.2) 

where g(t) is pulse shaping function, Ὕ is the transmission time interval, Ὢ is 

the carrier frequency of k-th sub-carrier.  

The signal ὺὸ propagates through an Additive White Gaussian Noise 

(AWGN) channel, where an AWGN noise ύ  is added to ὺὸ to give the 

received signal. It should be noted that the frequency offset will affect the 

error performance in both AWGN and fading channel. To simplify the 

analyses we only considered the AWGN channel in this chapter. Another 

consideration comes from the experimental limitations of validating the 

proposal, i.e. to replicate a controllable fading channel requires expensive 

channel emulators. Similar approaches have been adopted in many other 

research works [71;74] in the multi-carrier field. As with the standard multi-

carrier system, the scheme proposed in this chapter may suffer further 

performance degradation from fading effects but still with significant 

performance improvement comparing to system without such a design. 

At the receiver side, the demodulation process is implemented by 

projecting the received signal on the complex conjugates of the base function 

 ᶻȟ ὸ: 
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ᾀȟ ὺὸ ύ  ᶻȟ ὸ 

ὅȟ  ȟ ὸ ύ  ᶻȟ ὸ 

      ὅȟ  ȟ ὸ  ᶻȟ ὸ ύ  

(3.3) 

In an ideal multi-carrier system scenario,  ȟ ὸ  ᶻȟ ὸ

 ȟ ὸ ρ . Therefore, the received signal can be successfully 

demodulated into  ᾀȟ ὅȟ ύ  .  

Then, if we consider a situation where the multi-carrier scheme been 

employed in the downlink mode of a wireless system, the carrier frequency 

generated by the local oscillator in both the transmitter and receiver will be 

shifted from the ideal frequency2. To simplify the analysis, we normalise all 

frequency offsets to the transmitter side. In this case, the base function is 

rewritten as: 

   ȟ ὸ Ὣὸ ὲὝ Ὡ Ὡ Ў  (3.4) 

where ЎὪ is the frequency offset between the transmitter and receiver. It is 

worth noting that in this scenario ЎὪ is same for all sub-carriers, since the ЎὪ 

can only be introduced between the only transmitter and current receiver. 

As the receiver has no information about the transmitterôs parameters, 

the receiver has to use the predefined  ᶻȟ ὸ to demodulate the incoming 

signal: 

 ᾀȟ ὅȟ   ȟ ὸ  ᶻȟ ὸ ύ  (3.5) 

                                            
2 In the mobile scenarios, the Doppler effect can also contribute to the carrier frequency offset. 
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ὅȟ Ὣὸ ὲὝ Ὡ Ὡ Ў Ὣᶻὸ

ὲὝ Ὡ ύ  

ὅȟ Ὣὸ Ὣᶻὸ † Ὡ Ў ύ  

We can then define the ambiguity function, introduced in [74] as: 

 ὃ†ȟὪ  ὫὸὫᶻὸ † Ὡ Ὠὸ (3.6) 

The ambiguity function describes the orthogonality performance of a 

multi-carrier system. In the ambiguity function, †  defines the time offset 

which leads to the Inter Symbol Interference (ISI), f denotes the frequency 

offset which leads to the well known ICI effect. The ambiguity function can be 

understood as: for a certain sub-carrier, due to the time offset †ȟ  t and 

frequency offset f existed between the up-converting base and the down-

converting base, the affected output value will be equal to the ideal value 

multiplied by ὃ†ȟὪ.  

Figure 3.3 shows the rectangle based ambiguity function for standard 

OFDM, where 

¶ ὃπȟπ ρ : current sub-carrierôs demodulation output is 100%; 

¶ ὃπȟ π ὲᶰ ρͯ ὔ   : other sub-carriersô effects on current 

sub-carrier is 0%. 
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Figure 3.3. Ambiguity function of rectangle function 

In an ideal demodulation process, no inter sub-carriers interference 

(ICI) exists, as each sub-carrier is exactly located on the zero points on all 

other sub-carriers. However, this is not true when CFO appears. Even a 

small amount of CFO between the transmitter and the receiver is able to 

make two adverse impacts on the system error performance.  

First, due to the existence of ЎÆ, all sub-carriers will suffer from an 

attenuation of the wanted output by ὃπȟπ  ЎὪ  (i.e. shifted from the 

central point of Figure 3.3). Secondly, as we highlighted, each sub-carrier is 

laid exactly on the zero point ( ȟὲᶰ ρͯ ὔ  ) of all other sub-carriers. 

Nonetheless, with the shifted carrier frequency, each sub-carrier will located 

in ЎὪ ,  instead of the zero point  ȟὲᶰ ρͯ ὔ  of other sub-carriers. 

As a result, the amplitude of  !πȟЎὪ  increases very rapidly as 

shown in Figure 3.3, which contributes to the wanted signal being regarded 

as a noise component. In addition, each sub carrier will have an effect on all 

others because of the infinite nature of the Sinc. function. In other words, 

each demodulated signal now depends on not only its own sub-carrier, but 

also on all other sub-carriers. When the number of sub-carriers is large, the 

accumulation of this effect will be very significant.  
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These explain why the multi-carrier system is very sensitive to 

frequency offset and why its tolerance to frequency offset is extremely small 

when compared with the frequency interval between sub-carriers. However, 

if the offset value of carrier frequency can be estimated using certain 

methods, e.g. Moose method [75] or schimdl-cox method [76], the adverse 

impacts of CFO can be significantly reduced by digitally modifying the down-

converting base function  ᶻȟ ὸ with the estimated frequency offset Ὡ Ў . 

As a result, the received signal can be demodulated accurately. In fact, this 

is the most common method employed in cellular and WiFi system. 

However, when the multi-carrier scheme was deployed in proposed 

WSNs with different sub-carriers allocated to different users to share the 

same wireless channel, the situation could be much worse than the downlink 

case just discussed. As illustrated in Figure 3.4, there are three transmitters 

each occupying two sub-carriers. Since all these devices have independent 

LO generating different carrier frequencies, different CFOs among sub-

carriers can be expected. In this case, it is more appropriate to use the term 

MUI to describe the ICI effects, since the inter carrier interference is caused 

by the difference of carrier frequency of multiple users. With this 

consideration, equation (3.5) is now rewritten as: 

 

ᾀȟ  

ὅȟ Ὣὸ Ὣᶻὸ † Ὡ ɇЎ ɇ

ύ  

(3.7) 

where ЎὪ  is the carrier frequency offset at k-th sub-carrier, and may be different 

for sub-carriers. 
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Figure 3.4. CFO in different scenarios of multi-carrier based systems 

 To give a detailed and clear image of the error performance under 

MUI effects, we derive the error performance function. For a given i-th sub-

carrier, the error performance can be estimated by: 

 ὛὔὙ
ὖ

ὖ ὖ
 (3.8) 

where ὖ is the power of transmitted  signal at k-th sub-carrier, ὖ is the noise 

power added by the channel and ὖ  is the interference power caused by 

other sub-carriers. Here we use  as a function name, which could be 

referred to as the different error rate calculation function depending on the 

modulation3, e.g. BPSK, QPSK, or QAM etc. 

                                            
3 A practical error estimation model for IEEE 802.15.4 system can be found in chapter 4. 
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The CFO contributes to the decrease of the error performance in two 

ways: the decrease of ὖ, and the increase of ὖ . The decrease of ὖ is 

calculated by 

 ὖ ὖ ὃ†ȟЎὪ  (3.9) 

The calculation of the increase of ὖ  needs consider all 

contributions from other sub-carriers: 

 

ὖ ὥὰὰ έὸὬὩὶ ίόὦȤὧὥὶὶὭὩὶί ὩὪὪὩὧὸ 

ὖ ὃ†ȟὪ Ὢ

Ƞ

 

(3.10) 

where Ὥ is the sub-carrier index; ὔ is the total number of sub-carriers; and 

Ὢ
               ÓÕÂ-ÃÁÒÒÉÅÒ ὲ ×ÉÔÈ ÎÏ #&/

ЎὪ        ÓÕÂ-ÃÁÒÒÉÅÒ ὲ ×ÉÔÈ #&/
  . 

Then, equation (3.8) can be rewritten as: 

 

ὖ

ὖ ὖ
 

ὖ ὃ†ȟЎὪ

ὖ В ὖ ὃ†ȟὪ ὪȠ

 

(3.11) 

Then it is easy to understand why a multi-carrier system is very 

sensitive to the CFO with the assistance of equation (3.11) and Figure 3.3.  

Obviously, even if we are able to estimate ЎὪ for each sub-carrier, it still 

wonôt be able to avoid the MUI effect. The modification of ЎὪ to the down-

converting base function  ᶻȟ ὸ  can only cancel the attenuation of 

ὖ component, and the error performance is still decreased by the 

interference component В ὖ ὃ†ȟὪ ὪȠ  from other sub-carriers. 

This effect has been demonstrated in [71] and explains why WiMax and LTE 

systems only use OFDMA for downlink transmission but SCFDMA for uplink 

transmissions.  
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This effect can be mitigated by rebuilding the orthogonality of received 

signal [77]  or by using a filter bank to separate all the sub-carriers [78]. All 

these approaches incur additional expense in terms of extremely high 

complexity to overcome non-orthogonality. Although this expense may be 

affordable in broadband or cellular wireless systems, it is not acceptable in 

WSNs where the computation resources and power consumption are very 

limited. 

3.2.2 PAPR problem 

Peak to average power ratio is another challenge in the 

implementation of multi-carrier systems. In a single carrier system, the 

modulated signals are almost variation of sinusoids with a low and constant 

peak to average power ratio. PAPR can be defined as: 

 ὖὃὖὙ 
άὥὼȿίὸȿ

Ὁȿίὸȿ
ȟ       ὸɴ  πȟὝ  (3.12) 

where  ίὸ is the amplitude of the transmitted waveform. 

Due to the low PAPR, the power amplifier for a single carrier system 

can be easily designed to guarantee the linearity and efficiency. However, 

due to the multi-carrier nature, various sub-carriers, each of them is similar to 

a single carrier signal, will be combined before being amplified at the power 

amplifier. As shown in Figure 3.5, the combined waveform exhibits 

pronounced envelope fluctuations in the time domain, resulting in a 

particularly high PAPR problem. As a result, the power amplifier for a multi-

carrier system has to be highly linear over a large operating range to avoid 

any signal distortion caused by the saturation of power amplifier, which will 

greatly increase the cost and decrease the energy efficiency.  
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Figure 3.5. PAPR problem 

3.3 Low cost solution for WSN  

In this section, we propose to adopt pulse shaping as an approach to 

increase the resistance to CFO and time shifting instead of more expensive 

estimation methods. A number of works have demonstrated that using pulse 

shapes other than the simple square function can increase performance and 

counteract the effects of  ISI/ICI [74;79-81].This method is highly suitable for 

WSN because it only requires a simple modification of the pulse shaping 

function. Such a modification is very simple to implement in the digital 

processing part of the RFIC and therefore requires almost no increase in 

processing complexity or power consumption.  
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Figure 3.6. Ambiguity function of Gaussian pulse shaping filter 

The performance of Ambiguity function can be significant increased by 

the employment of pulse shaping filters rather than the simple gate function, 

e.g. Gaussian function or Raised Cosine function. Here, we implemented the 

Gaussian function based pulse shaping filter as an example, the 

performance of which has been shown in Figure 3.6. Since the Gaussian 

Function has no side bands in both the time and frequency domains, it is an 

appropriate choice for the pulse shaping function in our approach. The 

benefits of using the proposed Gaussian function for pulse shaping are 

threefold4: 

¶ Only the adjacent sub-carriers will affect each other, leading to a lower 

accumulation of ὖ . 

¶ ICI between sub-carriers will not suffer from a rapid increase with 

increased CFO as no side bands exist, leading to a smaller increase of 

ὖ . 

¶ The function output decreases slowly with frequency shift around the ideal 

carrier frequency, leading to a smaller loss of ὖ. 

                                            
4 It should be noted that the employ of Gaussian filter may not be the optimised solution. The comparison 

between different pulse shaping filters will be carried out in future work. 
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With these three factors, the error performance is expected to 

increase within CFO scenarios. In this case, equation (3.10) can be rewritten 

as: 

ὖ ὃ†ȟЎὪ

ὖ В ὖ ὃ†ȟὪ ὪȠ

 

 
ὖ ὃ†ȟЎὪ

ὖ ὖ ὃ †ȟὪ Ὢ ὖ ὃ †ȟὪ Ὢ
 

ὖ ὖ ὃ†ȟὪ Ὢ ὖ ὃ†ȟὪ Ὢ

ὖ ὃ†ȟЎὪ
 

ὃ†ȟЎὪ ὛὔὙ
ὃ†ȟὪ Ὢ ὃ†ȟὪ Ὢ

ὃ†ȟЎὪ
 

(3.13) 

where the values of Ὢ  ÁÎÄ Ὢ   depend on ЎὪ representing the difference 

between two adjacent sub-carriers. We can see that the second term in 

equation (3.11) is reduced due to the use of the Gaussian ambiguity function. 

In the implementation, it was noticed that the existence of ЎὪ  not 

only affects the output power of the sub-carrier but also the phase of the 

signal, which will rotate the demodulated data symbol. 

For example, in Figure 3.7, we captured the constellation diagrams 

from the output of a system with 16-subcarriers. The 1st to 8th sub-carriers 

belong to user one without ЎὪ , while the 9th to16th sub-carriers belong to 

another user with a small ЎὪ . It is clear that only the 8th subcarrier has 

been affected by ЎὪ  of the second user, which confirms the results of 

equation (3.11). Likewise, all the effected sub-carriers of the second user are 

rotations of themselves, which will cause the decision errors in the 

demodulation process. 
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c).Sub-carrier 9th 

 

d).Sub-carrier 10th 

 

Figure 3.7. Rotation effect on different sub-carriers 
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However, this problem can be easily solved. From Figure 3.8, it can 

be concluded that such rotation is linear with ЎὪ  within . The use of a 

differential demodulation scheme 5  can perfectly compensate this rotation 

effect, because the demodulation process in such systems is based on the 

correlation between the current symbol and the previous symbol. 

Figure 3.8. Gaussian Ambiguity function. 

It can be assumed that ЎὪ is constant within one symbol period. It is 

well known that the output frequency shift of a crystal oscillator is mainly due 

to the change of the temperature that is a very slowly changing physical 

parameter. Normally ЎὪ  is in a few unit Parts Per Million (PPM) every hour 

and therefore in one symbol period, which is typically several АÓ, ЎὪ can be 

approximated as a constant. Therefore, we are motivated to utilise this to 

solve the rotation problem. We propose to spread each symbol ὅȟ into 

several chips (32 chips are used in our experiment), where the ЎὪ  will be 

                                            
5 In fact, most IEEE802.15.4 transceivers do employ non-coherent MSK demodulation, which is a kind of 

differential demodulation. Detail information can be found in Chapter4. 
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constant for each chips. The differential based demodulation of these chips 

can avoid the rotation effect. Although the first chip has a possibility of error, 

this only occurs when ЎὪ  changes with a time scale of hours. So that for 

all the other chips the error performance would be guaranteed.  
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Figure 3.9. Modified Multi-carrier based System Architecture 

In addition, as spread spectrum coding has been employed, the 

system can also take advantage of coding-gain by designing orthogonal 

spreading codes. This additional process does not increase the complexity of 

system. In theory, when all spreading codes are orthogonal, they will not 

interfere with each other and act as additional noise. However, in practice, it 

is not possible for all the spreading codes to be perfectly orthogonal. Thus 

some noise will remain. This effect will contribute a multiplicative coefficient6 

to the ὖ  calculated in equation (3.11), which will decrease according to 

the spreading code used. 

 
ὖ

ὖ ὖ ὅzὋ
 (3.14) 

                                            
6 In fact, the coding gain works in a rather complex way, here we give only an approximation. Detailed 

information about the effect of coding gain can be found in Chapter 4. 
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ὃ†ȟЎὪ ὛὔὙ

ὃ†ȟὪ Ὢ ὃ†ȟὪ Ὢ ὅzὋ

ὃ†ȟЎὪ

 

where ὅὋ is the coding gain introduced by the demodulation process (for 

instance, ὅὋ is made up of two parts: processing gain and coding gain). 

From the empirical study, we found that the coding effect will make the 

second component negligible and in most cases this component can be 

roughly ignored. 

 

ὖ

ὖ ὖ ὅzὋ
 

ḙ ὃ†ȟЎὪ ὛὔὙ 

(3.15) 

Even without the ICI disadvantage, a high PAPR will still limit the 

application of the proposed architecture due to the requirement of highly 

linear and low efficiency power amplifiers. Since PAPR is mainly contributed 

by the superposition of sub-carriers, PAPR is a function of increasing number 

of sub-carriers. Usually, an OFDMA system employs a large number of sub-

carriers to deal with the frequency selective channel over a wide bandwidth, 

e.g. 256 or 1024 sub-carriers over 20MHz. From the viewpoint of 

multiplexing, this number of sub-carriers is far too large, so that it is 

impossible in practice for a scheduling algorithm to allocate sub-carriers 

individually. For instance, the OFDMA system allocates groups of sub-

carriers together to reduce the complexity. In the multi-hop WSNs scenario 

considered here, the overall bandwidth is relatively narrow, e.g. only 2MHz, 

while the number of competing client devices within a one hop area is also 

limited, e.g. tens of device. Therefore, a smaller number of sub-carriers is 

adequate. In our experiment and analysis, 8 sub-carriers have been 

employed to reduce the PAPR value. This also helps to simplify the 

complexity of digital processing. 

The system can be further designed with two dimension scalability: 

scaling in both the output power and the bandwidth. For instance the power 

consumption of the baseband processing is proportional to the bandwidth 

occupied. Current technology enables the ADC/DAC power to scale with the 
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clock frequency, which by Nyquist theory corresponds to the baseband 

bandwidth. Instead of using the baseband generator to generate the whole 

baseband signal without any awareness of the occupied bandwidth, the 

baseband generator will only generate the required spectral width, thereby 

reduce the baseband bandwidth. In this case the reduction in occupied 

bandwidth will lead to lower power consumption of the baseband generator, 

which is the second highest power consuming component of RFIC. In this 

case the frequency synthesiser will need to generate a carrier frequency plus 

baseband offset to up convert the baseband signal to its target position. We 

estimate the power consumption profile of this architecture, as shown in 

Figure 3.10. Ranveer C. et. al. in [82] also reported similar phenomena for an 

IEEE 802.11 device. 

 

Figure 3.10. Two dimension power scalability  

3.4 Experiment Validation  

The proposed system has been evaluated by emulating the most 

popular transceiver in WSNs: CC2420 [20], which was designed and 

produced by Chipcon (now part of Texas Instrument). The functions of this 
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transceiver were divided into 3 parts, which will be emulated by different 

instruments respectively: 

¶ Matlab for digital processing  

¶ Agilent ESG 4432b for up-converting and as a Power Amplifier  

¶ R&S FSQ 40 for downïconverting and as an Low Noise Amplifier  

Two Agilent ESG4432b were employed to emulate two independent 

transmitters, as well as one FSQ40 acting as the Rx device. They are all 

connected and controlled by GPIB. Each transmission device generates half 

the sub-carriers with the same output power. To simplify the experiment, it is 

assumed that the Rx has locked to the frequency of Tx1, while Tx2 transmits 

with a frequency offset of ЎὪ . Additive noise is added at the receiver side 

during the digital processing to simply the emulation. The central carrier 

frequency is 2.4GHz.  The setup of the experiment is given in Figure 3.11, 

while the photo of experiment is given in Figure 3.12. A screen snapshot of 

the FSQ40 has been sampled and is shown in Figure 3.13 to give an 

example of the signal spectrum. 
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Figure 3.11. Experiment Setup of the multi-carrier base WSN architecture 
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Figure 3.12. Photo of the multi-carrier base WSN Experiment 

 

Figure 3.13. Signal Spectrum in experiment, captured from FSQ40 

The results in Figure 3.14 clearly show that the error performance of 

the system is acceptable within ὨὊ. The tolerable CFO range for the 

proposed system is ὨὊ . By carefully choosing the number of sub-carriers 

and the channel bandwidth, we can restrict most of the CFO within this 

range. In fact, by capturing the transmitting signal from a commercial IEEE 

802.15.4 transceiver, it has been noticed that the CFO of the signal is around 

42kHz, which is much less than ὨὊ (125kHz). 
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Figure 3.14. Error performance result of the multi-carrier based system 

The PAPR factors of transmitted signals were monitored during the 

experiment. For the signal occupying all 8 sub-carriers, the PAPR factor 

monitored is 5.93 dB; the corresponding PAPR factor for only 4 sub-carriers 

is 4.42 dB. When compared to the PAPR of other popular signals, 4 dB for a 

QPSK signal, 7 dB for SCFDMA signal, and 12 dB for an OFDM signal 

(according to [83], where the signal consisted of 256 sub-carriers), this factor 

is only slightly worse than the QPSK signal. This suggests that high cost, 

linear power amplifiers will not be required, which is much preferred in WSN 

systems. This experiment has validated the performance of the proposed 

multi-carrier architecture which is suitable for adoption in the multi-hop 

sensor networks.  

3.5 Performance Evaluation  

In the previous section, one of the possible multi-carrier physical layer 

architectures has been proposed and examined through an experimental 

approach, which enables the devices in the wireless sensor network to use 

OFDMA-like multiplex with great flexibility. Differing from the traditional 

device (e.g. CC2420) that can only switch between independent channels, 
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devices with this new architecture will be able to transmit data over any 

number of sub-carriers at the same time allowing several devices to transmit 

concurrently by occupying different sub-carriers. To quantify the potential 

performance benefits, we have developed an analytic model, in which the 

overall bandwidth is equal to one channel in the traditional system, e.g. 

2MHz in IEEE 802.15.4 as shown in Figure 3.15. This restriction normalises 

the performance gain to the improvement contributed by the increased 

channel sharing flexibility not due to any bandwidth increase.  

 

Figure 3.15. Channel regulation for multi-carrier based system 

For the purpose of baseline analysis, Slotted Aloha is used in the 

proposed analytic model, as it is the simplest MAC protocol for wireless 

networking and can be regarded as the baseline, against which other MAC 

protocols can be compared. The most straightforward candidate is the CSMA 

based MAC approaches, which have been employed in IEEE 802.15.4 and 

IEEE 802.11 DCF. Within a CSMA based MAC protocol, the system will have 

acquire all the sub-carrier information in the Clear Channel Assessment 

(CCA) operation, i.e. the device will be able to know which sub-carriers being 

occupied by other devices already. Then, the device can only choose the idle 

sub-carrier to transmit packet. As a result, the CSMA style MAC could 

benefited more from the multi-carrier scheme compared with the pure 

random based Slotted Aloha, since the collision probability can be further 

decreased (i.e. the performance further increased) by avoiding occupied sub-

carriers.  

3.5.1 Renewal process  of Slotted Aloha  

The analytic model was built based on the concept of a level based 

renewal process [84]. This approach can significantly simplify the 
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mathematical analysis without loss of accuracy, while other approaches e.g. 

Markov chain [85] are usually analytically complicated.  

B1B0 Bi TX       ACK

Collision

BiB0 TX       ACK

Successful

TX       ACK

Successful

X1 X1 X2

Level 1

Success Tx Success Tx Success Tx

Y Y

Level 2

 

Figure 3.16. Renewal process of Slotted Aloha 

Figure 3.16 shows the scheme of the renewal cycle of slotted aloha. 

Each time a device has a packet ready to send, it will backoff with a random 

number of time slots following the specified retransmission policy. After the 

backoff period, the device sends a packet via the wireless channel. If there is 

only one device sending, then this attempt will be successful (marked as X2 

cycle in level 1) and the device will receive the ACK packet from the receiver 

later in that time slot. Otherwise this transmission attempt will be considered 

to fail due to a collision (marked as X1 cycle in level 1). There may be i (i>0) 

X1 cycles before one X2 cycle, where i depends on the probability of 

successful transmission.  

From level 2ôs point of view, there will always be a successful 

transmission event in each Y cycle, while the average length of Y cycle 

depends on the performance of the X cycle. After the calculation of the Y 

cycleôs average length, the throughput of the tagged node can be easily 

deduced as well as other performance measures.  

For such a slotted aloha MAC protocol, the completion rules in the 

proposed multi-carrier architecture based mode will follow the main principle 

of slotted aloha. The only difference is in the selection of sub-carriers, where 
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a device takes only a subgroup of sub-carriers, assigned dynamically by the 

allocation algorithm. Successful transmission is conditioned on whether there 

is more than one device transmitting on the same subgroup of sub-carriers, 

rather than over the whole bandwidth. If two devices are assigned to different 

subcarriers, they can transmit concurrently without collision. Thus, channel 

competition is less fierce and the probability of collisions decreases. As a 

result, the average number of re-transmission is reduced which can increase 

the overall performance.  

 

3.5.2 Analytic Model  under ideal channel conditions  

In this section, an analytic model of slotted aloha is developed and 

three retransmission policies (uniform backoff, binary exponential backoff, 

and geometric backoff) analysed. To simplify this analysis, all devices are 

considered to be placed within the transmission range of one another, so 

there will be no hidden terminals in the network. All the devices are randomly 

distributed with uniform probability around the sink device. Consider a single-

cluster wireless sensor network with N devices: when a packet transmission 

fails, a retransmission is scheduled after a random backoff period, which is 

determined by a specific retransmission policy. Let ὡ  be the Ὥth backoff 

period with units of time slots. Then the Ὥth retransmission takes place at the 

beginning of the ὡ th available slot after the last failed transmission. 

3.5.2.1 Uniform Backoff  

Under a Uniform Backoff (UB) policy, all ὡ  are uniformly distributed in 

the same range from [0̆ ύ ρ], where w is the backoff window size. The 

current device will start to transmit in the current slot with probability †, 

defined by: 

 †
ρ

ὢ
 (3.16) 

where ὢ is the average length of X cycle:  

 ὢ Ὕ Ὕ       (3.17) 
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ύ ρ

ς
ρ 

 
ύ ρ

ς
 

We first assume that the channel is ideal, i.e. no transmission error. 

Then, the conditional probability that a device transmits a packet successfully 

in a single carrier system can be derived by equation (3.18). The extension 

to the realistic non-ideal channel (where packets will be corrupted with an 

error probability instead of perfect transmission) will be discussed later this 

section. 

 ὖ ρ †  (3.18) 

where N is the number of devices within the network. If none of the other N-1 

devices are trying to transmit in the same slot, then the current deviceôs 

transmission will be successful. Hence,  ὖ  represents the ratio of X1 cycle 

number to X2 cycle number in level 1 within a single carrier system, which 

means that a level 2 cycle contains a average number of  ρȾὖ  level 1 

cycles with an average length of ὢ.  

As mentioned in pervious sections, the main performance gain of the 

multi-carrier system in this model is contributed by increased sharing of the 

wireless channel, i.e. the increase of ὖ : 

 ὖǬ  ρ † †ɇ
ὄ ρ

ὄ
 (3.19) 

Compared with equation (3.18), the probability of successful 

transmission is constituted of two parts: the first part is identical to equation 

(3.16): the current device will not transmit in the current slot, while the 

second part can be understand as: the current device will transmit in the 

current slot, but the chosen sub-carrier from the overall B sub-carriers is 

different to the one chosen by the current device. Normally ὖǬ  is much 

smaller than ὖ , especially when the number of competing nodes is large.  

Thus, the average length of a level 2 cycle is: 
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 ὣ
ὢ

ὖ
 (3.20) 

The throughput of the tagged device can be calculated, as only one 

packet can be successfully transmitted in each level 2 cycle: 

 Ὕὖ
ὒ

ὣ
 (3.21) 

where L is the payload in one slot time.  

Therefore, the network throughput at the sink node can be defined as: 

 Ὕὖ ὔɇὝὖ (3.22) 

3.5.2.2 Binary Exponential Backoff  

Considering a Binary Exponential Backoff (BEB) policy, the backoff 

period is uniformly distributed in a binary, exponentially expanding range. 

After each unsuccessful transmission, the backoff window size will be 

doubled. In other words, ὡ  is uniformly distributed in [0̆ς ύ ρ ], 

where Ὥ is the number of the retransmission, ύ is the initial backoff window 

size. Clearly, the length of X cannot be directly estimated as in the uniform 

backoff scenario, since it depends on the successful transmission rate. With 

a given ὖ , the average length of X cycle can be written as: 

 

ὢ ὖ Ὕ Ὕ                                         

ὖ ρ ὖ
Ὕ Ὕ Ὕ Ὕ

ς
  

ȣȣ 

 ὖ ρ ὖ
В Ὕ Ὕ

ὓ
 

 ρ ὖ
В Ὕ Ὕ

ὓ
 

(3.23) 

where M is maximum retry number, after which the current device will 

discard the packet. ὉὝ   is the expectation of back off slot given by:  
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 ὉὝ  
ςύ ρ

ς
 (3.24) 

Applying Ὕ  to equation (3.23) gives: 

 

ὢ ὖ ρ ὖ  
В

ςύ ρ
ς

ρ

ά ρ
 

 ρ ὖ
В

ςύ ρ
ς

ρ

ὓ
 

(3.25) 

As we expected, the average length of X is highly dependent on the 

value of ὖ . Then, we can build a non-linear system shown in equation 

(3.26) by combining the equation (3.18) with equation (3.25). The 

performance of a single carrier based network can be obtained through the 

calculation of this non-linear system. 
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ὢ

 (3.26) 

Similarly, we can obtain the non-linear system for multi-carrier 

scenario in equation (3.27) by applying ὖ  from equation (3.19). 

 

 

ừ
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
ứ

 ὢ

ὖ ρ ὖ  
В

ςύ ρ
ς

ρ

ά ρ

 ρ ὖ
В

ςύ ρ
ς

ρ

ὓ

ὖ  ρ
ρ

ὢ

ρ

ὢ
ɇ
ὄ ρ

ὄ

 (3.27) 
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Equations (3.26) and (3.27) represent a non-linear system with two 

unknown variables, ὢ and ὖ . For a given scenario, this non-linear system 

can be solved numerically [86]. 

3.5.2.3 Geometric Backoff 

For a Geometric Backoff (GB) policy, the backoff period is 

geometrically distributed with parameter q, where the device will start 

transmission in the current slot with probability of q. Obviously, the 

expectation of Ὕ  is only determined by q, which can be expressed as ρȾή. 

Thus, the average length of the X cycle can be expressed as: 

 

ὢ Ὕ Ὕ  

ρ

ή
ρ 

(3.28) 

All the other equations needed for the GB model for both single carrier 

systems and multi-carrier systems are similar to the UB model discussed 

previously, and can be easily solved following the same approach. 

3.5.3 Model Extension  

A. Non- ideal channel 

A non-ideal channel will cause unsuccessful reception of packets in a 

real deployment. In this more realistic assumption, equation (3.16) should be 

modified with the condition that both payload packets and ACK packets are 

transmitted with error probability. 

 ὖ ρ † ɇὖὙὙ ɇὖὙὙ  (3.29) 

where  ὖὙὙ is the Packet Receive Rate (PRR) for device n: 

 ὖὙὙ ρ ὄὉὙ ɇ (3.30) 

where the Bit Error Rate (BER) is a function of the distance between device 

n and sink device, which can be calculated using equation (3.13) with the 

condition ЎὪ π. Ì is the length of packet in Bytes. In this condition, 

equation (3.19) should be rewritten as:В Ὕὖ since each device will have a 

different BER based on their different distance from the sink device. 
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Obviously, this modification will make the analytic model hard to solve. With 

the assumption that all the devices are uniformly random distributed around 

the sink device, a constant value of PRR expectation can be used to instead:  

 

Ὕὖ Ὕὖ 

ὒɇὖ

ὢ
 

ḙὔɇ
ὒɇὖ ɇὖὙὙ ɇὖὙὙ

ὢ
 

ὔɇὝὖɇὖὙὙ ɇὖὙὙ  

(3.31) 

where 022 is a constant value which can be calculated by numerical 

solution. 

B. Service delay 

Service delay is defined as the duration from the time when the packet 

is generated to the end of its successful transmission. The average length of 

a level 2 cycle represents the time period between two successful 

transmissions. If ὓ Ð, in other words, a packet will never be discarded and 

ὣ will be the exact service delay. However, a packet will be discarded after M 

attempts in a real deployment so that ὣ should be redefined as a 

combination of the service time for discarded packets and the service time 

for the current packet.  

Let  ὖ  denotes the probability that a packet will be discarded by the 

current device after M unsuccessful transmissions, ὖ  can be calculated as: 

 ὖ ρ ὖ  (3.32) 

We note that there will be only one successful transmitted packet in 

every   attempted transmission. Thus, the average service delay Ὀ is the 

average length of level 2 minus the average length contributed by discarded 

packets: 
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 Ὀ
ὢ

ὖ
ρ ὖ  (3.33) 

The delay distributions can also be derived from this analytic model 

when required, more details can be found in [87]. 

C. Energy consumption 

Power efficiency in this model is evaluated by the average power 

consumed for each of the level 2 cycles, i.e., the power consumed for each 

successfully transmitted packet. As stated previous, each successful 

transmission is based on several level 1 cycles, which are consisted of three 

stages: backoff, transmission and receive, with each stage, consuming 

power with rates: Ὁ, Ὁ and Ὁ respectively. It should be noted that the power 

consumed in that slot will always be the same whether or not the ACK is 

successfully received. As a result, the power consumed in this stage has 

been normalised to a single rate Ὁ to simplify the calculation. The energy 

consumption for each transmission attempt can be defined as: 

 Ὡ Ὕ ɇὉ Ὕ ɇὉ    (3.34) 

where Ὕ  and Ὕ  are related to different scenarios, which can be derived 

from equations (3.17), (3.23), (3.27). 

Considering that current transmission attempt is a success transmission with 

probability ὖ , then the energy consumption for each successfully 

transmitted packet can be defined as Ὁ : 

 Ὁ 
Ὡ

ὖ

Ὕ ɇὉ Ὕ ɇὉ

ὖ
 (3.35) 

3.5.4 Performance Analyses  

All three retransmission policies have been implemented in the open 

source network simulator OMNet++ 4.0 to validate the accuracy of proposed 

analytic model. In the simulation, all the devices are uniformly distributed 

within the Dmax = 40m area. For comparison, two RF physical modes have 

been implemented in the simulation for network performance evaluation: the 

first mode is the standard IEEE 802.15.4 PHY mode as a bench mark, where 
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the RF front-end occupies a bandwidth of 2 MHz and enables a 250 kbps 

data rate; the second one is the proposed multi-carrier system, where the 

2 MHz overall bandwidth is divided into 4 groups of sharable sub-carriers, 

each of which has a data rate of 62.5 kbps (250kbps/4). We configured that 

ЎὪ  follows normal distribution with mean  ‘ π  and stand deviation 

„ πȢςὨὊ (i.e. 50 kHz, according to the 42 kHz frequency offset monitored in 

an IEEE802.15.4 system through an experimental approach). Therefore the 

PRR expectation for the analytic model was derived from the experiment 

data. It is worth noting that, as discussed in [88], although the proposed 

multi-carrier system has acceptable performance when the frequency shift is 

within ЎὪ, the error expectation of multi-carrier system will still be slightly 

worse than a single-carrier system in the same network scenario. The time 

slot length was set to be τπɇ4Ó, (Ts is set to be one symbol duration: 16 

Аsec, according to [16]), which equates to 80 bits of data in the packet. The 

initial backoff window size W is set to 8, with the maximum retransmission 

attempts M=4, and the geometric probability q used in the GB model is set to 

0.1. The transmission error performance is derived from the previous 

experiment results in section 3.4. Each simulation program lasts around 

30min, and is repeated 10 times to give a reliable average result. 

 

Figure 3.17. Simulation result versus Analytic result (W=8, M=4, Q=0.1, B =4) 
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Throughput is calculated in the sink device and shows how many data 

packets arrived at the sink device successfully in a given period.  The results 

in Figure 3.17 show a high degree of correlation between the simulation and 

the proposed analytic model. Therefore, although the throughput of the 

proposed system is lower than the traditional system because of the lower 

available traffic load with lower node numbers (since the simulation works in 

saturation mode, the offered traffic load is only decided by node number), the 

throughput of the proposed system will be greater than the standard system 

when the node number crosses a threshold. Furthermore, the throughput of 

the single-carrier system will trend to zero when the size of network is 

extremely large, while the proposed system still shows very good 

performance. The results suggest that the proposed system is more suitable 

for data intensive applications in large scale networks.  

 

Figure 3.18. Average Service Delay 

Figure 3.18 shows the average service delay of the single carrier 

system and the proposed multi-carrier system in the three different backoff 

policies. In the UB backoff, the general trends of the service delay can be 

described as: the service delay of single-carrier increases rapidly to the 

upper bound, while the delay of the multi-carrier system increases slowly and 

converges to the upper bound as the network size goes large. Similar trends 

can be seen obviously in the GB and BEB polices. However, as the average 
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cycle lengths in these two models are larger than the UB model, these trends 

have been significantly amplified.  

In order to calculate the energy performance, an approximation of the 

power consumption of the CC2420 transceiver (as shown in Table 1) is 

deduced from the datasheet of the CC2420 [20]. In the CC2420, the currents 

are mainly drawn by four components: front-end, baseband processing, 

digital processing and the system basic components (i.e. clock sources, I2C 

bus communication and other basic functionalities). According to the 

datasheet, CC2420 has an idle state with power consumption of 400µA. 

Thus, the 400µA is regarded as the  power consumption for the system basic 

component. However, the datasheet only provides the total power 

consumption of 17.4mA for Tx and 19.7mA for Rx modes without 

distinguishing how much of the current is consumed by each of the 

components. It is reasonable to approximate the power consumption of the 

transmitter front end at 0dBm transmission power by 9mA and the remaining 

8.4mA consumption consists of 4mA by baseband processing, 4mA by digital 

processing and 0.4mA by the basic component. Similarly, in the Rx mode, 

the Rx front end power consumption is approximated by 11.3mA, and 8mA 

for both baseband processing and digital processing.  

Table 3.1 Power consumption settings  

 Power Consumption(mA) 

Tx front-end (PA) 9 (output 0 dBm) 

Rx front-end(LNA) 11.3 

Baseband (DAC,ADC) 4 

Digital Processing 4 

Idle (CLK, bus) 0.4 

Therefore, Ὁ  is set to 8.4mA and Ὁ  is set to 18.5mA in equation 

(3.30). The proposed multi-carrier based WSNs system has been considered 

with a 1mA increase in power consumption in the digital processing 

component due to the additional signal processing function proposed in [7].  

The result, shown in Figure 3.19, is in the form of energy consumption per 

cycle, which can be understood as how much energy has been consumed to 

successfully transmit a packet. The result demonstrates that the proposed 

multi-carrier system has a superior performance over the traditional single-

carrier system. For instance, the energy consumption in the single carrier 
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system increases rapidly with increasing network size, while the multi-carrier 

system maintains relatively low power consumption until the network size is 

as large as 40. This excellent performance in energy efficiency is due to the 

high availability of the shared wireless channel, i.e. a higher ὖ .  

 

Figure 3.19. Average Energy Consumption every level 2 cycle 

Although it is possible to achieve a better throughput performance of 

the single-carrier system for larger networks by increasing the backoff size, it 

is at the expense of service delay and energy consumption. Figure 3.20 

provides an interesting example: by decreasing q in GB mode to 2/33, the 

throughput performance of a single-carrier system shows a similar curve with 

that of a UB mode multi-carrier system with W=8 B=4. This demonstrates 

that the proposed multi-carrier system is able to increase throughput, service 

delay and energy consumption at the same time, which are usually 

conflicting performance in traditional single-carrier system. 
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Figure 3.20. Performance for similar throughput 
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standard IEEE802.15.4 system. Nevertheless, the proposed analytic model 

may still apply for these scenarios, and the extension should be very 

straightforward. 

3.6 Conclusion  

In this chapter, we introduced an OFDMA liked multi-carrier 

architecture for WSN systems intending to increase the network performance 

in the channel contention period. We first analysed the cause of CFO and 

PAPR problems for multi-carrier system, based on which a low cost solution 

for multi-carrier system has been proposed to mitigate these problems. Such 

architecture can be utilised for the intelligent bandwidth management by 

dividing the overall channel into several sub-carriers, which can be allocated 

to different WSN devices to enable concurrent transmission. Beside of this, 

as each sub-carrier operates in a relatively narrow band, the system will 

have high resistance to the frequency selective fading channel caused by 

multi-path effects. The proposed solution is compatible to the essential low 

cost and energy efficiency requirements of WSNs. 

An emulation based experiment has been set up to prove the 

feasibility and show error performance of the proposed architecture. An 

analytic model has been proposed to evaluate the potential performance 

improvement of the proposed multi-carrier architecture for wireless networks. 

The performance improvement has been validated by intensive simulations 

in OMNet++4.0. Compared with the single carrier system, the proposed 

scheme demonstrates a number of benefits. First, superior energy efficiency 

can be achieved, because of the efficient channel contention process which 

reduces backoff time, collisions and retransmissions. Second, the proposed 

multi-carrier scheme has a better throughput performance in larger networks 

with intensive traffic load for the WSN applications with high traffic load. 

These performance improvements are the result of the significantly 

increased success probability of the contention period.  

In addition, there is another important benefit of this proposal: 

dynamic bandwidth assignment for WSNs. The proposed multi-carrier 

system can allocate different bandwidth to devices according to their 
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application requirements. This flexibility allows differentiation of QoS 

requirements by allocating more bandwidth to the task with high priority, time 

critical requirement, or large quantities of data to be transferred. However, 

since the assignment of sub-carriers at the network level is expected to be 

an extremely complex problem [89;90], we defer to future work the 

examination of the resource allocation problem. 
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Chapter 4. Error Performance Estimation 

for Adaptive Spreading Code Length 

based WSN  

4.1 Introduction  

The Direct Sequence Spread Spectrum (DSSS) technique utilised in 

the most prevalent wireless sensor network standard, IEEE 802.15.4, 

provides high reliability in high interference environments. The scheme 

converts each information symbol into a 32 bit chip sequence. This 

spreading operation utilises a wider bandwidth to suppress interference from 

the environment or self interference caused by multi-path effects. However, 

in many deployments the wireless link may provide far higher Signal to Noise 

Ratio (SNR) than required and therefore this spreading unnecessarily 

decreases the datarate. Such an operation will prolong the transmission 

period of packets, which reduces the throughput and wastes energy. 

However, as the spreading code length is adjustable7, it is possible to employ 

a shorter spreading code to increase the data rate in higher SNR scenarios. 

Therefore, we are motivated to exploit this to improve the performance of 

WSN systems by finding the trade-off between transmission resilience and 

channel quality. 

There exist other approaches to achieve a similar improvement, the 

most popular of which is to adapt the modulation order, e.g. from 2-PSK to 8-

PSK. This scheme can offer more scalability within the varying wireless 

channel, but also requires more complexity. In the adaptive spreading code 

length, the system can switch the datarate by simply changing the mapping 

scheme with multiple code sets in the decoding stage. In contrast, adaption 

of the modulation order requires several modulation and demodulation 

functions to be utilised, entailing the reconfiguration of the whole receiving 

chain rather than just the digital decoding stage. As a result, the complexity 

                                            
7 Such feature can be easy implemented with very simple modification in the mapping stage of transceiver. 

Several IEEE 802.15.4 transceivers from Atmel and Freescale have already supported this incompatible 

function.  
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and energy consumption will increase for adaptive modulation order 

approaches. Considering the low cost and low energy nature of the WSNs, 

the adaptive spreading code length is a more reasonable solution. 

The expected system should be able to transmit packets at a datarate 

optimised to the SNR margin of the particular wireless link. Obviously, an 

optimisation process is required in the upper layer to decide when and how 

to adapt the spreading mode to achieve optimum performance. Such a 

mechanism should be able to identify the potential link capacity for each of 

the spreading code length modes, which is vital to utilise the adaptive 

spreading code length to increase the network performance. Therefore, in 

this chapter we try to propose an accurate estimation model for the error 

performance of different spreading modes in the AWGN channel. Later in 

Chapter 5, we will deal with how to estimate the channel quality with limited 

calculation resource.  

To better understand these problems, we base our analysis and 

experiment on a Commercial off-the-shelf (COTS) platform, the ATMEL 

AT86RF231 [21], which supports an evolution of the adaptive spreading 

code length from the IEEE 802.15.4 standard [16]. The standard employs 32 

chips DSSS to provide a fixed 250kbps data rate at 2Mchip/s. In the 

AT86RF231, three additional operating modes with spreading code lengths: 

4 chips, 8 chips and 16 chips along with the standard 32 chips mode are 

realised, which enable the experimental demonstration of the trade off 

between the data rate and the error performance. It is shown that the 

accuracy of error performance estimation is highly dependent on the 

composition of the spreading code sets. We examined the error performance 

for different spreading code lengths through an analytic approach and 

proposed an accurate model to estimate the error performance of an 

adaptive spreading code length scheme. To validate this model, we designed 

an attenuator based experiment to obtain the error performance of different 

modes. The experimental results have been compared with the analytic 

results to demonstrate the accuracy of proposed model.  

This chapter is organised as follows: The adaptive spreading code 

length technique has been briefly introduced in section 4.2. In section 4.3, we 
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present an analysis of the error performance of different spreading modes. 

An experiment based on a COTS platform is implemented to obtain the error 

performance for different spreading modes in section 4.4. The experimental 

results have been compared with the analytic model results to demonstrate 

the accuracy of proposed estimation model. To conclude, we summarise our 

findings and discuss some potential benefited applications in section 4.5. 

4.2 Adaptive Spre ading Code Length in IEEE 802.15.4 System 

In this work, we outline a performance estimation model for the 

adaptive spreading code length based on the IEEE802.15.4 architecture, 

which is one of the most popular physical layer solutions for wireless sensor 

networks. As introduced in Chapter 2, four information bits (a symbol) are 

used to select one of 16 code words from a nearly orthogonal code set to be 

transmitted during each data symbol period in the physical layer of IEEE 

802.15.4. Hence, the rate adaptation will be enabled by adjusting the length 

of these code words in the mapping stage, as shown in Figure 4.1. As the 

length of these code words increases, the data transmission rate decreases 

in addition to an increased SNR requirement. Such a scheme will be an 

evolution of the IEEE 802.15.4 solution, compliant in its basic mode and 

backwards compatible. The work in [50] proposed an adaptive spreading 

code length scheme based on this evolution and demonstrated the great 

potential of this technique, but due to hardware limitations a full experimental 

demonstration was not presented. Therefore, although proposed method in 

[50] is able to show the trends of different spreading code length, it may be 

hard to guide the practical implementation due to the loss of accuracy in 

error performance estimation.  
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Figure 4.1. Modification in the mapping scheme of IEEE 802.15.4 standard 

An accurate analytic model for the error performance of an IEEE 

802.15.4 based system must consider the coding effect of DSSS. We first 

refer to the analytic model of transmission error performance for IEEE 

802.15.4 systems coming with the standard [16], which is described by (4.1). 

This equation is obviously derived from the Bit Error Rate (BER) function for 

non-coherent 16-ary orthogonal signals using envelop detection method. As 

the spreading code set used by IEEE802.15.4 is not formed of a true 

orthogonal code set, such a model can only be considered as a roughly 

approximation and failed to be extended to other spreading lengths. For 

instance, some researchers have reported significant deviation between (4.1) 

and experimental results [91]. 

 ὄὉὙ 
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 (4.1) 

Another approach to calculate the BER performance of IEEE 802.15.4 

has been proposed in [51] by expressing the spectrum spreading effect as 

the combination of Coding Gain (CG) and Processing Gain (PG). Processing 

Gain is well studied for DSSS systems, and is commonly defined as: 
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 ὖὋ
ὲ

ὦ
 (4.2) 

where b is the number of bits carried in one symbol (in IEEE802.15.4 each 

symbol contains 4 bits of information) and  ὲ is the length of spreading code.  

Coding gain is much more complex, and is usually defined as the 

reduction in the required ὉȾὔ  due to the error performance properties of 

the coding. For a soft decision based demodulator, an approximate 

expression of coding gain can be estimated using equation (4.3) according to 

[51]: 

 ὅὋ ḙὯɇ
ὨӶ

ὲ

ὰὲς

Ὁὔ
 (4.3) 

where ὨӶ is the mean Hamming distance of a certain spreading code set. For 

the linear block code employed by IEEE 802.15.4, the Hamming distance 

can be bounded using the equation: 

 Ä ὲρ Ë
Î ρ (4.4) 

However, coding gain in a real implementation is usually far from the 

upper-bound provided by equation (4.3), which is believed to be highly 

related to the compromises made in choosing the code set. Therefore, 

although this approach is able to show the trends of different spreading code 

length, as shown in Figure 4.2, it is still not able to guide the practical 

implementation.  
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Figure 4.2. Theoretic BER Performance estimated using hamming distance method 
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performance and energy efficiency. An accurate error performance 

estimation model is critical when an adaptive spreading code length is to be 
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error performance and propose an accurate error performance estimation 
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performance increase. 
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AT86RF231 uses a hard decision scheme, which can be divided into a two 

step process. The first step demodulates the 32 chips before feeding them to 

the detector. It should be noted that the non-coherent differential MSK 

demodulation is usually employed instead of coherent O-QPSK 

demodulation to enable low cost and low complex transceiver design as 

discussed in [94;95]. The complexity of demodulation can be greatly 

simplified by removing the need for accurate frequency and phase 

synchronisation. It is well accepted that non-coherent demodulation for MSK 

system has the same error performance as non-coherent 2-FSK [96].  

The demodulated chip sequence will then be correlated with all the 

possible code words to generate the de-coded decision in the second step. It 

should be noted that the non-coherent MSK demodulation mechanism is 

implemented by comparing the phase different between the current chip and 

the previous chip. In other words, the direct demodulation output can be 

seen as a differential encoded variation of the original chip sequence. 

Therefore, in the correlation stage the system can either re-code the output 

result or re-code the code words. The later solution has been widely 

adopted, since the first choice requires a dynamic re-coding process. In this 

case, the spreading code set provided in the IEEE 802.15.4 regulation can 

not be directly used in the correlation stage, and the provided code set 

should be re-coded in advance following the differential approach instead. 

Such scheme has been examined and discussed in [97]. The re-encoded 

code sets for the demodulator have been provided in Table 4.1. Clearly, the 

first step should have same error performance as a non-coherent MSK 

system. The coding gain and processing gain is contributed by the de-

spreading process of the second step, as an incorrect decision can only be 

made when the number of error chips exceeds a certain threshold (defined 

as the largest number of chips that the code set can correct within each 

block of n chips, denoted as ὔ for the following discussion). 

A Monte Carlo simulation has been implemented in Matlab to 

determine the ὔ  performance of IEEE 802.15.4 code set. The results, 

shown in Figure 4.3, provide a better understanding of the effect of coding in 

IEEE 802.15.4: 
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¶ The ὔ  in this scheme is not a constant value. Instead, a normal 

distribution could better express the coding effect.  

¶ There is an imbalance among the code sets. It is clear that the code 

set can be divided into two groups: code word 1~8 and code word 

9~16. The first group has a higher mean value than the second group, 

as shown in Figure 4.3. 

 

Figure 4.3. Histogram of maximum tolerant number of the error chip 

We assume that the distribution of ὔ  is closely related to the exact 

composition of the code sets. Although the code set used for 250kbps mode 

has been provided by IEEE 802.15.4 regulation, the code sets employed by 

the other 3 modes are not revealed in the datasheet of AT86RF231 or any 

other documents. Therefore, we designed an experiment to obtain these 

code sets by using a Vector Signal Analyser to capture the RF signal from 

AT86RF231 and digitally down convert it to a baseband I-Q sequence. We 

then examined the baseband signal by comparing the phase difference 

between chips, which is a common differential MSK demodulation method. 

We have successfully demodulated the first 3 modes of 250kbps, 500kbps, 

and 1Mbps to determine the unique spreading code sets employed, which 

have been provided in Table 4.1. It was discovered that the 2Mbps mode 
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also employs a chip scrambling scheme to improve its spectral properties8, 

which results in different performance from the first 3 modes. Thus, it would 

require an entire different analytic model to predict error performance, which 

persuaded us to defer the study of the 2Mbps mode to future work.  

Table 4.1Spreading code sets employed by AT86RF231 in MSK format 

Symbol Code Length 32 Code Length 16 Code Length 8 

0x0 0x 6077AE6C 0x 68C5 0x 36 

0x1 0x 4E077AE6 0x 7A31 0x 1B 

0x2 0x 6CE077AE 0x 5E8D 0x 0D 

0x3 0x 66CE077A 0x 17A2 0x 46 

0x4 0x 2E6CE077 0x 45E9 0x 63 

0x5 0x 7AE6CE07 0x 317A 0x 31 

0x6 0x 77AE6CE0 0x 0C5E 0x 58 

0x7 0x 077AE6CE 0x 2316 0x 6C 

0x8 0x 1F885193 0x 173A 0x 49 

0x9 0x 31F88519 0x 05CE 0x 64 

0xA 0x 131F8851 0x 2173 0x 72 

0xB 0x 1931F885 0x 685C 0x 39 

0xC 0x 51931F88 0x 3A17 0x 1C 

0xD 0x 051931F8 0x 4E85 0x 4E 

0xE 0x 0851931F 0x 73A1 0x 27 

0xF 0x 78851931 0x 5CE8 0x 13 

Mean value of ╝▄ 8.8 3.15 0.77 

With knowledge of code sets obtained, it is now possible to build an 

error performance model for the adaptive spreading code length modes. In 

the IEEE 802.15.4 system, it is the chip stream, instead of the bit stream, 

that is transmitted in the channel, and received by the receiver. Therefore the 

energy per chip to noise spectral density ratio ( ὉȾὔ  ) should be equal to 

the SNR of the wireless channel as shown in (4.5). 

 ὉȾὔ ὛὔὙ (4.5) 

As discussed above, although the modulation is O-QPSK with half 

sine pulse shape filter, the demodulation used by the AT86RF231 is based 

on the non-coherent MSK system to avoid complex synchronisation. Thus, 

the Chip Error Rate (CER) function can be expressed as: 

                                            
8 This has been confirmed by the designer of this transceiver. 
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Therefore, a symbol is detected incorrectly only in the condition that 

more than ὔ  of the chips were demodulated in error. If ὔ  is a constant 

value, the Symbol Error Rate (SER) function can be defined as [98]: 

 ὛὉὙḙ 
ρ

ὲ
ɇ Ὦɇ

ὲ
ὮɇὅὉὙɇρ ὅὉὙ  (4.7) 

where n is the spreading code length for different modes, for instance 32, 16, 

8 respectively, ὸ is equal to the  ὔ  of current code set, and CER is defined in 

equation (4.6). However, since Figure 4.3 shows that ὔ  is a distribution 

rather than a constant value in the IEEE 802.15.4 system, equation (4.7) 

should be modified as: 

3ὉὙḙ 
ρ
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ɇ ὖɇ

ρ

ὲ
ɇ Ὦɇ

ὲ
ὮɇὅὉὙɇρ ὅὉὙ  (4.8) 

where c =16, is the number of code words in a code set and ὖ is the 

Probability Distribution Function (PDF) of ὔ  for current code word. 

We are now able to calculate the error performance for an IEEE 

802.15.4 system and its adaptive spreading code length evolutions, through 

equations (4.6) and (4.8). As a rough approximation, equation (4.7) with the 

mean value of ὔ  can be used. The mean values of ὔ  for different modes 

have also been provided in Table 4.1, and can be rounded to the nearest 

integer: 9, 3, and 1 respectively.  

4.4 Empirical Validation of th e Model 

4.4.1 Experiment setup  

To collect a reliable measurement from the practical implementation, a 

COTS (Commercial off-the-shelf) device based experiment has been 

designed and constructed using an attenuator system to implement a 

controllable AWGN channel, where the SNR can be accurately configured 

and all errors are caused by the additive noise. It should be noted that, in the 
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real deployment, WSN networks are posed with a wireless channel with 

fading effects as we discussed in Chapter 2. The error estimation models for 

the fading channel are usually complex and environment dependent (e.g. the 

degree of fading is location correlated), which makes it unaffordable in the 

low cost WSN platform. Therefore, we only discuss the AWGN based 

estimation model and use a controllable AWGN channel to validate the 

accuracy. This does not mean this scheme is only lab applicable. To make 

the proposed models works with the real deployment, we will discuss a new 

channel indicator in the next Chapter, which will consider the fading effect 

and generate a new indicator equalised to SNR value in AWGN channel to 

achieve the same error performance. As a result, these two schemes will 

work closely with each other to accurately estimate the capacity of the 

current channel state with affordable processing cost to enable deployment 

in low cost WSN platforms. 

Figure 4.4 describes the architecture of this experiment, while Figure 

4.5 shows a photo of the experiment. The RF signal from the transmitter will 

be fed to the attenuator system, consisting of a 6 dB fixed attenuator and an 

adjustable attenuator with a range of 0dB ~ 71dB. Using a Power Combiner, 

an emulated environment noise signal generated from an HP ESG4432B 

Vector Signal Generator has been added to the transmitted signal.  After that 

a Power Divider will split the signal to two even parts. One signal will be fed 

to the receiver, while another will be fed to a spectrum analyser to monitor 

the signal strength. Prior to the experiment, the whole transmission system 

has been characterised using an AGILENT 8714ET Vector Network 

Analyser.  

 

Figure 4.4. Experiment architecture to determine the error performance in an AWGN channel 
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Figure 4.5. Photo of Experiment setup to determine the error performance in an AWGN channel 

In the experiment, the transmitter has been configured to work in the 

saturated model9 using the IEEE802.15.4 un-slotted MAC protocol without 

ACK (the scheme is shown in Figure 4.6 and discussed in Chapter 2). The 

payload length of packet, transmitted power and spreading code length 

are configurable parameters within the experiment. The receiver will 

generate the statistical information of successfully received packets during 

each period (default value is 5 seconds in this experiment).  

 
Figure 4.6. IEEE 802.15.4 un-slotted MAC scheme 

4.4.2 Validation  of error performance estimation model  

The experiment result was first presented in the form of Packet 

Received Rate (PRR, defined as the received packet number compared with 

the maximum receivable packets number, which is equal to 1 - PER ) versus 

Received Signal Strength (RSS) as shown in Figure 4.7 by comparing the 

result with the maximum number of packets received per period in the 

                                            
9 In the saturated model, there will  always be a packet ready in the queue to be sent. 






































































































































































































