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Abstract

Flows in flexible tubes and vessels have been studied extensively in the past

with particular application to the cardiovascular and respiratory systems. How-

ever there have been few treatments of the lower urinary tract, which consists

of the bladder and urethra. This thesis concentrates specifically on the urethra

with the aim of giving insight into the evolving flow characteristics within the

vessel and mechanical responses of the vessel which give rise to fluid structure

interactions. Urethral modelling is an important area of research given the

social and economic costs involved in lower urinary tract dysfunction. In the

modelling, examination is given to slow and fast opening vessels where certain

exact analytical solutions are found along with numerical results. Following

this, fast and slow responses of the walls of the vessels are considered, where the

response is defined as the relative change in cross-sectional area for relatively

varying transmural pressure. These features are important for pathologies that

alter the characteristics of the vessel wall such as bladder outlet obstruction.

A change in the distensibility along the vessel resulting from pathologies or

normal transition through the various sections of the urethra is studied both

in terms of developing jump conditions based on a localised Euler region and

also over a comparatively short length scale giving rise to the Burgers equa-

tion; small amplitude instabilities are studied through the derivation of the

KdV equation. Following on from these mostly two-dimensional treatments,

three-dimensional systems are then studied. Consideration is given to the sec-

ondary flow effects driven by the tortuosity of a vessel in three dimensions. We

study cases of three-dimensional constriction, with main interest in the effects

of benign prostate hyperplasia or urethral stricture on the flow, where pressure

drops are demonstrated. Finally an appendix deals with the effects concerned

with a wide population, focusing on an allied problem of consumer choice.
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Chapter 1

Introduction

We begin with a discussion on urology, an excellent discussion of which is given

in [87] and proceeds in slightly modified form as follows.

Urinary incontinence and bladder instability are of major importance. The

number of patients with this problem and the potential economic impact are

staggering. In the USA alone there are an estimated 17 million people with

bladder control problems which costs around $ 26 billion per year to manage,

namely suggesting estimated costs of £1.4 billion per year to the National

Health Service in the UK (at 1990 prices) [14].

The micturition process, the process of voiding urine from the body, can

be visualised as a complex of neural circuits in the brain and spinal cord that

coordinate the activity of smooth muscle in the bladder and urethra, the vessel

connecting the bladder neck to the outside world. These circuits act like on-

off switches to alternate the lower urinary tract (LUT) between two modes of

operation, storage and elimination. The LUT is defined as the combination of

bladder and urethra and so its main function is storage and voiding of urine

as opposed to the upper urinary tract which is made up of the kidneys and

ureters whose function is to extract urine from the blood and transfer it to

the bladder. Injuries or diseases of the nervous system in adults can disrupt
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voluntary control of micturition resulting in bladder instability and so-called

urge incontinence [87]. Because of the complexity of the central nervous control

of the lower urinary tract urge incontinence can occur as a result of a variety of

neurological disorders. Urge incontinence may also be due to intrinsic detrusor

myogenic abnormalities, resulting in motor detrusor instability [87].

Urethral dysfunction can also be a cause of urinary incontinence. Increased

bladder outlet urethral resistance (essentially the pressure required to open the

urethra as a result of the material properties of the vessel) in men with benign

prostatic hyperplasia (enlargement of the prostate gland) and in young men

and women with detrusor-sphincter dyssynergia (spinal cord injuries, multiple

sclerosis) causes alteration of the bladder. Increased bladder outlet resistance

causes bladder remodelling and results in urge incontinence. It can also be

speculated that in patients with mixed stress and urge incontinence, stress can

cause urge incontinence. Leakage of urine into the urethra (stress incontinence)

may stimulate urethral effects that induce involuntary voiding reflex (urge

incontinence).

1.1 Relevant anatomy and biomechanics.

The bladder can be divided into two parts, first the body lying above the

ureteral orifices and second a base consisting of the trigone (a smooth trian-

gular region internal to the bladder with vertices formed of the two ureteral

orifices and the internal urethral orifice) and bladder neck. The construction

of the bladder wall differs from the discrete circular and longitudinal smooth

muscle layers in the ureter or gastrointestinal tract, being composed of myofib-

rils (elongated bundles of contractile protein) which are arranged into fascicles

(bundles of skeletal muscle) in random directions.

The bladder outlet is composed of the bladder base, urethra and external
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urethral sphincter (a circular muscle which constricts the urethra when con-

tracted; see figures 1.1 - 1.3). The urethra begins at the internal meatus (a

meatus is an opening or passage) of the bladder and extends to the exter-

nal meatus. In the male, four segments are readily identified. The first is

the preprostatic portion, or bladder neck. The prostatic urethra then extends

throughout the length of the gland, terminating at its apex. The membranous

urethra extends from the prostatic apex through the pelvic floor musculature

until it becomes the bulbous and penile urethra at the base of the penis. In

women, the urethra extends throughout the distal third of the anterior vagi-

nal wall from the bladder neck to the meatus. The urethra is comprised of

tissues that aid continence rather than a single discrete and visible sphincter.

A network of vascular subepithelial tissue (layer of tissue beneath the surface

or epithelial layer) in women contributes to a urethral seal effect.

It is debatable whether the detrusor or trigone muscles project into the prox-

imal urethra. Embryologic data support the concept of a separate origin for

muscles of the bladder and urethra. Histologic studies show that longitudinal

muscle of the bladder base extends into the urethra to form an inner longitudi-

nal layer. Striated and smooth muscle coalesce in the urethra and interdigitate

(interlock) with the fibrous prostatic capsule (tissue surrounding the prostate

gland). Conversely, there exists a complete and competent ring of smooth

muscle at the male bladder neck. Maintenance of continence in men and some

women with destruction of the opening of the bladder neck argues that the

bladder neck may not be the site of urinary continence.

The contractile properties of bladder smooth muscle cells are well suited for

either urine storage or release. Filling the bladder at a slow physiological rate

(approximately 1.4 ml min−1 [50]) maintains an intravesical pressure (pressure

within the vessel) of less than 10 cm H2O. Acute denervation (loss of nerve

supply) of the bladder does not appreciably alter the low filling pressure. This
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concept has been used to support a hypothesis that the intrinsic myogenic

or viscoelastic properties of cellular and extracellular components are major

contributors to low pressure bladder filling and compliance. Conversely neu-

ral input is required for the rapid and sustained smooth muscle contraction

accompanying voiding.
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Figure 1.1: Sketch of the lower urinary tract for females viewed from the front.

Labels are D, detrusor smooth muscle; T, trigone; SM, urethral smooth muscle;

DS, distal intrinsic urethral sphincter; PS, periurethral sphincter; BN, bladder

neck; O, ureteral orifices; C, connective tissue. This diagram is adapted from

that found in [40].
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Non-muscular 

Smooth muscle 

forms sphincters 

Figure 1.2: Sketch of the lower urinary tract for males viewed from the front

and left side respectively. Labels are D, detrusor smooth muscle; T, trigone;

SM, smooth muscle; DS, distal intrinsic urethral sphincter; PS, periurethral

sphincter; BN, bladder neck; P, prostate gland; MU, membraneous urethra;

PU, penile urethra; EM, external meatus; E, ejaculatory duct; O, ureteral

orifices. This diagram is adapted from that found in [40].
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Figure 1.3: Cross-sections of a human female urethra taken from [64] illustrat-

ing the changes in shape of the urethra from the external meatus (a) to the

bladder neck (f).
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1.2 The structure of the male urethra

The following comes from [16], [57], [13] and [3], in a slightly modified form

due to the author. The male urethra is approximately 20 cm in length and a

sketch can be seen in figure 1.2 taken from [40]. The urethra consists of four

regional parts, as mentioned earlier, the preprostatic, prostatic, membranous

and spongiose parts. Except during the passage of fluid along it, the urethral

canal is a mere slit. In the prostatic part the slit is transversely arched, in

the membranous portion it is stellate (a cross-section that is star shaped), in

the spongiose portion it is transverse and at the external orifice it is sagittal

(a slit at right angles to the transverse shape). The urethra passes downwards

except at the spongiose part where it turns forward in the bulb of the penis

resulting in an abrupt angulation.

1.2.1 Preprostatic part

The preprostatic part has a stellate lumen and is approximately 1-1.5 cm

long. It extends almost vertically from the bladder neck to the base of the

prostatic gland. The smooth muscle bundles surrounding the bladder neck and

preprostatic urethra are arranged as a distinct circular collar which becomes

continuous distally with the capsule of the prostate gland.

1.2.2 Prostatic part

Approximately 3-4 cm long, it is the widest and most dilatable part of the

urethra [3]. It tunnels through the substance of the prostate closer to the

anterior than the posterior surface (closer to the front than the back) of the

gland. It is continuous above with the preprostatic part and emerges from

the prostate slightly anterior to its apex. Throughout most of its length the

posterior wall possesses a midline ridge, the urethral crest (also known as the



CHAPTER 1. INTRODUCTION 28

verumontanum), which projects into the lumen, the wall of the urethra, caus-

ing it to appear crescent shaped in transverse section, see chapter 6. At the

midpoint of the bladder neck and the prostate apex it encounters an abrupt

anterior angulation of its posterior wall, the angle of deviation being approx-

imately 35 degrees [3]. It is widest at the middle and narrowest below this

where it joins the membraneous part.

1.2.3 Membraneous part

This is the shortest and least dilatable part. It has a stellate cross-section

(star shaped). Except for external orifice, the exit of the urethra, it is the

narrowest section. It descends with a slight vertical concavity from prostate to

the bulb of the penis and is approximately 2 cm in length. The wall consists of

a muscle coat separated from the epithelial lining, the surface of the vessel wall,

by a narrow layer of fibroelastic connective tissue. It is the site of sphincteric

activity in the male urethra.

1.2.4 Spongiose part

Contained in the corpus spongiosum penis, this part is approximately 15 cm

in length. It extends from the end of the membranous urethra to the external

urethral orifice on the glans penis. It has a narrow lumen with a uniform

diameter of approximately 6 mm and forms a transverse slit. The proximal

part is surrounded by the bulbospongiosus muscle, commonly known as the

bulb of the urethra. Contraction of this muscle assists in emptying the urethra

at the end of voiding. Sphincteric activity in the male urethra is traditionally

attributed to a sphincter derived from fibres of the levator ani which surrounds

the membranous urethra as it penetrates the pelvic floor. However, although

fibres from the levator ani form a peri-urethral sling this does not constitute a
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complete muscle ring. The main contribution to the distil sphincter mechanism

is from muscles within the urethral wall itself. As well as the inner layer of

smooth muscle, the urethral musculature has an outer circular layer of striated

muscle fibres (rhabdosphincter); these fibres are designed for prolonged tonic

contraction (slow twitch fibres). Although the peri-urethral sling of pelvic

floor muscles is not capable of sustained contraction it can contract rapidly to

constrict the urethra for short periods (fast twitch fibres). This may contribute

to continence during the sudden rise in intravesical pressure seen, for example,

with coughing or straining. The distal sphincter mechanism exerts a higher

closure pressure than the bladder needs and is a more potent sphincter in terms

of maintaining closure.

1.3 The structure of the female urethra

The following description of the female urethra may be found in the 2ndinternational

consultation on incontinence [3]. The female urethra is between 3 and 4 cm

in length, beginning at the internal meatus of the bladder and terminating at

the external meatus just above the vaginal opening. A sketch of the urethra

can be seen in figure 1.1 and is taken from [40]. Five regions can be identified,

each approximately one fifth of the total length. The first fifth is surrounded

by the vesical neck or bladder neck. The next two fifths are encircled by the

sphincter urethrae (also known as the external sphincter) and smooth muscle.

The fourth section contains the compressor urethrae (an arch shaped mus-

cle structure which generally does not completely encircle the urethra) and

urethrovaginal sphincter (a muscle structure that surrounds the urethra and

vagina). The final section of the urethra lacks contractile tissue.

The striated sphincter, consisting of the sphincter urethrae, compressor ure-

thrae and urethrovaginal sphincter, can be contracted to increase urethra clo-
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sure during times of urgent need [3]. Micturition occurs when bladder pressure

exceeds urethral pressure, produced by the simultaneous contraction of the de-

trusor muscle within the bladder wall and relaxation of striated and smooth

sphincters.

Smooth muscle appears in the urethral wall, beneath the outer striated

muscle layer previously described. The majority of this tissue is orientated

longitudinally and appears to be active during micturition with the effect of

shortening and widening the urethral lumen (opening through which the urine

travels), aiding in the voiding of urine [3].

A cross-section of a female urethra can be seen in figure 1.3 taken from

[64] and helps to illustrate the changing and non-uniform nature of the lumen

cross-section.

1.4 Aim of the thesis

The urethra, in males, is a long winding and distensible tube whose physical

properties can have profound influences over the efficiency of voiding. A rise

in the resistance offered by the urethra can have profound effects on the whole

LUT. The present study addresses the fluid-structure interaction associated

with the urethral resistance and urinary flow.

Current urodynamic tests tend to be invasive [2], [13] and so it is helpful

to produce mathematical models that help validate current tests and identify

underlying pathologies. Typical urodynamic examinations involve the mea-

suring of bladder pressure through the use of a catheter which passes through

the urethra or through the abdominal and bladder walls [40]. A measurement

of abdominal pressure taken through the rectum serves to recover a detrusor

pressure applied at the bladder wall. During the examination the bladder is

slowly filled with X-ray contrast medium via a catheter whilst measurements



CHAPTER 1. INTRODUCTION 31

of pressure are made. Once the bladder is full the clinician will ask the patient

to micturate into a device to measure the flow rates and volumes. Pressures

and shapes within the bladder and urethra may be recorded at the same time

in order to examine pathologies (urethral profile profilometry [1]). Impor-

tant quantities, for a urologist, are pressure, volume and flow rate. It is also

clear that it is also therefore important that informative noninvasive diagnostic

techniques be devised in order to avoid discomfort for patients.

The main aim of the present work is to understand the physical properties of

the LUT, in particular the urethra (a companion study [85] on the modelling of

the bladder has been simultaneously carried out by Marios Tziannaros at UCL)

and the corresponding flow behaviour in order to gain better insight and also to

aid development of new predictive tests. Although the male urethra has been

kept in mind during this work with regard to a relatively long, distensible and

tortuous tube, in principle the ideas can be applied to the female urethra also.

Studied are the effects of urethral length, tortuosity and variable cross-sectional

dimensions on the contained fluid flow as well as the effects of distensible walls.

It should be noted here also that measurements of pressure within the bladder

and urethra can be affected by the measuring catheter itself as has been noted

in [35] and [65], although this effect is not considered in this work.

1.5 Distensibility

The urethra is a distensible tube such that, when filled with fluid, the cross-

sectional area of the lumen depends on the pressure [40] and so a mathematical

relation is taken to exist between the fluid pressure and cross-sectional area.

A typical relation for a uniform thin walled elastic tube can be seen in figure

1.4 which holds for many such tubes, for example large arteries [62] or latex

tubes. The relation is for a thin walled elastic tube with undisturbed radius
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Figure 1.4: Sketch of a tube law (pressure-area relation) for a thin walled

elastic tube with approximate (simplified) wall shapes. [40],[62],[71].

r0 and wall thickness h. An excess pressure pe within the tube must generate

a circumferential tension r0pe per unit length of the tube. This circumferen-

tial tension pulls on an area h of the tube material per unit length, giving a

circumferential tension stress (force pulling on unit area normal to that force)

r0pe/h. For a thin walled tube (h ≪ a) the magnitude of the circumferential

stress greatly exceeds the magnitude of the radial stress. The corresponding

circumferential strain is written r0pe/Ēh where the elastic behaviour of the

tube material under small stress is represented by modulus Ē.
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1.6 Typical values

Typical values in SI units of the quantities just mentioned are

h0 = 5× 10−4m, (1.1)

Ē = 104N m−2, (1.2)

ν = 0.5, (1.3)

A0 = 3× 10−5m2, (1.4)

where h0 and A0 are the vessel wall thickness and cross-sectional area when

the tube is at rest, Ē(x) is Young’s modulus and ν is the Poisson ratio of the

vessel wall [18].

The dynamic viscosity and density of urine are both similar to that of water

[17], giving approximate values of

ρ = 103kg m−3, (1.5)

µ = 10−3kg m−1s−1, (1.6)

respectively.

From Griffiths [40], the bladder volume is approximately 350-500 ml and

typical maximum outflow is 25ml s−1 with an approximate urethra radius of

3mm. A typical urethral velocity is given by

u0 ≈ 1m s−1. (1.7)

In tests carried out by Griffiths he found upper limits on flow speed to be ap-

proximately 2.1-2.2ms−1 with a max flow rate of 25.5(±1) ml s−1 [38]. He also

found [39] that over much of a micturition there is little variation of flow rate

(being about 20-40ml s−1) which is also independent of initial volume. Also

found was an opening/closing pressure of approximately 25cmh2O (2500Pa).

If we now define the Reynolds number Re for the urethra as

Re =
ρu0L

µ
, (1.8)
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we then find an approximate Reynolds number of

Re = 7000, (1.9)

See also [40], [64].

1.7 Review

There have been numerous computational studies of cardiovascular flows and

a large number of analytical studies of the same subject [47], [58], [59], [41],

[72], [61], [71], [62]. There have also been a fair number of experimental studies

and measurements concerning the lower urinary tract (LUT) and its various

different aspects [17], [3], [2], [64], [40]. As far as we know however the present

work taken together with the concurrent investigation of the bladder in the

thesis of [85] is the first to bring a combined analytical and computational effort

to bear on the LUT. The present work has the additional aim of advancing

models and techniques within the area, in a sense. This study is centred

on an applied mathematical basis and takes account spatially of both two-

dimensional and three-dimensional unsteady flow features. It is built upon

the pioneering work of Griffiths [40] on two-dimensional and axisymmetric

modelling.

We hope the present work will open up the subject further and lead on

to more investigations along similar lines for the general area, whether from

an experimental, computational or applied-mathematical viewpoint, or indeed

from an interdisciplinary mixture of those viewpoints.

Interesting reviews are by: Grotberg and Jensen [41] as well as [73] including

discussions of soft walled tubes and steady flow; Oates [58], on large amplitude

waves [59] application; and Jensen on airways [47]. These are only loosely

connected with the current study, in contrast with the review of Griffiths [40]

as described earlier in the introduction.
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1.8 Structure of the present thesis

The thesis is divided into two parts, the first being dedicated to a mathemat-

ical model of the urethra and its fluid-structure interactions. The second part

departs from the physical model and examines, instead, heterogeneous popu-

lations with the aim of application being the decision of treatment by GPs or

surgeons for an individual displaying a set of symptoms. The link between the

two parts is discussed later in the thesis.

Part one begins with the derivation of a quasi-one dimensional model for

inviscid flow through a long distensible vessel valid for relatively small tortu-

osity. The pressure-area relation is introduced in chapter 2 and then solutions

are sought for both abrupt and gradual openings of an initially closed or undis-

turbed vessel. Following this, short-scale alterations in tube distensibility are

considered, leading to the consideration of an Euler-region and corresponding

jump conditions.

The quasi-one dimensional model is further studied in chapter 3 for gradual

openings with an aim to developing a numerical scheme. In almost all cases of

real concern throughout this study the governing equations are nonlinear and

computational investigation is called for but this is complemented by analysis

involving exact solutions (which tend to be illuminating in general) and asymp-

totic solutions (which open up wider application). Within the framework of

gradual openings, the special cases of relatively rapid openings, fast-response

and slow-response vessels are examined asymptotically in chapter 3 as these

turn out to be of much interest and lead on to further progress subsequently.

Two-dimensionality is tackled next for both fast and slow response vessels with

new solutions being found as a result.

Chapter 4 concerns fully numerical solutions and begins with a simple finite-

difference scheme which suffices to find solutions for the quasi-one dimensional

model of chapters 2 and 3. Changes in distensibility are again examined, re-
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sulting in a forced Burgers equation for which numerical solutions are obtained

and analysed.

Chapter 5 moves on to three-dimensional effects, initially in a longitudinal

system with a first attempt at understanding the influences of vessel tortuosity

and subsequently in both longitudinal vortex systems and three-dimensional

interactive inviscid boundary layer systems for fast-response walls.

Chapter 6 looks at the important case of a constriction in three dimensions

which may be taken as an approximation to the prostatic part of the male

urethra, see section 1.2. Solutions are found numerically for a number of test

cases.

The second part of the thesis is described in chapter 7. Here a different

approach at modelling is taken, concerned more with the decision making

involved for a heterogenous population displaying different pathologies. The

work can be seen as modelling choice or perhaps the probabilities of operations.

Finally in chapter 8 we have a discussion of the work set out in this study

as well as recommendations for further study.
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Chapter 2

Derivation of the long-tube

equations

2.1 Dimensional equations.

In dimensional terms the derivation of a long tube approximation, where cross-

sectional length scales are much smaller than the typical longitudinal length

scale, can be obtained in the following way which is similar to that in [71].

The flow-structure interactions discussed in this chapter are essentially two-

dimensional or axisymmetric. We consider a vessel of length L with centreline

curve s(x) and cross-sectional area A(s, t), where x is the Cartesian coordinate

vector in three dimensions and t is time. The cross-sectional area A here

generally varies with time, i.e. evolves, as well as being dependent on position.

Assuming the local curvature to be sufficiently small the axial direction and

distances may in fact be described by the Cartesian coordinate x as shown in

figure (2.1), with say x = 0 representing the left-hand entry position of the

fluid flow.
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Figure 2.1: The “one-dimensional vessel”. Above, the original slowly vary-

ing vessel (not to scale), and below, the one-dimensional orientation. Figure

adapted from [71].
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Now the unknown cross-sectional area can be defined by

A(x, t) =

∫∫

S

dydz, (2.1)

where S(x, t) = {(r, θ, t) : 0 6 r < R(x, t), 0 6 θ < 2π} gives the cross-

section of the tube at an axial position x at time t with R(x, t) being the

unknown representative radius of the tube. As a first approximation the tube

is taken to be axisymmetric (i.e. a circular cross-section although in reality

the urethra has in general a non-circular cross-section, see sections 1.1 - 1.3).

Then equation (2.1) simplifies to

A(x, t) = πR2(x, t). (2.2)

The average velocity and pressure, taken over a cross-section, may also be

defined with

u(x, t) =
1

A(x, t)

∫∫

S

û(x, y, z, t) dydz, (2.3)

p(x, t) =
1

A(x, t)

∫∫

S

p̂(x, y, z, t) dydz, (2.4)

where û(x, y, z, t) and p̂(x, y, z, t) are the unknown axial velocity and pressure

within the tube. A new independent variable can also be introduced, namely

the volume flux given by

Q(x, t) = A(x, t)u(x, t) =

∫∫

S

û(x, y, z, t) dydz. (2.5)

There are therefore three variables, either (A, u, p) or (A,Q, p), and so three

governing equations are required. These are derived from conservation of mass

and conservation of momentum along with a constitutive equation relating the

local cross-sectional area to the local internal pressure. The fluid is assumed

to be incompressible and Newtonian, and so its density ρ and viscosity µ are

constant.
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2.1.1 Mass conservation.

For a control volume, for which we take the segment where x is in the range

∈ (0, L) as shown in figure (2.1), conservation of mass requires that the rate

of change of mass within the control volume is equal to the net mass flux into

that volume. Thus the balance implied here is

ρ
dV (t)

dt
= ρQ(0, t)− ρQ(L, t), (2.6)

where V is the volume of the control volume and the right-hand side stands for

the net mass flux. This balance may be rewritten in terms of the integrated

area and the flux gradient as

ρ
d

dt

{
∫ L

0

A(x, t) dx

}

= −ρ
∫ L

0

∂Q

∂x
dx, (2.7)

and so after rearrangement the equation

ρ

∫ L

0

(

∂A

∂t
+
∂Q

∂x

)

dx = 0 (2.8)

follows.

As the control volume is arbitrary (2.8) must hold for any length L and

so the integrand there must be identically zero. The one-dimensional mass

conservation equation is therefore obtained,

∂A

∂t
+
∂Q

∂x
=
∂A

∂t
+
∂(uA)

∂x
= 0, (2.9)

using also the identification of Q with uA.

2.1.2 Momentum balance.

Considering again the same control volume, conservation of momentum states

that the rate of change of momentum within the control volume plus the net

flux of momentum out of the control volume must equal the applied forces on

the control volume.
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Firstly, the rate of change of momentum in the volume is given by

d

dt

{
∫ L

0

(
∫∫

S

ρû dydz

)

dx

}

=
d

dt

{
∫ L

0

ρQ dx

}

=

∫ L

0

ρ
dQ

dt
dx. (2.10)

Secondly the net flux of momentum out of the control volume is given by
∫∫

S

ρû2 (L, y, z, t) dydz −
∫∫

S

ρû2 (0, y, z, t) dydz, (2.11)

recalling that the ends are at x = 0, L. However, a momentum flux correction

factor ‘α’ which accounts for the nonlinearity of the sectional integration in

terms of the local velocity û is introduced such that
∫∫

S

ρû2 (x, y, z, t) dydz = ρA (x, t) u2 (x, t)α (x, t) , (2.12)

which defines α as the ratio of actual momentum flux to the momentum flux of

the equivalent one dimensional system with α > 1. So equation (2.11) becomes

ρ
{(

αu2A
)

x=L
−
(

αu2A
)

x=0

}

= ρ

{(

α
Q2

A

)

x=L

−
(

α
Q2

A

)

x=0

}

. (2.13)

Finally here the applied forces are contributed to by both viscous and pressure

forces as given by

(pA)x=0 − (pA)x=L +

∫ L

0

(
∫

∂S

p̂nx ds

)

dx+

∫ L

0

f dx. (2.14)

Here the third term is the contribution at the wall with ∂S denoting the

boundary of the cross-section S and nx the x-component of the surface normal,

while f is the frictional force per unit length. Constant cross-sectional pressure

and axisymmetry mean that, in (2.14),
∫ L

0

∫

∂S

p̂nx dsdx =

∫ L

0

p
∂A

∂x
dx. (2.15)

Combining equations (2.10), (2.13) and (2.14) the momentum conservation for

the control volume in the form
∫ L

0

ρ
dQ

dt
dx+

(

ρα
Q2

A

)

x=L

−
(

ρα
Q2

A

)

x=0

=

(pA)x=0 − (pA)x=L +

∫ L

0

p
∂A

∂x
dx+

∫ L

0

f dx

(2.16)
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is obtained.

Using next

(

ρα
Q2

A

)

x=L

−
(

ρα
Q2

A

)

x=0

=

∫ L

0

∂

∂x

(

ρα
Q2

A

)

dx (2.17)

and

(pA)x=0 − (pA)x=L = −
∫ L

0

∂ (pA)

∂x
dx, (2.18)

as well as the fact that the control volume is arbitrary, equation (2.16) gives

conservation of momentum as

dQ

dt
+

∂

∂x

(

α
Q2

A

)

= −A
ρ

∂p

∂x
+
f

ρ
, (2.19)

a form which is used later.

2.1.3 Pressure-area relationship (wall law).

In order to close the system a relationship between pressure and area is now

needed. A direct functional relationship of the simple form p = p(A) is assumed

[61]. From this functional form a definition of distensibility can be defined,

D =
1

A

dA

dp
. (2.20)

A simple representative wall law is

p = pext + β (x) (An −An
0 ) , (2.21)

where the coefficient of proportionality is dependent on the x location,

β (x) =

√
πh0 (x) Ē (x)

(1− ν2)A0 (x)
, (2.22)

and pext, A0, n are constants. A function of this form has been used to describe

elastic vessels such as large blood vessels ([71], [61]) as well as a similar form

for the urethra in [40] and [78]. In [71] a value of one half was chosen for the
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power n as a consequence of Laplace’s law, but a value of n > 1/2 may be

used [19] in order to account for a non-linear stress-strain response so that the

cross-sectional area changes slower at higher pressures. Faster and slower rates

of wall response are studied later in this thesis, in chapter 3. Also here h0 and

A0 are the vessel wall thickness and cross-sectional area when the tube is at

rest such that (p, u) = (pext, 0), whereas Ē(x) is Young’s modulus (which is

the ratio of tensile stress to tensile strain), pext is the external pressure and ν is

the Poisson ratio, which is taken to be close to one half since biological tissue

is practically incompressible [71], giving a material close to rubber. It can be

seen from equation (2.20) that, for a fixed cross-sectional area, an increase in

β will result in a less distensible tube. From the typical values found in section

1.6 it can be seen that typically

β ∼ 106, (2.23)

which is similar to the elastic constant value of 105 dyn cm−2 used by Griffiths

[37].

2.1.4 Governing equations for the (u,A) system.

Equations (2.9), (2.19) and (2.21) form the governing equations for the (p, A,Q)

system; however, the equations may be rewritten to form governing equations

for the (u,A) system. Firstly equation (2.19) is written in the form

u

{

∂A

∂t
+
∂ (uA)

∂x

}

+ u
∂ ((α− 1) uA)

∂x

+ A

{

∂u

∂t
+ αu

∂u

∂x

}

= −A
ρ

∂p

∂x
+
f

ρ
.

(2.24)

By use of equation (2.9) the first bracket is zero. The assumption of inviscid

flow means usually in the absence of incoming vorticity that we will have plug

flow and so have values of α = 1 to account for a flat velocity profile while
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f = 0 due to lack of viscous forces. Our dimensional system is thus now

∂A

∂t
+
∂ (uA)

∂x
= 0, (2.25)

∂u

∂t
+ u

∂u

∂x
= −1

ρ

∂p

∂x
, (2.26)

p = pext + β (An − An
0 ) , (2.27)

in full.

For β constant, equations (2.26) and (2.27) are combined to give

∂u

∂t
+ u

∂u

∂x
= −nβ

ρ
An−1∂A

∂x
, (2.28)

for u,A as functions of x and t. The (u,A) system is thus (2.25) with (2.28).

We prescribe boundary conditions at the start of the vessel to be taken as

outflow from the bladder, with the vessel initially closed.

We should mention in passing that the position of the front of the opened

urethra model is to be determined. Also reference is appropriate to other works

including Huppert [44] plus related papers on gravity currents and fronts.

2.1.5 Characteristic system for constant β.

A system of characteristics is now sought. Letting

U =





A

u



 , (2.29)

H =





u A

nβ
ρ
An−1 u



 , (2.30)

the system (2.25), (2.28) can be written in the form

∂U

∂t
+H

∂U

∂x
= 0. (2.31)

The matrix H here has two eigenvalues given by

C± = u±
√

nβ

ρ
An, (2.32)
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which are also the characteristics. In order to decouple equations (2.31) the

matrix H is diagonalised such that H = L−1ΛL, where

Λ =





C+ 0

0 C−



 , (2.33)

and it is found that

L =





1
A

√

nβ
ρ
An 1

− 1
A

√

nβ
ρ
An 1



 (2.34)

after some working.

Now introducing a change of variables ∂W
∂U

= L where W = (W+W−)
T

and multiplying equation (2.31) by L there are obtained two decoupled wave

equations:

∂W+

∂t
+ C+

∂W+

∂x
= 0, (2.35)

∂W−

∂t
+ C−

∂W−

∂x
= 0. (2.36)

The Riemann invariants for the system are therefore given by W and these are

found to be

W± =

∫ u

u0

du±
∫ A

A0

1

A

√

nβ

ρ
AndA

= u− u0 ±
√

4β

nρ

(

A
n
2 − A

n
2

0

)

.

(2.37)

We may take u0 = 0 as we define A0 to be the cross-sectional area taken by the

vessel when at rest. The significance of the Riemann invariants here is that

they are conserved values along each characteristic curve.

2.2 Non-dimensionalisation

We may now non-dimensionalise our governing equations (2.25)-(2.27). This is

done by introduction of non-dimensional variables given by x = Lx̄, u = Uū,
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p = P p̄, A = Âā and t = L
U
t̄ with bars denoting order one dimensionless vari-

ables. Here L is our long axial length scale (which can be taken as 17 cm say,

the average urethral length in males as discussed - chapter 1), U is a charac-

teristic axial velocity (taken as 1-4ms−1 say, a velocity calculated based on the

length of the urethra and average micturition time), P is a typical wall-effect

pressure and Â a typical cross-sectional area. Equation (2.26) suggests that

P = ρU2 in order to maintain balance of terms. If we now non-dimensionalise

β such that β = Bβ̄ for β̄ of O(1), we find from equation (2.27) a balance for

B = U2

Ân
. The non-dimensional governing equations are therefore given by

āt̄ + (ūā)x̄ = 0, (2.38)

ūt̄ + ūūx̄ = −p̄x̄, (2.39)

p̄ = p̄ext + β̄ (ān − ān0 ) , (2.40)

with constants p̄ext =
pext
P

and ā0 =
A0

Â
and subscripts denoting partial deriva-

tives. For convenience bars are now removed and rewriting equations (2.38)

to (2.40) yields

at + (ua)x = 0, (2.41)

ut + uux = −px, (2.42)

p = pext + β (an − an0 ) . (2.43)

2.3 Early times; the opening of the vessel.

In order to gain some insight into the system we first examine the governing

equations for small time (t≪ 1). In particular we are thinking of the start of

micturition, with the vessel beginning to open from the neck of the bladder.

In the following we examine two cases, one in which the vessel’s cross-sectional

area is of order one and the other with the vessel’s cross-sectional area opening
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on a scale tk, thus opening more gradually than the first case if k is positive

and more abruptly if k is negative. In the following we take β to be a constant.

2.3.1 Similarity solutions for abrupt openings.

It is assumed here that the effective area, tube width or gap width a is of O(1)

for all time. Taking equations (2.41) to (2.43) we find that in order to balance

terms we must have a ∼ 1, u ∼ 1 and x ∼ t (here we are thinking u2 ∼ an).

Solutions of the following form are therefore sought,

a = a1(η) +O(tm), (2.44)

u = u1(η) +O(tm), (2.45)

where the unknown power m > 0 and we define

η =
x

t
of O(1), (2.46)

at this point we can see that (2.46) agrees with the characteristics (2.32) found

above in section 2.1.5. Substitution into equations (2.41) to (2.43) and combin-

ing the latter two equations gives to leading order the two coupled nonlinear

ordinary differential equations which form a nonlinear pair,

−ηa′1 + (u1a1)
′ = 0, (2.47)

−ηu′1 + u1u
′
1 + nβa

(n−1)
1 a′1 = 0, (2.48)

where primes denote differentiation with respect to the similarity variable η.

Dropping subscripts and making a substitution û = u − η, equations (2.47)

and (2.48) become respectively

ûa′ + (û′ + 1) a = 0, (2.49)

(û′ + 1) û+ nβa(n−1)a′ = 0. (2.50)
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Taking a suitable linear combination of the above two equations then leads to

the following requirement,

(

û2 − nβan
)

a′ = 0. (2.51)

The option a′ = 0 is discarded as this corresponds to a trivial solution (velocity

and cross-sectional area being constants). Instead, taking û2 = nβan and

differentiating gives 2
n
ûû′ = nβa(n−1)a′. Substituting for a in equation (2.50)

and discarding the possibility û = 0 it is found that
(

2

n
+ 1

)

û′ = −1. (2.52)

Upon integrating to find a solution for û the relation between û and a can be

used to find the solution for a. After transforming back to the original variable

u there is now a solution to equations (2.47) and (2.48) of the form

u =
2

2 + n
η + c, (2.53)

a =

(

1

nβ

)
1

n
(

c− n

2 + n
η

)
2

n

. (2.54)

Here c is a constant of integration to be determined. In order to maintain

the condition a > 0, which is required for a realistic solution corresponding to

the biology (i.e. the urethra is open), the solution is valid only in the range

0 6 η 6
2+n
n
c and this acts to determine the length of opened tube: we can

identify η1 = 2+n
n
c as the speed of the front. Then, as η → η1, u → η1 (the

fluid velocity is equal to the front velocity) and a→ 0 (i.e. closure of the gap

occurs at the moving front position) as expected.

It is found by substituting equations (2.53) and (2.54) into the full governing

equations (2.41) to (2.42) that they are valid for all time and are therefore full

solutions of the nonlinear partial differential system, of the form

u(x, t) =
1

2 + n

(

2
x

t
+ nẋf

)

, (2.55)

a(x, t) =

(

n

β (2 + n)2

(

ẋf −
x

t

)2
)

1

n

, (2.56)
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where 0 6 x 6 xf (t) gives the vessel’s open length at any time and u = ẋf (t) =

η1 at the front x = xf (t) = η1t, reconfirming that the flow speed of the fluid

and the front speed of the opening vessel are the same. Here xf(t) gives the

position of the moving front and hence the length of the opened tube.

The similarity solutions for the cases n = 1/2, n = 2 and n = 100 are

presented in figures 2.2 - 2.4 where a value of a(0, t) = 1 is fixed, thus setting

u(0, t) and ẋf . The results are much the same as each other with the continued

opening of the urethra as xf increases with time clearly seen. The effect of

the n parameter can be seen affecting the wall response and front speed. The

results also lead into the studies in depth below on the influences of gradual

or rapid opening (the k effect) and fast- or slow- response vessel walls (the n

effect).

2.3.2 Similarity solutions for gradual openings.

It is possible to follow the same method outlined above (in section 2.3.1) for

the case of the cross-sectional area being comparable to a general power of

time; in terms of micturition, this is equivalent to stating that the tube opens

on a lateral scale which is of the order of tk. So, starting from the assumption

that the effective tube width a ∼ tk (for k some given positive value say), it

follows from the orders of magnitude in equations (2.41) to (2.43) that the

following balances hold: a ∼ tk , u ∼ t(kn/2) and x ∼ t(kn/2+1). This implies

the use in the axial direction of the similarity variable

η = xt−(
kn
2
+1) = O (1) . (2.57)

Now solutions of the form

a = a1(η)t
k +O(tm), (2.58)

u = u1(η)t
kn
2 +O(tM), (2.59)
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Figure 2.2: Similarity solution showing gradual opening of an initially closed

vessel for n = 1
2
and β = 1 showing velocity (dashed line) and cross-sectional

area (solid line) for t = 0, 0.1, 0.2, . . . , 1. Values at the vessel opening are

a(0, t) = 1 and u(0, t) = 1√
2
and are found from equations (2.55) and (2.56).
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Figure 2.3: Similarity solution showing gradual opening of an initially closed

vessel for n = 2 and β = 1 showing velocity (dashed line) and cross-sectional

area (solid line) for t = 0, 0.1, 0.2, . . . , 1. Values at the vessel opening are

a(0, t) = 1 and u(0, t) =
√
2 and are found from equations (2.55) and (2.56).
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Figure 2.4: Similarity solution showing gradual opening of an initially closed

vessel for n = 100 and β = 1 showing velocity (dashed line) and cross-sectional

area (solid line) for t = 0, 0.1, 0.2, . . . , 1. Values at the vessel opening are

a(0, t) = 1 and u(0, t) = 10 and are found from equations (2.55) and (2.56).
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are sought, where m > k and M > kn/2.

Substituting back into equations (2.41) to (2.43) and dropping subscripts,

there is now to leading order the coupled pair of ordinary differential equations

ka−
(

kn

2
+ 1

)

ηa′ + ua′ + au′ = 0, (2.60)

kn

2
u−

(

kn

2
+ 1

)

ηu′ + uu′ + nβan−1a′ = 0, (2.61)

where the primes denote differentiation with respect to η. One solution may

be found for the special case n = 2 with u = a. In this case it remains to solve

ka− kηa′ + 2aa′
(

1− η

2a

)

= 0, (2.62)

from which it is found

η = 2a
(

1− ca1/k
)

, (2.63)

an implicit equation for a(η). Here c is a constant, which we may set as unity if

we take a (0) = 1. This gives, as can be seen in figure 2.5, a solution a(η) which

encounters a square root singularity and never reaches zero. The solution here

is clearly not realistic physically but it is interesting in that it highlights the

mixed-boundary-value nature of the mathematical problem for the evolving

flow, in addition to the effects of the parameter k. No closed-form solutions of

interest seem to exist in the general case however. The system (2.60), (2.61)

is examined in greater detail in chapter 3.
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Figure 2.5: Plot of a against η for the special case n = 2 with u = a for values

of k = {0.01, 0.1, 1, 2, 10, 100}.

2.4 Short-scale alterations in tube properties

and discontinuities in the long-scale

An abrupt alteration in tube properties, such as at a sudden bend or change

in distensibility, can be incorporated into the long-scale theory through the

implementation of jump conditions. This is achieved by assuming that the

alteration occurs over a much shorter length scale than the characteristic length

scale of the tube, L≫ 1, as follows.

From the long-scale governing equations (2.25), (2.28) a balance U
T
∼ U2

L
is

observed, where U is the characteristic axial velocity and T is the characteristic

time-scale. From this it is given that T ∼ L
U
.

The short-scale flow is taken to be governed by the two-dimensional Euler
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equations,

ux + vy = 0, (2.64)

ut + uux + vuy = −Px, (2.65)

vt + uvx + vvy = −Py, (2.66)

if we now consider (x, y) of O(1). We have that the flow is driven by an input

u ∼ U over a time-scale T ∼ L
U
. Comparison of the time dependent and

convective terms in equations (2.65) and (2.66) gives, for the left hand sides

of the equations, O(U2/L, U2) and O(U/L, U) respectively. This indicates

that the system may be taken to be quasi-steady. After dropping the time

dependent terms, equations (2.64)-(2.66) thus become

ux + vy = 0, (2.67)

uux + vuy = −Px, (2.68)

uvx + vvy = −Py. (2.69)

To these equations are added now the conditions that far upstream and

downstream of the bend the flow returns to long-scale flow of the previous

kind (sections 2.3.1, 2.3.2). The lower and upper walls of the vessel are given

by f1(x) and f2(x) respectively.

The first jump condition is obtained by integration of the continuity equation

with respect to the lateral variable, y. Thus

∫ f2(x)

f1(x)

(ux + vy) dy = 0, (2.70)

giving

∫ f2(x)

f1(x)

uxdy = −
∫ f2(x)

f1(x)

vy dy

= v(x, f1(x))− v(x, f2(x)). (2.71)
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Applying an impermeable boundary condition at the walls, such that for the

upper wall we have

v(x, f2(x)) = f ′
2(x)u(x, f2(x)),

and similarly for the lower wall, (2.71) becomes

∫ f2(x)

f1(x)

uxdy = f ′
1(x)u(x, f1(x))− f ′

2(x)u(x, f2(x)), (2.72)

to which we can apply Leibnitz’s integral rule and then integrate with respect

to x to give the mass-conservation requirement

∫ f2(x)

f1(x)

u dy = const, ∀x. (2.73)

In the case where the axial velocity both far upstream and far downstream is

independent of the lateral variable this simply reduces to the requirement

u0A0 = u1A1, (2.74)

where the subscript 0 denotes upstream variables and 1 denotes the down-

stream.

The second jump condition is given by Bernoulli’s principle and is obtained

through integration of the momentum equations, (2.68) and (2.69), along a

streamline. Integrating the x-momentum, equation (2.68), we have in effect

uuxδx+ vuyδx = −Pxδx.

We now note that along a streamline, δy
δx

= v
u
. Therefore

uuxδx+ uuyδy = −Pxδx,

which may be rewritten as

1

2
δ(u2) = −Pxδx. (2.75)
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This is done similarly for the y-momentum to give

1

2
δ(v2) = −Pyδy. (2.76)

Addition of equations (2.75) and (2.76) then leads to

1

2

∫

d(u2) +
1

2

∫

d(v2) =

∫

dP,

yielding

P +
1

2

(

u2 + v2
)

= H(Ψ), (2.77)

where Ψ denotes the stream function. The Bernoulli quantity P+1/2 (u2 + v2)

is therefore preserved along a streamline. Relating upstream and downstream

variables equation (2.77) then gives the jump condition

P0 +
1

2
(u20 + v20) = P1 +

1

2
(u21 + v21). (2.78)

The final condition that is needed is simply the wall law, (2.27). On substi-

tution of the wall law into equation (2.78) we have

β0A
n0

0 +
1

2

(

u20
)

= β1A
n1

1 +
1

2

(

u21
)

. (2.79)

The full jump conditions for the axial velocity and the cross-sectional area

are thus given by equations (2.74) and (2.79). Rearranging equation (2.74)

and then substituting for u1 in equation (2.79) there is obtained an equation

for A1:

β1A
n1+2
1 −

(

β0A
n0

0 +
1

2

(

u20
)

)

A2
1 +

1

2
(u0A0)

2 = 0. (2.80)

The value of u1 can then found via equation (2.74).

There are two difficulties that can arise in the use of the preceding jump

conditions. Firstly, the solution may not be unique. In many instances there

are two viable solutions; two positive solutions for A. We note that similar
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results were found by Griffiths [40] for which he was concerned with pressure

and two possible values of flow rate. Currently the solution is chosen by its

proximity to the value of A before the jump, the “closest” value being taken.

The second potential difficulty is that no real solutions may exist. In that event

it is likely that there are no steady solutions in the short-scale alteration region

and so the jump conditions are no longer valid. These matters are illustrated

in figures (2.6), (2.7) and (2.8), for the case n0 = n1 = 2 with the values

(A0, u0) found using the similarity solutions. The roots of the quartic, (2.80)

for n0 = n1 = 2, represent the values of A given by the jump conditions; the

negative roots are not shown as these are physically unrealistic. The dotted

curves in each represent β0 = β1 with the value before the jump given by the

root A ≈ 0.65. This curve shows that even with no change in distensibility the

jump conditions allow a new value of A to be taken. Given a fixed value of

β0, the value of β1 is varied. The figures illustrate that as β1 increases there is

a definite critical value (given β0) above which no real valued solutions exists

indicating a cut-off, after which unsteady solutions are expected. Further

examination is made in section 4.2 and also in appendix A.

2.4.1 Forward marching RK scheme

Such a scheme was tried initially on the system (2.60), (2.61) of interest but

this soon proved to be not completely satisfactory. The reasons are connected

with an issue of upstream influence essentially, as will become clear in the next

chapter.
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A0 = 0.65
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Figure 2.6: Plot of the left hand side of equation (2.80). Here n0 = n1 = 2,

β0 = 1, β1 = 0.55. Roots of the solid line indicate possible solutions A1 with

the closest root indicating a decrease in cross-sectional area. Values (u0, A0)

are taken from similarity solutions (2.55), (2.56) for t = 1, x = 1.
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A0 = 0.65
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Figure 2.7: Plot of the left hand side of equation (2.80). Here n0 = n1 = 2,

β0 = 1, β1 = 1.5. Roots of the solid line indicate possible solutions A1. The

closest root indicates an increase in cross-sectional area. Values (u0, A0) are

taken from similarity solutions (2.55), (2.56) for t = 1, x = 1.
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A0 = 0.65
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Figure 2.8: Plot of the left hand side of equation (2.80). Here n0 = n1 = 2,

β0 = 1, β1 = 1.7. Notice that there are now no real roots of the solid line,

indicating no possible solutions of A1. Values (u0, A0) are taken from similarity

solutions (2.55), (2.56) for t = 1, x = 1.
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2.5 Summary of chapter

In brief summary, the two-dimensional model has now been described in its

original dimensional terms and this has led on to a nondimensional version of

the governing equations and boundary conditions. The latter version is ready

for subsequent investigation.

Although this initial model is relevant only for inviscid flow, this seems a

reasonable first guess considering the estimated magnitude of the Reynolds

number. The ability to accommodate any cross-sectional shape in principal is

quite appealing and the analytical abrupt opening solutions are encouraging.

This model seems most appropriate close to the bladder neck and given an

estimate for the distensibility of the vessel there, could serve to demonstrate

the expected vessel opening shape, pressure and cross-sectionally averaged fluid

velocity.



Chapter 3

Fast and slow responses

The primary governing equations for the two-dimensional modelling of the fluid

flow through the flexible tube along with appropriate boundary and initial con-

ditions have been set out already in, or at least are clear from, the previous

chapter in effect. The aim now is to move towards deriving some helpful and

physically interesting solutions and more basic properties of the nonlinear sys-

tem, given that there is no general exact solution as far as is known to date. Of

particular concern is the behaviour of the system when extreme parameters are

present such as in fast or slow responses of the wall shape for instance where

limiting analyses can be applied to describe the flow properties. These investi-

gations can yield increased insight into the dynamics involved and hence more

understanding of the fluid-structure interactions, which in turn may lead on to

easier handling for various extensions of the theory in due course. The investi-

gations can also provide guidelines for computational studies of the system (see

below and chapter 4) and for the important extensions into three-dimensional

modelling (see chapter 5). In the present chapter it is assumed that the scaled

distensibility factor β is a constant. This assumption is chosen as the urethra

can be seen to be comprised of a number of discrete sections, see chapter 1.

So we are able to assume β to be piecewise constant at least, but at any rate

64
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within a section we take β constant.

3.1 Behaviour of the PDE system near the

front.

In order to gain insight into the behavior near the moving front x = xf(t)

we now return to the partial differential equations (PDEs) system (2.41) to

(2.43). We begin by rescaling a such that a = ǎ (nβ)−1/n in order to absorb

the constants n and β. In the following we then drop the superscript for

convenience. Next we change variables (x, t) 7→ (ǫ, t) for convenience where

ǫ = 1− x/xf (t) ≪ 1 near the front. The system therefore becomes

at +
ẋf − u− ǫẋf

xf
aǫ −

a

xf
uǫ = 0, (3.1)

ut +
ẋf − u− ǫẋf

xf
uǫ −

an−1

xf
aǫ = 0, (3.2)

for u, a as unknown functions of ǫ, t. Solutions of the following form are now

sought,

u(ǫ, t) = ǫlu0(t) + ǫl+1u1(t) + . . . ,

a(ǫ, t) = ǫma0(t) + ǫm+1a1(t) + . . . ,

where the powers l, m are to be determined but for biological relevance u, a

must remain finite as ǫ → 0+. We thus take l, m > 0 with u0, a0 6= 0. We

would expect u to remain order one at the front in order to drive the front

velocity which itself is of order one in general and so l = 0. Substitution into
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(3.1) and (3.2) then gives

ǫm−1 (ẋf − u0)ma0+

+ǫm {xfa′0 + (ẋf − u0) (m+ 1) a1 − a0 ((m+ 1) u1 +mẋf )}+

+O
(

ǫm+1
)

= 0,

(3.3)

xfu
′
0 + (ẋf − u0) u1 + ǫ {xfu′1 + 2 (ẋf − u0)u2 − (u1 + ẋf )u1}−

−ǫmn−1man0 + . . . = 0,
(3.4)

in turn .

At leading order in equation (3.3) we obtain

u0 = ẋf ,

a result which has been seen in the previous chapter, so that close to the front

the fluid velocity and the front speed match exactly. This is equivalent to a

kinematic boundary condition.

There are now two possibilities to consider, the first of which is that u′0 6= 0.

In such a case, which is the general one, equation (3.4) requires that

m =
1

n
> 0 (3.5)

be satisfied. The following equations are then left to solve for a0, u1,

xfa
′
0 − a0

(

n+ 1

n
u1 +

ẋf
n

)

= 0, (3.6)

ẍf −
an0
nxf

= 0. (3.7)

Rearranging equation (3.7) to obtain a0 and then substituting into equation

(3.6), the following results are found:

a0 = (nxf ẍf )
1/n , (3.8)

u1 =
xf

...
x f

(n + 1) ẍf
. (3.9)
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The solution is therefore given by

u(ǫ, t) = ẋf (t) + ǫ
xf

...
x f

(n + 1) ẍf
+O(ǫ2), (3.10)

a(ǫ, t) = (ǫnxf ẍf )
1/n +O(ǫ

1+n
n ), (3.11)

near the front in the general case.

We now consider the second possibility of u′0 = 0, which corresponds to the

situation of the front speed being constant so that ẍf = 0 and is indeed the

same situation as for the similarity solution (2.55),(2.56). We will see now

that this is in fact a special case as regards the behaviour close to the front.

Seeking a solution with u′1 = 0 and taking

m =
2

n

so that u1 and a0 terms balance within equation (3.4), there is now the system

xfa
′
0 − a0

(

2 + n

n
u1 +

2ẋf
n

)

= 0, (3.12)

(u1 + ẋf )u1 +
2

n
an0 = 0, (3.13)

to be considered. It is clearly possible to rearrange equation (3.13) in order to

obtain a0 in terms of u1. This may be substituted back into equation (3.12),

solving for u1 to give

a0 =

(

n

2 + n
ẋf

)2/n

, (3.14)

u1 = − 2

2 + n
ẋf . (3.15)

The solution in the special case is therefore given by

u(ǫ, t) =
1

2 + n
(2 (1− ǫ) + n) ẋf +O(ǫ2), (3.16)

a(ǫ, t) =

(

n

2 + n
ẋf ǫ

)2/n

+O(ǫ
2+n
n ), (3.17)
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a pair of results which we notice match the similarity solution given by equa-

tions (2.56) and (2.55), as we would hope.

The findings in the general case appear to make reasonable physical sense,

with for instance the shape coefficient a0 in (3.11) increasing with the scaled

front acceleration ẍf but being dependent on the response factor n. The ac-

celeration here has to be positive according to (3.11), or zero in the special

scenario (3.17), a scenario which also makes good sense physically. By contrast,

deceleration with ẍf being negative is inadmissable within the framework of

(3.1) - (3.4) it seems, and instead the formation of shock-like effects in the

tube flow seems likely then. The findings (3.10), (3.11) are local to the front

but are reflected in the global solutions investigated within the remainder of

the chapter.

3.2 Front behaviour for gradual openings.

We now turn our attention to equations (2.60) and (2.61) and begin here

by re-scaling or re-normalising according to η = η0ηb, u = η0ub and a =

{(nβ)−1η20}
1/n

ab. The re-scaling has the main effect of normalising the length

of interest to be unity in terms of the new longitudinal coordinate ηb while

at the same time removing the factor nβ from the system. Here η0 is a con-

stant such that a (η0) = 0 and thus gives the scaled unknown position of the

front for an opening tube. Substitution yields the coupled nonlinear ordinary

differential system as

kab −
(

kn

2
+ 1

)

ηba
′
b + uba

′
b + abu

′
b = 0, (3.18)

kn

2
ub −

(

kn

2
+ 1

)

ηbu
′
b + ubu

′
b + an−1

b a′b = 0, (3.19)

governing ub(ηb), ab(ηb), the effective velocity and gap width respectively, with

0 6 ηb 6 1.
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Guided by the findings of the previous section, it is possible to examine the

behaviour close to the front position with ηb = 1− σ where σ is small. This is

with a view to analysis (first) and numerical computation (second) capturing

accurately the interactive flow/wall response near the front where singular

behaviour of the solution holds in general as will become clear below; see also

section 3.1. The variables are then scaled ab = σmB, ub = U for convenience

where m is a power to be defined. Equations (3.18) and (3.19) become

B′
{(

kn

2
+ 1

)

(1− σ)− U

}

+B

{

k +

(

kn

2
+ 1

)

(1− σ)
m

σ
− mU

σ
− U ′

}

= 0,

(3.20)

U ′
{(

kn

2
+ 1

)

(1− σ)− U

}

+ U
kn

2
− σmnBn

{

m

σ
+
B′

B

}

= 0,

(3.21)

where m is identified with n−1 due to the analysis of the preceding section

and given by equation (3.5) in the general situation, while the primes denote

differentiation with respect to σ now. Hence we have two equations for U , B.

Further, equation (3.20) can be rearranged next to give

B′

B
= − 1

nσ
+

U ′ − k
(

kn
2
+ 1
)

(1− σ)− U
. (3.22)

Inserting (3.22) into (3.21) then yields, after some working,

U ′ =
−k
{

nU
2

((

kn
2
+ 1
)

(1− σ)− U
)

+ σBn
}

D
, (3.23)

where the denominator D is defined by

D =

((

kn

2
+ 1

)

(1− σ)− U

)2

− σBn.

Finally here, it is possible to obtain a more helpful equation for B′ or B′/B

from equation (3.23) by eliminating U ′ using equation (3.22), which results in

B′

B
= − 1

nσ
− k

{(

kn
2
+ 1
)

(1− σ) + U
(

−1 + n
2

)}

D
. (3.24)
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The system (3.23), (3.24) is suitable for numerical study. Also conditions at

the front are now obtained by allowing s→ 0+. An O(1/σ) balance in equation

(3.24) yields

U(0) =
kn

2
+ 1, (3.25)

and finally an O(σ) balance from equation (3.23) gives

B(0) =

{

kn2

2

(

kn

2
+ 1

)}
1

n

, (3.26)

which we notice, upon scaling back to the original u and a variables defined

by (2.58) and (2.59), match exactly the leading order terms of equations

(3.10),(3.11) within the PDE framework when the latter is also scaled back

to the original variables.

Thus the nonlinear system of interest now is given by (3.23), (3.24) for (U,B)

or (U,B,D). Its properties are examined below.

3.3 Numerically marching backwards in the

U, B System

It has already been found in chapter 2 that forward-marching a numerical

scheme in terms of η can be difficult in practice for the present cases. The

exact solution (2.63) also falls into line with such a finding of difficulty in the

forward direction. Hence there arises the need for or at least the desirability

of a scheme that marches in the backward direction in η, and thus forward in

terms of σ. Another problem is then apparent since the flow/shape solution is

irregular close to the front as established in section 3.1 but this is addressed

as follows.

In an attempt to find numerical solutions to the potentially problematic

(U,B) system (3.23), (3.24) it is convenient to scale in the following manner,
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so that we avoid a region arbitrarily close to the front. We take Bn = b2C̃,

U = bŨ , D = b2D̃ with σ = exp z and define b ≡ (kn/2 + 1). Our system then

becomes

bŨz = −k exp z
D̃

{

nŨ

2

(

1− exp z − Ũ
)

+ C̃ exp z

}

, (3.27)

bC̃z

C̃
= −b− kn exp z

D̃

{

1− exp z +
(n

2
− 1
)

Ũ
}

, (3.28)

where

D̃ =
(

1− exp z − Ũ
)2

− C̃ exp z. (3.29)

Front conditions are obtained from (3.25) and (3.26) and are given by

Ũ(z−∞) = 1, (3.30)

C̃(z−∞) =
kn2

2

(

kn

2
+ 1

)−1

, (3.31)

where z = z−∞ is a finite large negative value of z and gives the approximate

position of the front (strictly the front corresponds to z−∞ → −∞). This

system is tackled numerically using a Runge-Kutta 4 method which marches

from z = z−∞, the effective front position, up to z = 0, the opening of the

vessel.

3.3.1 Rapid entrance openings (small k)

Previously in section 3.1 we noticed from the full partial differential equation

system that in the general case equation (3.9) will fail if ẍf = 0, as the expan-

sion for u breaks down and also a0 = 0. Since the special case k = 0 results

in a system with exactly zero acceleration ẍf = 0 this leads us to expect some

singular behaviour close to the front when k is small.

We examine this near-front region in the following for small k values. Taking

our current system (3.27), (3.28) it is expected, by examination of the condi-

tions close to the front, that Ũ is O(1) and C̃ is O(k). We set C̃ = kC̄ and
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also exp(z) = Θ exp(z̄) for some constant Θ to be found and z̄ of O(1). The

orders of magnitude from (3.27), (3.28) and (3.29) then suggest attempting

the expansions

Ũ = 1 + kŪ +O(k2), (3.32)

C̃ = kC̄ +O(k2), (3.33)

with

z = log(k) + z̄ (3.34)

and thus

D̃ = k2D̄ +O(k3). (3.35)

Thus, when substituted into the governing system, (3.27)-(3.29) produce the

reduced form

Ūz̄ =
n exp(z̄)

2D̄

(

exp(z̄) + Ū
)

, (3.36)

C̄z̄

C̄
= −1− n2 exp(z̄)

2D̄
, (3.37)

D̄ =
(

exp(z̄) + Ū
)2 − C̄ exp(z̄), (3.38)

to leading order. Here−∞ < z̄ <∞ for arbitrarily small k in order to cover the

region of the vessel which is open. To solve we now make the transformation

exp(z̄) = r so that 0 < r <∞ and (3.36) - (3.38) become

Ūr =
n

2D̄

(

r + Ū
)

, (3.39)

rC̄r

C̄
= −1 − n2r

2D̄
, (3.40)

D̄ =
(

r + Ū
)2 − rC̄, (3.41)

with boundary conditions

Ū(0) = 0, (3.42)

C̄(0) =
n2

2
, (3.43)
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taken from (3.30) and (3.31).

If we now take

V = Ū + r, (3.44)

G = rC̄, (3.45)

B = 2D̄, (3.46)

after some work we obtain the ordinary differential equation

dV

dG
=

−2(V + n
4
)2 + 2G+ n2

8

n2G
. (3.47)

A phase plot of V (G) given by equation (3.47) for the case n = 2 can be seen

in figure 3.1 which may indicate solutions given different starting conditions.

In order to find relevant starting conditions for this case, however, we now

allow r → 0 in the following.

Approaching the front.

As we approach the front we have r → 0. Using boundary conditions (3.42)

and (3.43) we find from (3.41) that

D̄ → −rn
2

2
, (3.48)

which we may then use to find

Ūr ∼ −r + Ū

nr
, (3.49)

rC̄r

C̄
∼ 0, (3.50)

from (3.39) and (3.40). Equations (3.49) and (3.42) then imply that we take

Ū = O(r). Letting Ū = µr we then have

µ =
−1

n+ 1
.
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Figure 3.1: Phase plane using equation (3.47) for n = 2. Shown are nullclines

(dashed) and vectors indicating gradients with their associated magnitudes. It

is possible to trace out solutions of equation (3.47) given the starting condition.
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Finally (3.50) and (3.43) give C̄ so that

Ū → −r
n+ 1

, (3.51)

C̄ → n2

2
. (3.52)

Converting these results to the variables V andG, we obtain starting conditions

for numerically solving (3.47). Starting conditions are given as

V ∼ n

n+ 1
r, (3.53)

G ∼ n2

2
r, (3.54)

for r ≪ 1. Equivalently this may also be written

V ∼ 2

n(n+ 1)
G, (3.55)

for G ≪ 1. We note also that converting back to the original (u(η), a(η))

variables we find that limits (3.51), (3.52) correspond to

a→ η0, (3.56)

u→ 0, (3.57)

as η → η0 as we expected.

Approaching the opening.

In order to ensure that matching to the main region near to the vessel opening

is possible we now investigate r → ∞. Here we have

Ū = rU1 + · · · , (3.58)

C̄ = rC1 + · · · , (3.59)

D̄ = rD1 + · · · , (3.60)
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where the scalings were found in order to balance (3.39) to (3.41). From these

we have

U1 = − 2

n + 2
, (3.61)

C1 =

(

n

n+ 2

)2

, (3.62)

D1 = −n
2

4
, (3.63)

and also the relation

U1 =
√

C1 − 1. (3.64)

This relation, when scaled back to V ,G variables, gives

V ∼
√
G as G→ ∞, (3.65)

which can be seen quite clearly emerging in the numerical results of figure

(3.1). In the original variables of (2.55) and (2.56) this means

u2 → nβan, (3.66)

which we notice matches the solution (2.55) and (2.56) from which we may

obtain the same result. Furthermore, scaling (3.61) and (3.62) back to the

original variables and letting k → 0 we obtain

u(x, t) =
1

2 + n

(

2
x

t
+ nη0

)

, (3.67)

a(x, t) =

(

n

β (2 + n)2

(

η0 −
x

t

)2
)

1

n

, (3.68)

where we may identify η0 with ẋf and so obtain the original solutions (2.55)

and (2.56) for k = 0. These results confirm that matching is possible and in

fact that the solutions obtained near the front for small k apply throughout

the whole open region of the vessel.
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Numerical results obtained from a Runge Kutta 4 scheme applied to equation

(3.47), or equivalently the system (3.39)-(3.41), using the starting conditions

(3.53),(3.54) in order to avoid the delicate front region can be seen in figures

3.2 and 3.3. Here figure 3.2 shows the small k result for three values of n

where the asymptotic solutions are also displayed for comparison. We note the

qualitatively similar results but mention that in fact the parameter n cannot

be scaled out of the ordinary differential equation (3.47). Figure 3.3 shows

the numerical solution for values k = 0.0001 and n = 1 compared against the

analytical result of the k = 0 case given by equations (2.55) and (2.56) where

we have scaled back to the original variables. We see the close agreement

between the small k and k = 0 cases where the numerical value of η0 is found

to be 2.998, while the analytical solution for the k = 0 case gives η0 = 3.
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Figure 3.2: Numerical results (solid lines) for small values of parameter k in

V ,G variables. Shown are results for (a) n = 1/2 with step-sizes ∆G = 0.001

and k = 0.0005, (b) n = 2 with step-sizes ∆G = 0.01 and k = 0.005 and (c)

n = 10 with step-sizes ∆G = 0.1 and k = 0.05. Very good agreement between

grid-sizes can be seen in the figures. Also shown are the asymptotic solutions

for G ≪ 1 (dotted) given by equation (3.55) and G → ∞ (dashed) given by

equation (3.65). From equation 3.47 it can be seen that n cannot be scaled

out, by the way.
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Figure 3.3: Numerical results (solid lines) for k = 0.0001 with n = 1 showing

a against η. This is compared against the k = 0 analytical solution 2.56)

(dashed) found in the previous chapter.
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3.3.2 Fast-response vessels (large n)

In order to define what we mean by a fast-response vessel we return to the

non-dimensional pressure-area relation as given by equation (2.43). Removing

β by a suitable scaling as in section 3.1, differentiation with respect to area a

and rearranging we have

∫

dp

p
=

∫

nda

a
, (3.69)

from which we can see that for large values of n a relative change in a produces

a larger relative change in pressure p. We thus refer to this n ≫ 1 regime as

fast-response. Likewise for small values of n, we refer to such vessels as slow-

response.

For large values of the parameter n, equations (3.27) to (3.29) suggest the

expansion

C̃ = nc0(z) + . . . , (3.70)

Ũ = u0(z) + . . . , (3.71)

D̃ = nd0(z) + . . . , (3.72)

with order one variables c0,u0,d0,k and z. Substitution back into (3.27) to

(3.29) then gives the leading order system

u′0 = 0, (3.73)

c′0 = −c0
(

1 +
u0 exp(z)

d0

)

, (3.74)

d0 = −c0 exp z, (3.75)

with initial conditions

u0(z−∞) = 1, (3.76)

c0(z−∞) = 1. (3.77)
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Integrating (3.73) and (3.74), applying initial conditions (3.76) and (3.77) and

scaling back to C̃ and Ũ variables gives the remarkably simple solution

C̃ = n+ . . . , (3.78)

Ũ = 1 + . . . , (3.79)

for large n values. Rescaling back to the original variables, this gives

a =

{

η20

(

kn

2

)2(

1− η

η0

)

}1/n

, (3.80)

u = η0

(

kn

2

)

, (3.81)

from which we may find

η0 =
2

kn
(3.82)

This result may be seen in the numerical results.

3.3.3 Slow-response vessels (small n)

Here we find required scalings are

exp(z) ∼ n2, (3.83)

C̃ ∼ n2, (3.84)

Ũ = 1 +O(exp(z)), (3.85)

D̃ ∼ n4, (3.86)

so that z = 2 log(n) + z̄. This leads into section 3.5 below

3.4 Large-n properties in any two-dimensional

vessel.

The aim here is to investigate whether the large-n response of previous sections

generalises or not and can apply globally, i.e. throughout an entire vessel. This
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is done first of all in the two-dimensional setting. We begin by considering

a two-dimensional vessel with compliant walls. The system is taken to be

symmetric about the vessel centre-line for convenience and so we need only

consider the upper half of the vessel. We again let x denote the horizontal

distance along the tube (as in figure 2.1) and y the vertical, with t representing

time. The unknown position of the upper wall is given by y = A(x, t) and the

centre-line by y = 0. We consider the scaled pressure P within the vessel to

be dependent on x and t only.

The governing equations for this system are simply the usual conservation of

mass and momentum coupled with kinematic boundary conditions at the walls

and a relationship between the pressure and cross-sectional area, as defined

previously in chapter 2. We note here that A, in this case, represents something

like a radius rather than the previous cross-sectional area. As such we should

really have a power 2n as well as a factor π in the pressure function. In any

case, it is possible to scale so that we consider only n again and may absorb

the factor π into β. The non-dimensional equations of the two-dimensional

flow-structure interaction are as follows,

ux + vy = 0, (3.87)

ut + uux + vuy = −px, (3.88)

v = At + uAx on y = A(x, t), (3.89)

v = 0 on y = 0, (3.90)

p = p0 + β(An −An
0 ). (3.91)

Here β is again the measure of the distensibility of the tube, with a higher value

corresponding to a less distensible tube. For now it is taken to be constant.

Also p0 and A0 are the values of the resting pressure and cross-sectional area

respectively.

By differentiating equation (3.88) with respect to y and using equation (3.87)
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to replace vy, we obtain the equation Dλ
Dt

= 0, where λ = ∂u
∂y

is the shear stress

and D
Dt

denotes the material derivative following a fluid particle. So shear

stress is conserved. We now integrate and set the constant of integration to

zero, taking the fluid to be initially shear-free, which leaves u independent of

y, as assumed earlier.

We now make a substitution E = An for convenience. Equations (3.89) and

(3.91) become

vE
n−1

n =
1

n
Et +

1

n
uEx on y = E

1

n (x, t), (3.92)

p = C0 + βE. (3.93)

where C0 = p0 − βAn
0 is a constant.

With n taken to be a parameter which is very large we set y and E to be O(1)

as we do not expect the cross-sectional area to vary much over the length-scale

of the front, given our earlier findings. We scale x = lX , t = τT , u = Uū,

p = γp̄ and v = αv̄ with X , T , ū, p̄ and v̄ being O(1) and the constant factors

l,τ ,U ,γ,α to be determined. The governing equations are now

U

l
ūX + αv̄y = 0, (3.94)

U

τ
ūT +

U2

l
ūūX = −γ

l
p̄X , (3.95)

αv̄E
n−1

n =
1

nτ
ET +

U

nl
ūEX on y = E

1

n (x, t), (3.96)

v̄ = 0 on y = 0, (3.97)

γp̄ = C0 + βE. (3.98)

From equation (3.98) we deduce that γ = 1. Balancing the inertia and pressure

terms of equation (3.95) then leads to U
τ
= 1

l
. Finally, considering equation

(3.96) gives us α = 1
nτ

= U
nl
. That leaves us with four equations for five

unknowns. We obtain γ = 1, L = τ , α = 1
nτ

and U = 1. We now take τ = 1

in order to cover the main timescale. Writing again x and t rather than X , T
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to represent axial distance and time, we take the following large-n expansions

u = u0(x, t) + δu1(x, t) + · · · ,

v = n−1 (v̄0(x, y, t) + ǫv̄1(x, y, t) + · · · ) ,

E = E0(x, t) + δE1(x, t) + · · · ,

p = p0(x, t) + γ1p1(x, t) + · · · ,

which we now substitute into equations (3.87), (3.88), (3.90), (3.92), (3.93).

Thus we have

u0x + δu1x + · · ·+ n−1v̄0y + · · · = 0, (3.99)

u0t + δu1t + · · ·

+ (u0 + δu1 + · · · ) (u0x + δu1x + · · · ) = −P0x − γ1P1x + · · · , (3.100)

n−1v̄0 + · · · = 0 on y = 0, (3.101)

n−1
(

v̄0 + n−1v̄1
) (

E0 + n−1E1

)

+ · · · = n−1 (E0t + u0E0x + · · · )

on y = 1, (3.102)

P0 + γ1P1 + · · · = C0 + β (E0 + δE1 + · · · ) . (3.103)

At O(1) in equation (3.99) there is simply the balance u0x = 0, giving

u0 = u0(t) (3.104)

as the leading order velocity, dependent on time alone. At leading order,

equation (3.100) now has u0t = −βE0x which integrates to give

E0 = − 1

β
u0tx+ f(t), (3.105)

a function linear in x. So at x = 0 there is E0 = f(t). If we take the tube

opening as a known function of time then we may take

E0(0, t) = f(t) (3.106)
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along with

E1(0, t) = E2(0, t) = . . . = 0 (3.107)

as boundary conditions. Examination of equation (3.99) reveals that δ = n−1

in order that the next two terms balance. We know also, from previous work

(section 3.1), that at the position of the front x = xf (t) we must have

u(xf , t) = ẋf , (3.108)

E(xf , t) = 0, (3.109)

where dots denote differentiation with respect to t. We therefore take

xf = x0f + n−1x1f +O(n−2) (3.110)

which upon substitution into the front conditions (3.108), (3.109) and expand-

ing in powers of n yields

u0(x
0
f , t) = ẋ0f , (3.111)

u1(x
0
f , t) = ẋ1f , (3.112)

E0(x
0
f , t) = 0, (3.113)

E1(x
0
f , t) = −x1f

∂E0

∂x
(x0f , t), (3.114)

up to O(n−1). As u0 is a function of time alone, this implies that u0(t) = ẋ0f .

It then follows from (3.105) and (3.113) that

f(t) =
1

β
ẍ0fx

0
f , (3.115)

which gives an equation for x0f since f(t) is known from (3.106). We have in

fact

E0(x, t) =
1

β
ẍ0f
(

x0f − x
)

(3.116)
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globally with the front position x0f given by

ẍ0fx
0
f = βE0(0, t) = βE(0, t). (3.117)

This simple-looking nonlinear equation controls the evolution of the front po-

sition x0f for a given opening development E(0, t).

Further, integrating equation (3.99) at O(n−1) with respect to y gives us

v̄0 = −u1xy, (3.118)

where the constant of integration is taken to be zero in order to satisfy the con-

dition (3.102). Equation (3.102) at O(n−1) is therefore effectively an equation

for the correction velocity u1,

u1xE0 = −E0t − u0E0x. (3.119)

Rewriting E0 and u0 in terms of xf , ẋf and ẍf , integrating and applying (3.112)

we obtain

u1(x, t) =

...
x 0

f

ẍ0f

(

x0f − x
)

+ ẋ1f . (3.120)

We then find from (3.118)

v̄0 =

...
x 0

f

ẍ0f
y. (3.121)

We now find E1 from the O(n−1) terms of equation (3.100). There we have,

after substituting for P1 by use of equation (3.103), u1t + u0u1x = −βE1x. We

then need to solve the following equation for E1,

ẍ1f +
(

x0f − x
)





....
x 0

f

ẍ0f
−
( ...
x 0

f

ẍ0f

)2


 = −βE1x.

Integrating and applying the condition at the front, E1 is thus given by

E1 =
1

β







x1f ẍ
0
f +

(

x0f − x
)

ẍ1f +

(

x0f − x
)2

2





....
x 0

f

ẍ0f
−
( ...
x 0

f

ẍ0f

)2










.
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Applying the condition that E1(0, t) = 0 we obtain an equation for x1f , the

correction to the front-position prediction, namely

x1f ẍ
0
f + x0f ẍ

1
f = −

(

x0f
)2

2





....
x 0

f

ẍ0f
−
( ...
x 0

f

ẍ0f

)2


 (3.122)

After using equation (3.103) to find P0 and P1 we have now determined the

system explicitly up to O(n−1), giving the pattern

u = ẋ0f + n−1

(

ẋ1f +

...
x 0

f

ẍ0f

(

x0f − x
)

)

+ · · · , (3.123)

v = n−1

( ...
x 0

f

ẍ0f
y

)

+ · · · , (3.124)

βE = ẍ0f
(

x0f − x
)

+ n−1
{

x1f ẍ
0
f +

(

x0f − x
)

ẍ1f
}

+

n−1







(

x0f − x
)2

2





....
x 0

f

ẍ0f
−
( ...
x 0

f

ẍ0f

)2










+ · · · , (3.125)

P = C0 + ẍ0f
(

x0f − x
)

+ n−1
{

x1f ẍ
0
f +

(

x0f − x
)

ẍ1f
}

+

n−1







(

x0f − x
)2

2





....
x 0

f

ẍ0f
−
( ...
x 0

f

ẍ0f

)2










+ · · · . (3.126)

We may ask under which conditions do the approximations ux = 0, ut = −px
obtained from continuity and momentum apply for any pressure-area relation.

We see that in such a case the axial velocity is given simply as a function

of time, having no spatial dependence at all. Then momentum gives p =

xq1(t) + q2(t), a function of axial position and time, which varies linearly with

position.

3.4.1 Opening the gap with a general power law in time.

An exact solution to the large-n two-dimensional problem (3.123) to (3.126)

can be derived if the vessel opens with time dependence on the order tk, say

E(0, t) = Btk for B a constant and the general power k 6= 0. Equation (3.117)



CHAPTER 3. FAST AND SLOW RESPONSES 88

then becomes

ẍ0fx
0
f = Btk, (3.127)

with solution given by

x0f =

√

4B

k (k + 2)
t
k
2
+1. (3.128)

We may then solve (3.122) for x1f which has

t2ẍ1f +
k(k + 2)

4
x1f =

k − 2

4

√

4B

k(k + 2)
t
k
2
+1 (3.129)

an Euler-Cauchy ordinary differential equation with general solution

x1f =D1 |t|1/2 cos
(
√

k(k + 2)− 1

4
log |t|

)

+

+D2 |t|1/2 sin
(
√

k(k + 2)− 1

4
log |t|

)

+

+
k − 2

2k(k + 2)

√

4B

k(k + 2)
t
k
2
+1,

(3.130)

where D1 and D2 are constants to be found. However, in order to ensure

that there is no overtake by x1f of x0f so that the expansions remain valid, we

require that D1 = D2 = 0. Substitution of x0f and x1f into equations (3.123) to

(3.126) yields full solutions up to O(n−1). Comparison between these analytical

solutions and numerical results can be seen in a later chapter.

3.5 Slow-response vessels (small values of n)

3.5.1 Two-dimensional case

We begin with n = O (1) as in chapter 2 and so have the two equations,

at + aux + uax = 0, (3.131)

ut + uux = −px, (3.132)
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as in (2.41), (2.41); where a is the cross-sectional area of the tube, u is the

velocity of fluid within the tube and x is the distance in the axial direction.

Here pressure p (x, t) = p0 + β (x) (an (x, t)− an0 ). The coefficient β appearing

in the pressure-area relation is a measure of distensibility, which for the time

being is taken to be constant. We now take a = E
1

n but with n≪ 1, E = O(1)

and u = O(1) to obtain to leading order

Et + uEx = 0, (3.133)

ut + uux = −βEx, (3.134)

where we have lost the dependence on the spatial gradient of u in equation

(3.133) which now comes in at the next order. A quick consideration of char-

acteristics here indicates that E is advected along the characteristic given by

dx/dt = u, however u is forced by the spatial gradient of E. A numerical

scheme can be seen in chapter 4.

Of more interest is an exact solution of the system (3.133) - (3.134). We

seek an exact solution that is linear in x so that E(x, t) = ā(t)x + B(t) say

and u(x, t) = C(t)x + D(t) with the functions ā(t), B(t), C(t), D(t) to be

specified. Other forms of solution may exist, of course, involving other powers

of x or summation of such terms. However, we examine the exact solutions here

as they allow the front position and other properties to be identified closely.

Substituting into equations (3.133) and (3.134) and equating powers of x gives

the requirements

ā′ + Cā = 0, (3.135)

B′ +Dā = 0, (3.136)

C ′ + C2 = 0, (3.137)

D′ + CD = −βā. (3.138)

Solving equations (3.137),(3.135),(3.138) and (3.136) in that order yields the
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solutions

C =
1

t− t0
, (3.139)

ā =
−c1
t− t0

, (3.140)

D =
βc1 (t− t1)

(t− t0)
, (3.141)

B = βc21

(

ln |t− t0| −
t0 − t1
t− t0

)

+ γ. (3.142)

where c1, t0, t1 and γ are unknown constants.

We now use the conditions that E = 0 on x = xf (the front), E and u are

known at x = 0 (the opening) and xf = 0 at t = 0 (initial condition). The

first condition gives us an equation for xf ,

xf (t) =
(t− t0) γ

c1
+ βc1{(t− t0) ln |t− t0| − t0 + t1},

and applying the second condition determines γ. We notice that u =
dxf

dt
at

x = xf , as we would hope. We have therefore that

E (x, t) = − c1x

t− t0
+ βc21

(

ln

∣

∣

∣

∣

t− t0
t0

∣

∣

∣

∣

− t (t0 − t1)

t0 (t− t0)

)

, (3.143)

u (x, t) =
x

t− t0
+ βc1

t− t1
t− t0

, (3.144)

xf (t) = βc1

(

(t− t0) ln

∣

∣

∣

∣

t− t0
t0

∣

∣

∣

∣

− t (t0 − t1)

t0

)

, (3.145)

as the exact solution. In order to avoid singularities within equations (3.143)

and (3.144) that would lead to unphysical behaviour we note the requirement

that t 6= t0, for t > 0. We must therefore have t0 < 0. We also note that if

c1 = 0 then we have a trivial solution for E and xf and so we take c1 6= 0. We

also require that
dxf

dt
> 0 so that the front remains a monotonically increasing

function. Differentiating equation (3.145) and imposing this inequality we see

that t1 6 0 if c1 > 0 and t1 > 0 if c1 < 0. We may set the constants to satisfy

desired E(0, t) and u(0, t), i.e. we satisfy desired velocity and cross-sectional

area profiles at the opening.
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These solutions have similarities to previous ones including numerical so-

lutions, but they also provide exact test cases, see comparisons in the next

chapter. In addition we have also found solutions holding for general nonzero

n.

3.6 Summary of chapter

A most useful approach to solving the mathematical system of current concern,

for general cases and/or over a wide range of settings, has been found to

be associated with the properties holding for fast and slow responses. The

advantage gained is both analytical and computational. The approach has

been explored so far for several aspects. Further aspects are to be addressed

later.

It appears, in general, that for healthy individuals we might expect an almost

linear relationship between cross-sectional area and pressure [53] with larger

values of n being found in individuals exhibiting pathologies such as bladder

outlet obstruction [36], [78]. The large-n solutions are therefore of great inter-

est. With the use of voiding cystourethrogram (contrast agent x-ray videos of

the urinary system) it is possible to make estimates of the front position and

velocities and so it should, in principal, be possible to make comparisons to

the results in this chapter.



Chapter 4

Numerical studies, introduction

of jumps and tortuosity

4.1 Finite-difference scheme

We now turn to a numerical treatment of the partial differential system (2.41)-

(2.43) where we introduce E(x, t) = βa(x, t)n in a similar fashion to section

3.5. Here we have assumed β to be constant and so obtain the system

Et + uEx + nEux = 0, (4.1)

ut + uux + Ex = 0, (4.2)

for E(x, t), u(x, t), with initial conditions given at t = 0, while entrance and

front conditions are prescribed at x = 0, x = xf (unknown) respectively. We

assume throughout that u(x, t) remains positive. We note that the term nEux

in equation (4.1) may require some caution when dealing with large values of

n but otherwise a finite difference scheme should suffice.

A simple finite-difference scheme is applied using first-order backward-difference

approximations. Here we approximate the solution numerically at a node given

92
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by (iδx, t0 + jδt) for i, j = 0, 1, 2, . . . with

u(iδx, t0 + jδt) = u(xi, tj) = ui,j, (4.3)

E(iδx, t0 + jδt) = E(xi, tj) = Ei,j, (4.4)

where t0 is the initial time for which the solution is known and δx and δt are

the constant spatial and temporal steps respectively. The scheme is developed

as follows. Taking equation (4.2), first-order backward-differences are applied

to the derivatives and then rearranged to form an equation for u at the present

spatial and time-step in terms of u, E at the previous spatial and time-step,

ui,j

(

1

δt
+

ū

δx

)

=
−Ei,j

δx
+
Ei−1,j

δx
+
ui,j−1

δt
+
ūui−1,j

δx
, (4.5)

The same method is then applied to equation (4.1) in order to give

Ei,j

(

1

δt
+

ū

δx

)

=
Ei,j−1

δt
+
ūEi−1,j

δx
− nĒ

δx
(ui,j − ui−1,j) , (4.6)

Here the values ū, Ē are known and in this case are set as the values of u and

E at the previous time-step so that

ū = ui,j−1,

Ē = Ei,j−1;

however it should be noted that it is possible to use an iterative technique in

order to give approximate values at the current space and time-steps. Substi-

tuting (4.5) into (4.6) in order to remove ui,j and then rearranging we obtain

an equation for Ei,j in terms of known quantities at the previous space and

time-steps,

Ei,j

(

Λ− nĒ

(δx)2 Λ

)

=
Ei,j−1

δt
+ Ei−1,j

(

ū

δx
− nĒ

(δx)2 Λ

)

+
nĒ

δxΛ

(

ui−1,j − ui,j−1

δt

)

,

(4.7)
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where Λ = (1/δt+ ū/δx) is known. The finite-difference equations are thus

given by

Ei,j = Ā1Ei,j−1 + Ā2Ei−1,j + Ā3ui,j−1 + Ā4ui−1,j, (4.8)

ui,j = B̄0Ei,j + B̄2Ei−1,j + B̄3ui,j−1 + B̄4ui−1,j, (4.9)

where we solve equation (4.8) for Ei,j followed by (4.9) for ui,j and the coeffi-

cients are given by

Ā1 =
1

δt
(

Λ− nĒ
(δx)2Λ

) , Ā2 =

(

ū
δx

− nĒ
(δx)2Λ

)

(

Λ− nĒ
(δx)2Λ

) ,

Ā3 =
−nĒ

δxΛδt
(

Λ− nĒ
(δx)2Λ

) , Ā4 =
nĒ

δxΛδt
(

Λ− nĒ
(δx)2Λ

) ,

B̄0 =
−1

δxΛ
, B̄2 =

1

δxΛ
,

B̄3 =
1

δtΛ
, B̄4 =

ū

δxΛ
.

4.1.1 Front tracking

In order to track the front position, denoted by xf as in sections 3.4 and 3.5,

an interpolation technique is employed. This works by allowing the time step

δt to vary at each temporal step so that the position of the front will coincide

with a node. We begin by setting δt(0) = δx as the initial guess for the time

step. Using (4.8) and (4.9) we then obtain an approximation to the solution

at time-step j + 1 given by E
(0)
i,j+1, u

(0)
i,j+1 for i = 1, . . . , I + 1. We then linearly

extrapolate the solution for E0
I+2,j+1 at a new spatial node (I + 2) using the

values at the two previous spatial steps

E
(0)
I+2,j+1 = 2E

(0)
I+1,j+1 − E

(0)
I,j+1. (4.10)
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Following this we then rerun using the halved time step δt(1) = δt(0)/2. Again

we extrapolate to obtain

E
(1)
I+2,j+1 = 2E

(1)
I+1,j+1 − E

(1)
I,j+1. (4.11)

Having found these two values we then interpolate to find an improved value

for the time-step which is given by

δt(2) =
E

(0)
I+2,j+1δt

(1) − E
(1)
I+2,j+1δt

(0)

E
(0)
I+2,j+1 − E

(1)
I+2,j+1

. (4.12)

This new time-step value is then used to find values Ei,j+1, ui,j+1 for i =

1, . . . , I + 1 with values at i = I + 2 again found by extrapolation. It can be

seen that at each time-step a new spatial node is added. This method may be

extended to a full iterative technique by allowing δt(0) = δt(2) and repeating the

steps until a desired level of accuracy is achieved which would be useful when

replacing the finite differences with a more accurate scheme. In our method,

which uses only a linear scheme, we stop after finding δt(2).

An alternative method to the one above is to use the characteristics given

by equation (2.32) along with the corresponding Riemann invariants (2.37) as

a basis for a numerical method as in [71], [72].

Finally we may also consider piecewise constant values of β by implementing

the jump conditions found in section 2.4. In any section of the vessel the

method above will be unchanged, whereas at a point of change we would use

the jump conditions (2.80) and (2.74) in order to find the correct a and u at

the next node.

4.1.2 Numerical results

Numerical results are now shown using exact test cases found previously in

sections 2.3.1 and 3.5. Other exact solutions may be possible, but these were

chosen to test the numerical method developed above.
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Order one values of n

We present a number of numerical results based on the parameter n being of

order one. We take β = 1 throughout. Analytical results are given by equations

(2.55), (2.56) where the constant ẋf is chosen so that at the vessel opening,

given by position x = 0, we maintain a(0, t) = 1. Results are calculated

for n = 1/2, n = 2 and n = 10 with plots for E(x, t) and a(x, t) shown in

figures 4.1 to 4.6. Front positions are shown in figure 4.7 for each of the cases

with solid lines showing analytical solutions and the dashed lines showing the

numerical front positions. The errors seen in figures 4.4 and 4.6 are a result

of scaling from E back to a where powers of n > 1 result in amplifying small

errors of order δx in the solutions for E.

Small n-values

Small-n solutions of the form given in section 3.5 were attempted for the case

n = 0.01. These are shown in figures 4.8 to 4.10 which are plots of E, a = E1/n

and xf respectively. The E and a plots show various times from the initial

conditions given by equations (3.143)-(3.145) at t = 0.1 where we have taken

the constants to be t0 = −1, t1 = −1 and c1 = 1/
√
log 2 up to a finishing time

of t = 1. Unlike the order one case above, E(0, t) is now a known function of

time.

Large n-values

In the case of large-n values we attempted solutions of the form given in section

3.4 with boundary and initial conditions given by the leading order terms.

The opening function was taken to be E(0, t) = t2 for the case n = 100000.

Results are shown in figures 4.11 to 4.14 which are plots of E, a = E1/n and

xf respectively. The E and a plots show various times with initial conditions

given by leading order terms of equations (3.123)-(3.126) at t = 1 with x0f given
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Figure 4.1: Numerical results (solid lines) for E(x, t) with n = 0.5 and a spatial

step size δx = 0.0035. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions.
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Figure 4.2: Numerical results (solid lines) for a(x, t) with n = 0.5 and a spatial

step size δx = 0.0035. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions. Here

a is recovered from the numerical E solution by a(x, t) = E(x, t)1/n.
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Figure 4.3: Numerical results (solid lines) for E(x, t) with n = 2 and a spatial

step size δx = 0.0028. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions.
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Figure 4.4: Numerical results (solid lines) for a(x, t) with n = 2 and a spatial

step size δx = 0.0028. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions. Here

a is recovered from the numerical E solution by a(x, t) = E(x, t)1/n.
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Figure 4.5: Numerical results (solid lines) for E(x, t) with n = 10 and a spatial

step size δx = 0.0038. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions.



CHAPTER 4. NUMERICAL STUDIES, INTRODUCTION OF JUMPS

AND TORTUOSITY 102

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

a

Figure 4.6: Numerical results (solid lines) for a(x, t) with n = 10 and a spatial

step size δx = 0.0038. The initial condition (at t = 1) and the analytical

solution for the end time t = 2 are both shown as dashed lines. We can see a

good agreement at t = 2 between the numerical and analytical solutions. Here

a is recovered from the numerical E solution by a(x, t) = E(x, t)1/n.
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Figure 4.7: Numerical results (dashed lines) showing the front positions for

each of the cases n = 0.5, 2, 10. Analytical solutions are shown as solid lines.

We can see good agreement between numerical and analytical results.
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Figure 4.8: Numerical results (solid lines) for E(x, t) with n = 0.001 and a

spatial step size δx = 0.0013. The initial condition (at t = 0.1) and the

analytical solution for the end time t = 1 are both shown as dashed lines.

We can see a good agreement at t = 1 between the numerical and analytical

solutions.
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Figure 4.9: Numerical results (solid lines) for a(x, t) with n = 0.001 and a

spatial step size δx = 0.0013. The initial condition (at t = 0.1) and the

analytical solution for the end time t = 1 are both shown as dashed lines.

We can see a good agreement at t = 1 between the numerical and analytical

solutions. Here a is recovered from the numerical E solution by a(x, t) =

E(x, t)1/n.
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Figure 4.10: Numerical results (dashed lines) showing the front position for

n = 0.001. We see good agreement between numerical and analytical (solid

line) results. Note that unlike the results above, here xf is not a linear function

of time.



CHAPTER 4. NUMERICAL STUDIES, INTRODUCTION OF JUMPS

AND TORTUOSITY 107

by equation (3.128) for B = 1 and k = 2. The results run up until t = 2.5. An

important thing to note is that when scaling back to a from E small errors at

the front tend to be blown up due to the large value of n, this combined with

small negative values producing imaginary numbers means that it is difficult

to reach zero in the (x, a) plots. Also connected with difficulties in taking n to

be large, as we expected, was an increase in sensitivity to the step-size. This

is evident in figure 4.14 where we see some backward movement of the front.

Grid-tests

Grid tests are shown in figures 4.15, 4.16 and 4.17. One for the n of order one

case, one for n small and one for n large. Comparisons are made for different

spatial step sizes which we see match well in all cases. The time-step is not

shown as this may change between each time stepping as a result of the front

tracking method.
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Figure 4.11: Numerical results (solid lines) for E(x, t) with n = 100000 and

a spatial step size δx = 0.0071. The initial condition (at t = 1) and the

analytical solution for the end time t = 2.5 are both shown as dashed lines.

We can see a good agreement at t = 2.5 between the numerical and analytical

solutions.
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Figure 4.12: Numerical results (solid lines) for a(x, t) with n = 100000 and a

spatial step size δx = 0.0071. The initial condition (at t = 1) and the analytical

solution for the end time t = 1 are both shown as dashed lines. We can see

a good agreement at t = 2.5 between the numerical and analytical solutions.

Here a is recovered from the numerical E solution by a(x, t) = E(x, t)1/n

however we see that we are unable to reach zero as small errors at the front

produce imaginary numbers when scaling E back to a. A companion plot

showing a(x, t) can be seen in figure 4.13 where we remove errors of size O(dx)

at the front and replace by the correct value of E(xf , t) = 0.
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Figure 4.13: Numerical results (solid lines) for a(x, t) with n = 100000 and a

spatial step size δx = 0.0071 as shown in figure 4.12. The analytical solutions

(dashed lines) at t = 1 and t = 2.5 are also shown. Here we have replaced

errors of order δx in the front value E(xf , t) by the correct value of zero in

order to demonstrate their effect when scaling back to a(x, t).
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Figure 4.14: Numerical results (dashed lines) showing the front position for

n = 100000. The analytical solution is shown as a solid line. We can see good

agreement between numerical and analytical results, however there is some

backward movement of the front seen in the numerical results. This may be

due to difficulties in choosing a suitable step-size due to the large value of n.
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Figure 4.15: Grid tests for the case n = 2 as shown in figure 4.3. Spatial step

sizes are δx = 0.0071 (solid), δx = 0.0028 (dashed) and δx = 0.0014 (dotted).

Agreement between the step sizes is very good.
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Figure 4.16: Grid tests for the case n = 0.001 as shown in figure 4.8. Spatial

step sizes are δx = 0.0013 (solid), δx = 0.0006 (dashed) and δx = 0.0003

(dotted). Agreement between the step sizes is very good.
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Figure 4.17: Grid tests for the case n = 100000 as shown in figure 4.8. Spatial

step sizes are δx = 0.0141 (solid), δx = 0.0081 (dashed) and δx = 0.0071

(dotted). Agreement between the two smaller step sizes is very good.
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4.2 Long scale approximation with short scale

change in distensibility.

Beginning from the usual long scale equations, (2.41) - (2.43), which we rewrite

below,

at + (au)x = 0, (4.13)

ut + uux = −px, (4.14)

p− p0 = β(an − an0 ), (4.15)

we aim to allow the distensibility β to alter over a relatively short length

scale λ ≪ 1 i.e. short compared with the length scales previously considered.

Physically this represents the changing of distensibility from one region of the

urethra to another, or perhaps due to constriction by, for example, the prostate

in men (see chapter 1). This is with a relatively far upstream value of β = β1

and relatively far downstream β = β2. We scale therefore as x − x1 = λx̂,

t = λt̂ and (a, u, p, β) = O(1). Here x1 is the point at which the alteration

in distensibility occurs or is centred. On introducing the change in scales we

obtain the same equations as previously,

at̂ + (au)x̂ = 0, (4.16)

ut̂ + uux̂ = −px̂, (4.17)

p− p0 = β(an − an0 ), (4.18)

provided p0, a0 also remain of order unity but with β allowed to vary axially.

Previously in section 2.4 it was found that there exist critical cross-over

points β1 = β2 = βc where solutions may cease to exist. These findings were

in terms of the Euler balance operating within the shorter length scale, and

we note that an alternative KdV-like balance is investigated in appendix A.

For now in order to examine the behaviour of the present system in these
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circumstances we pick one such point and expand a solution about it in the

form

(a, u, p) = (ac, uc, pc) + ǫ
1

2 (a1, u1, p1) + ǫ (a2, u2, p2) + . . . , (4.19)

β(x̂) = βc + ǫβ̂(x̂) + . . . , (4.20)

where ac, uc, pc and βc are constants.

In order to obtain a global solution we utilise the method of multiple scales

[43], taking the time derivative to scale as

∂t̂ → ∂t̂ + ǫ
1

2∂t̃ + . . . (4.21)

where t̂ is the faster time scale and t̃ the slower. Substituting the expansions

into equations (4.16) - (4.18) we obtain at leading order the requirement

pc − p0 = βc (a
n
c − an0 ) , (4.22)

as we might expect from examination of equations (4.16)-(4.18). At O(ǫ
1

2 ) we

obtain

a1t̂ + uca1x̂ + u1x̂ac = 0, (4.23)

u1t̂ + ucu1x̂ = −p1x̂, (4.24)

p1 = βcna
n−1
c a1, (4.25)

while at O(ǫ) we have

a2t̂ + a1t̃ + uca2x̂ + u2x̂ac + (u1a1)x̂ = 0, (4.26)

u2t̂ + u1t̃ + ucu2x̂ + u1u1x̂ = p2x̂, (4.27)

p2 = βcna
n−1
c a2

+ βc
n(n− 1)

2
an−2
c a21

+ β̂(x̂)(anc − an0 ).

(4.28)
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A solution is sought such that a1t̂ = u1t̂ = 0, i.e. one in which unsteady

effects are suppressed until at least the level (4.26)-(4.28) is encountered. The

O(ǫ
1

2 ) equations (4.23) - (4.24) then give us after some integration

uca1 + u1ac = 0, (4.29)

ucu1 = −p1, (4.30)

p1 = βcna
n−1
c a1. (4.31)

We have taken, without loss of generality, the constants of integration to be

zero. Substitution of equations (4.31) and (4.29) into equation (4.30) now

yields

u2c = βcna
n
c , (4.32)

in agreement with equation (2.51) and section 2.1.5. It still remains to find

the unknown functions a1, u1 and p1 in full and for this an appeal is made to

the O(ǫ) equations. Similarly to before we seek a quasi-steady solution with

a2t̂ = u2t̂ = 0. Equations (4.26) to (4.28) now give

a1t̃ + uca2x̂ + u2x̂ac + (u1a1)x̂ = 0, (4.33)

u1t̃ + ucu2x̂ + u1u1x̂ = −p2x̂, (4.34)

p2 = βcna
n−1
c a2 + βc

n(n− 1)

2
an−2
c a21

+ β̂(x̂)(anc − an0 ).

(4.35)

Multiplying (4.33) by uc and subtracting ac lots of (4.34) in order to remove

u2 terms and then removing p2x̂ by means of equation (4.35) and u1 by means

of equation (4.29) leaves us with the inviscid Burgers equation for a1 with a

spatially dependent forcing term,

a1t̃ −
(n+ 2)uc

2ac
a1a1x̂ =

ac
2uc

(anc − an0 )β̂
′(x̂) (4.36)
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where the prime denotes the full derivative with respect to x̂. Once the thick-

ness effect a1 is found the pressure effect p1 may be obtained via equation

(4.25) and finally the velocity effect u1 by equation (4.24).

It is possible to check that the cut-off in solutions encountered previously

(see section 2.4) can be seen again here. This is done by examining the steady

case of equation (4.36). Setting a1t̃ = 0 and then integrating once with respect

to x̂ gives

a21 = − 2a2c
(n+ 2)u2c

(anc − an0 ) β̂. (4.37)

The constant of integration is set to zero to satisfy the expansions (4.19) and

(4.20) so that a = ac when β = βc. It is clear that a change in sign of β̂

determines whether solutions exist for a1 or not. In fact, so long as p − p0

remains always non-negative (so that (anc − an0 ) > 0), solutions of equation

(4.37) exist only when β̂ 6 0.

4.2.1 Numerical solutions

Numerical approaches are normally the most useful treatments for a forced

evolution equation such as the Burgers case (4.36). We begin here by making

the following substitutions, a1 = − 2ac
(n+2)uc

a∗ and β̂ = − 4
(anc −an

0
)(n+2)

β∗, where

both a∗ and β∗ are order one variables, and substitute into equation (4.36).

This leaves us

a∗t̃ + a∗a∗x̂ = β∗′(x̂). (4.38)

where the prime denotes the full derivative with respect to x̂.

We would like to examine a simple case of jumping β∗ from one value to

another smoothly and so choose the function β∗ = 1
2
(tanh(x̂) + 1), where we

have ensured that β∗ remains non-negative in accordance with the condition

found previously from equation (4.37). The equation to solve is then
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a∗t̃ + a∗a∗x̂ =
1

2
sech(x̂)2. (4.39)

An analogous case of jumping downward, β∗ = 1
2
(− tanh(x̂) + 1), need not

be computed as a simple transformation a∗ → −a∗ as x̂ → −x̂ applied to

equation (4.39) results in exactly the equation that we would have in the

upward jump example.

A steady state to equation (4.39) is found simply via omission of the tem-

poral derivative term and then integration with respect to x̂. The constant

of integration is chosen such that the right hand side remains non-negative so

that solutions exist:

a∗0(x̂) =
√

tanh(x̂) + 1 (4.40)

is thus the steady-state solution.

4.2.2 Numerical method

The numerics are carried out using a very simple finite-differencing scheme

incorporating reduced truncation viscosity in order to obtain local stability

[51]. This type of scheme is known as the first order local stability scheme

and has been studied in [79] who also discuss truncation error, stability and

monotonicity. The scheme uses backward differencing in time and central

differencing spatially giving O(δt̃) accuracy in t̃ and O(δx̂2) accuracy in x̂.

Here the δt̃ and δx̂ are the grid step sizes in t̃ and x̂ respectively for a uniform

grid. Thus we use

aj+1
i = aji −

δt̃

2δx̂

(

F j
i+1 − F j

i−1

)

+

+
1

2

(

σ2
i+1 + σ2

i

2

(

aji+1 − aji
)

− σ2
i + σ2

i−1

2

(

aji − aji−1

)

)

.

(4.41)
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Here superscript j represents the time station and subscript i represents the

x-station. Also σi is the local Courant number and F is the conserved quantity

given by rewriting equation (4.39) in conservative form. The asterisk of (4.38)

is dropped here for convenience.

It is possible to adapt the scheme to better handle shocks by allowing extra

diffusion in these regions. This is done by switching to the van Leer scheme

[63] when appropriate; we replace terms σ2
k in the scheme (4.41) by

σ2
k +

(ω

σ
σ2
k − σ2

k

)





|ak − ak+1|
max

l
|al − al+1|





n

(4.42)

When close to a shock this term tends to the value ω
σ
σ2
k of the van Leer scheme

and when far from a shock tends to our original value σ2
k. In the van Leer

scheme, σ is the global Courant number and ω is a parameter to be set but for

monotonicity must be greater than unity. In this work we set ω = 1.1. For the

switching function a value of n = 2 is chosen. Within this numerical work the

modified scheme is employed only in regions where compression occurs, where

infinite gradients (shocks) will tend to form i.e. where the gradient is negative

for aji > 0 and where the gradient is positive for aji < 0. The maximum is

taken only over these areas.

4.2.3 Case 1: Starting from an undisturbed cross-section.

We study the development of a∗ when beginning from an initially undisturbed

state, a∗ (x̂, 0) = 0 with the far upstream and downstream thickness or area

held constant and undisturbed such that a∗
(

−∞, t̃
)

= 0 and a∗
(

∞, t̃
)

= 0.

Effects of grid-refinement are shown in figure 4.18 which demonstrates good

agreement between various step-sizes. The evolution of the solution may be

seen in figure 4.19 which demonstrates the development of a shock and it’s

subsequent translation downstream.
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Figure 4.18: Grid refinement at t̃ = 4 for case 1 where we initially begin with

an undisturbed solution a∗(x̂, 0) = 0. Shown are results for δx̂ = 0.1 with

δt̃ = δx̂2 (solid), δx̂ = 0.1 with δt̃ = δx̂3 (dashed), δx̂ = 0.02 with δt̃ = δx̂2

(dash-dotted) and δx̂ = 0.05 with δt̃ = δx̂3 (dotted). Good agreement can be

seen between the refinements.
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Figure 4.19: Evolution of the numerical solution (dashed) of a∗(x̂, t̃) for case

1. Results are shown for step-sizes δx̂ = 0.02 and δt̃ = δx̂2. The development

and translation of a shock can be seen. Also shown is the steady-state solution

given by equation 4.40 (solid).
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4.2.4 Case 2: Perturbation about the theoretical steady

state.

Having failed to obtain smooth, shock free solutions in case 1, an attempt is

made to begin from a state which is a perturbation from the theoretical steady

state. As such the initial condition is taken to be

a∗ (x̂, 0) = a0(x̂) +
1

100
e−x̂2

. (4.43)

Boundary conditions a∗
(

−∞, t̃
)

= 0 and a∗
(

∞, t̃
)

=
√
2 are also imposed.

This initial condition along with the steady state can be seen plotted together

in figure (4.20), for comparison.

Effects of grid refinement at t̃ = 4 can been seen in figure (4.21) and also

in figure (4.22). It can be seen that due to the initial perturbation a hump is

formed which propagates downstream in figure (4.23). An estimate of speed,

using the highest point of the hump at each time step, can be made and was

found to tend to approximately
√
2.

4.2.5 Examining disturbances such as those seen in Case

2.

In case 2 the computations began with an initial condition close to the steady

state; given by equation (4.43). Our solution, seen numerically, had the form

a∗
(

x̂, t̃
)

= a0 (x̂) + γa∗1
(

x̂, t̃
)

+ . . . (4.44)

with γ ≪ 1 in effect. We note that equation (4.39) may be rewritten as

a∗t̃ + a∗a∗x̂ = a0a
′
0 (4.45)

and so upon substitution of equation (4.44) we obtain at O(γ)

a∗1t̃ + (a0a
∗
1)x = 0, (4.46)
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Figure 4.20: Comparison of initial condition (4.43) (dashed) to steady state

(4.40) (solid) for case 2.



CHAPTER 4. NUMERICAL STUDIES, INTRODUCTION OF JUMPS

AND TORTUOSITY 125

−20 −15 −10 −5 0 5 10 15 20
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

x̂

a
∗

Figure 4.21: Effects of grid refinement for case 2 at t̃ = 4 where we begin from

a perturbation away from the steady state. Shown are results for δx̂ = 0.1

with δt̃ = δx̂2 (solid), δx̂ = 0.1 with δt̃ = δx̂3 (dashed), δx̂ = 0.02 with

δt̃ = δx̂2 (dash-dotted) and δx̂ = 0.05 with δt̃ = δx̂3 (dotted). At this scale

good agreement can be seen between the refinements.
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Figure 4.22: A closer view of the hump formation for various grid refinements

at t̃ = 4 in case 2 as seen in figure 4.21. Again results for δx̂ = 0.1 with

δt̃ = δx̂2 (solid), δx̂ = 0.1 with δt̃ = δx̂3 (dashed), δx̂ = 0.02 with δt̃ = δx̂2

(dash-dotted) and δx̂ = 0.05 with δt̃ = δx̂3 (dotted) are shown. Excellent

agreement can be seen between the latter three refinements.
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Figure 4.23: Evolution of the formed hump of case 2. Shown are the analyt-

ical steady state given by equation 4.40 (solid) and the numerical results for

increasing t̃ with δx̂ = 0.02, δt̃ = δx̂2. Various t̃ are shown up to t̃ = 10. An

estimated propagation speed of
√
2 is found by tracking the point of greatest

height of the hump.
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with a∗1(x̂, 0) known.

By considering characteristics we can see that along curves

dx̂

dt̃
= a0, (4.47)

the quantity a0a
∗
1 is conserved, as shown by

∫

d(a0a
∗
1) =

∫

(a0a
∗
1)t̃dt̃+

∫

(a0a
∗
1)x̂dx̂

=

∫

a0a
∗
1t̃dt̃+

∫

(a0a
∗
1)x̂dt̃a0 (4.48)

= 0.

Therefore effects from a∗1(x̂, 0) will be almost stationary far upstream where

a0 is small but move with speed
√
2 far downstream. As we saw numerically.

It follows that a∗1 will decrease in magnitude as it travels downstream in

order to conserve the quantity a0a
∗
1. This can be seen in figure (4.23) in which

humps can be seen to form and propagate downstream.

It is possible to integrate equation (4.47) in order to get

1√
2
tanh−1

(
√

1 + tanh(x̂)

2

)

− 1
√

1 + tanh(x̂)
= t̃− t̃0, (4.49)

which gives characteristic curves with x̂ given as an implicit function of t̃.

Several of these curves are plotted in figure (4.24). It can be seen that upstream

quantities a0a
∗
1 remain stationary, whereas further downstream they quickly

tend to a constant speed of
√
2, as stated previously. This can be seen in

figure (4.23).

4.2.6 Finite time singularities.

The possible development of shocks due to a finite-time singularity, as illus-

trated in figures 4.18, 4.23, may be examined analytically in the same manner
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Figure 4.24: Plot of characteristic curves given by equation (4.49). From this

figure we can see that disturbances far upstream are essentially stationary,

while those further downstream tend to a constant speed of
√
2.
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as [15], [75]. In the case of smooth initial conditions there is a collapse about

the point x̂ = x̄, t̃ = t̄ say given by the form

a∗ = ā0 +
(

t̄− t̃
)

1

2 ā1 (ξ) +
(

t̄− t̃
)

3

4 ā2 (ξ) +
(

t̄− t̃
)

ā3 (ξ) + . . . , (4.50)

as time t̃→ t̄−, where the local spatial coordinate is defined by

x̂− x̄ = c0
(

t̃− t̄
)

+
(

t̄− t̃
)

3

2 ξ, (4.51)

with c0, ā0 constant and ξ = O(1). Substitution of (4.50) and (4.51) into

equation (4.39) yields c0 = ā0 in order to maintain the balance of terms on the

left hand side of equation (4.39) along with

3ξā′1 − ā1 + 2ā1ā
′
1 = 0, (4.52)

3ξā′2 −
3

2
ā2 + 2 (ā1ā2)

′ = 0, (4.53)

3ξā′3 − 2ā3 + 2 (ā1ā3)
′ + 2ā2ā

′
2 = sech(x̄)2, (4.54)

where primes denote differentiation with respect to ξ. Multiplying equation

(4.52) by (ā1)
−4, integrating with respect to ξ and then multiplying by ā31 we

obtain an implicit solution for ā1 given by

ξ = −ā1 − c1ā
3
1, (4.55)

with c1 a positive constant. A possible solution to equation (4.53) is simply

ā2 = 0 and so it then remains to solve equation (4.54), in which effects from

the forcing term of equation (4.39) come into play. By using equation (4.55),

equation (4.54) may be rewritten as,

(

ā3 (3ξ + 2ā1)

ā51

)′

ā51 = sech(x̄)2. (4.56)

This is then integrated to give an equation for ā3 in terms of ā1:

ā3(ξ) =
ā1(ξ)

5 sech(x̄)2

3ξ + 2ā1(ξ)

∫ ξ

0

ā1(q)
−5 dq. (4.57)
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From equations (4.55) and (4.57) it can be seen that as ξ → ±∞ we have

|ā1| ∝ |ξ|
1

3 and |ā3| ∝ |ξ|
2

3 . So just outside of the local breakdown region there

are terms O(|x̂− x̄|
1

3 ) and O(|x̂− x̄|
2

3 ) respectively, in a∗. An infinite slope

thus develops at the collapse point (x̄, t̄). So for a large enough disturbance

the governing equation (4.39) will break down in finite time, as was found to

be the case numerically when our initial condition was set to zero, see section

4.2.3.

4.3 Summary of chapter

The main progress in the present chapter has been in the context of numerical

methodology and fully nonlinear results, as well as allowing for discontinuities

in the vessel-wall properties and short-scale phenomena. An alternative ap-

proach to section 4.2, which instead considers KdV effects can be found in

appendix A.

Perhaps of interest is the possibility of pressure jumps along with associated

shedding of pressure pulses downstream. It is questionable, however, whether,

these would be detectable in practice due to their comparatively small ampli-

tude. However, the theoretical constant speed of this disturbance could aid in

the determination of location of possible distensibility changes.



Chapter 5

Three-dimensional modelling

The study moves on now to the more difficult but more realistic scenario

of spatially three-dimensional behaviour. This is first for a slightly three-

dimensional case with rigid walls in section 5.1 and second returning to flexible

walls with a fast-response case in section 5.2.

5.1 Three-dimensional effects over a relatively

long length scale.

As in [82], a slender flow model is examined in order to consider a small three-

dimensional perturbation about a two-dimensional solution. The length and

velocity scales involved are shown in figure (5.1). The non-dimensional tube

length scale is taken to be l, such that 1 ≪ l ≪ Re, with l in particular being

much larger than the cross-sectional length scales which are of O(1).

132
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Figure 5.1: A schematic of the nondimensional long-scale approximation. A

duct-like cross-section in shown, although in principal the vessel could have

any general cross-section satisfying y, z of order one with x being of order

l ≫ 1.

The flow solution of the three-dimensional Euler equations,

ux + vy + wz = 0, (5.1)

ut + uux + vuy + wuz = −px, (5.2)

vt + uvx + vvy + wvz = −py, (5.3)

wt + uwx + vwy + wwz = −pz, (5.4)

is thus expanded as

(u, v, w) = (ū, l−1v̄, l−1w̄) + · · · ,

p = p̄+ l−2p̃+ · · · ,

as far as the slender three-dimensional model is concerned with x = lX . Here

the effective coordinates X, y, z are order one, as are the velocity components

ū, v̄, w̄ and the pressure components p̄ and p̃. Balancing the momentum equa-

tions leads to p̄ = p̄(X, t) being dependent only on X ,t. Then the governing
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equations are a set of the time-dependent Euler type equations. Dropping bars

on the velocity variables we have

uX + vy + wz = 0, (5.5)

ut + uuX + vuy + wuz = −p̄X , (5.6)

vt + uvX + vvy + wvz = −p̃y, (5.7)

wt + uwX + vwy + wwz = −p̃z, (5.8)

which represent a longitudinal vortex-type flow response. See figure (5.1).

5.1.1 Three-dimensional perturbation about a two-dimensional

solution.

A first attempt to model effects of tortuosity in three-dimensions is contained

in the following. Starting from a two-dimensional solution a three-dimensional

perturbation is taken in the form

u = u0(X, t) + ǫu1(X, y, z, t) + · · · , (5.9)

v = v0(X, y, t) + ǫv1(X, y, z, t) + · · · , (5.10)

w = 0 + ǫw1(X, y, z, t) + · · · , (5.11)

p̄ = p̄0(X, t) + ǫp̄1(X, t) + · · · , (5.12)

p̃ = p̃0(X, y, z, t) + ǫp̃1(X, y, z, t) + · · · . (5.13)

Where (u0, v0, p̄0) forms the two-dimensional solution with three-dimensionality

coming in at the next order (subscript 1 terms) and in the p̃ pressure correction

term.

Substituting these back into equations (5.5)-(5.8) the O(1) governing equa-
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tions are given by

u0X + v0y = 0, (5.14)

u0t + u0u0X = −p̄0X , (5.15)

v0t + u0v0X + v0v0y = −p̃0y, (5.16)

0 = −p̃0z . (5.17)

These correspond to a two-dimensional flow (u0, v0, p̄0) as expected, with p̃0

giving secondary pressure effects independent of z.

For the current plug flow with u0 independent of y in principle we can say

that u0, p̄0 and p̃0 are known, from chapter 2. It remains to find v0. This is

accomplished by assuming that the lower and upper walls of the vessel are

given by y = f1(X, t) and y = f2(X, t) respectively and then integrating the

continuity equation (5.14),
∫ y

f1

(u0X + v0y′) dy
′ = 0. (5.18)

This leads to an expression for v0 in terms of u0 and f1,

v0 = −u0(y − f1) + f1t + u0f1X , (5.19)

and also to the relationship

(f2 − f1)t + (u0 (f2 − f1))X = 0, (5.20)

as in most shallow-layer theories.

At order ǫ the governing equations are those for a three-dimensional linear

disturbance,

u1X + v1y + w1z = 0, (5.21)

u1t + u0u1X + u1u0X + v0u1y = −p̄1X , (5.22)

v1t + u0v1X + u1v0X + v0v1y + v1v0y = −p̃1y, (5.23)

w1t + u0w1X + v0w1y = −p̃1z. (5.24)
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Figure 5.2: Addition of tortuosity through variation of the centreline in the

y-direction. Although a duct like cross-section is shown, any general cross-

section satisfying y,z of order one with x order l ≫ 1 is possible.

A general method of solution can be seen immediately. With the pressure

p̄1 taken to be known, equation (5.22) can be solved for u1. Then cross dif-

ferentiating equations (5.23) and (5.24) and defining the cross-plane vorticity

ζ = v1z − w1y the following equation for v1 and w1,

ζt + u0ζX + v0ζy + v0yζ + u1zv0X = 0, (5.25)

is obtained. Combining this with equation (5.21) gives two equations for two

unknowns, which in principle can be solved. The work here is taken further in

the next subsection.

5.1.2 Adding tortuosity.

Starting again from equations (5.5) - (5.8) a more tortuous physical path of the

slender vessel may be modelled by introducing a change in “height” or position

of the centreline of the tube, say, as the longitudinal distance X increases.

A diagram is presented in figure (5.2). A change of variables is now intro-

duced such that

y − F (X, z, t) = ȳ, (5.26)
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where F represents the tube centreline position. The y velocity is then given

by

v = Ft + uFX + wFz + v̄ (5.27)

for convenience, with v̄ to be found. The partial derivatives transform as

∂

∂X
→ ∂

∂X
− FX

∂

∂ȳ
,

∂

∂y
→ ∂

∂ȳ
,

∂

∂z
→ ∂

∂z
− Fz

∂

∂ȳ
,

∂

∂t
→ ∂

∂t
− Ft

∂

∂ȳ
.

The governing equations incorporating a tortuous path are therefore

uX + v̄ȳ + wz = 0, (5.28)

ut + uuX + v̄uȳ + wuz = −p̄X , (5.29)

v̄t + uv̄X + v̄v̄ȳ + wv̄z = −(1 + F 2
z )p̃ȳ + FX p̄X + Fzp̃z−

− Ftt − 2uFXt − 2wFzt−

− u2FXX − 2uwFXz − w2Fzz, (5.30)

wt + uwX + v̄wȳ + wwz = −p̃z + Fzp̃ȳ. (5.31)

In a fixed geometry depending only on the variable X , that is F = F (X),

these equations are simplified to

uX + v̄ȳ + wz = 0, (5.32)

ut + uuX + v̄uȳ + wuz = −p̄X , (5.33)

v̄t + uv̄X + v̄v̄ȳ + wv̄z = −p̃ȳ − u2FXX + FX p̄X , (5.34)

wt + uwX + v̄wȳ + wwz = −P̃z . (5.35)

The term FXX here acts as an effective Görtler number [67] or Dean number

[9], by the way.
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For simplicity and hopefully more realistic application these equations may

be recast in cylindrical polar coordinates such that ȳ = r cos θ, z = r sin θ,

v̄ = V cos θ −W sin θ and w = V sin θ +W cos θ. Here V and W represent

the radial and azimuthal velocities respectively. The partial derivatives are

transformed as follows,

∂

∂X
→ ∂

∂X
,

∂

∂ȳ
→ cos θ

∂

∂r
− sin θ

r

∂

∂θ
,

∂

∂z
→ sin θ

∂

∂r
+

cos θ

r

∂

∂θ
,

∂

∂t
→ ∂

∂t
.

This leads us to the equations

uX +
1

r
(rV )r +

1

r
Wθ = 0, (5.36)

ut + uuX + V ur +
1

r
Wuθ = −p̄X , (5.37)

Vt + uVX + V Vr +
1

r
WVθ −

W 2

r
= −p̃r+

+ (p̄XFX − u2FXX) cos θ, (5.38)

Wt + uWX + VWr +
1

r
WWθ +

1

r
V W = −1

r
p̃θ+

− (p̄XFX − u2FXX) sin θ. (5.39)

A solution is now sought as a three-dimensional perturbation about an ax-

isymmetric solution in the form

u(X, t) = u0(X, t) + ǫu1(X, t) + · · · , (5.40)

V (X, r, θ, t) = V0(X, r, t) + ǫV1(X, r, θ, t) + · · · , (5.41)

W (X, r, θ, t) = 0 + ǫW1(X, r, θ, t) + · · · , (5.42)

p̄(X) = p̄0(X) + ǫp̄1(X) + · · · , (5.43)

p̃(X, r, θ) = p̃0(X, r) + ǫp̃1(X, r, θ) + · · · . (5.44)
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The variables with subscript 0 correspond to a basic axisymmetric flow solution

and are taken to be known, as is P̄1. The order ǫ equations obtained by

substitution of equations (5.40)-(5.44) into the governing equations (5.36)-

(5.39) are

u1X +
1

r
(rV1)r +

1

r
W1θ = 0, (5.45)

u1t + u0u1X + u1u0X = −p̄1X , (5.46)

V1t + u0V1X + u1V0X + V0V1r + V1V0r = −pr, (5.47)

W1t + u0W1X + V0W1r +
1

r
V0W1 = −1

r
pθ, (5.48)

where

p = p̃1 − r(p̄0XF1X − u20F1XX) cos θ. (5.49)

To solve we proceed by analogy with the previous subsection. Equation

(5.46) can be solved for u1 leaving only V1 and W1 unknown. The vorticity,

ζ = V1θ − (rW1)r, (5.50)

is introduced and equations (5.47) and (5.48) are cross differentiated to leave

us with

ζt + u0ζX + (V0ζ)r = 0. (5.51)

This leads to an equation for V1 and W1 which, along with equation (5.45),

can be solved in order to obtain V1 and W1. The main point here however

is that it can be seen that in fact the tortuosity does not drive any cross-

plane motion at this order. The tortuosity has influence only on the induced

pressure, specifically by means of the depletion of the pressure effect P . To

capture the influence of tortuosity or three-dimensionality more fully leads us

into the study of three-dimensional behaviour in the following sections and in

chapter 6.
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5.2 Large-n properties in three-dimensional ves-

sels.

We now move on to investigating the possible three-dimensional effects of

having large-n values, i.e. the fast-response regime. The over-riding motivation

here is that in practical applications three-dimensional effects could well be

important, with the flow unlikely to be axisymmetric, especially given that in

reality the cross-section of the urethra is rarely circular.

5.2.1 Three-dimensional effects over a relatively long

length scale.

Again we consider the slender flow model obtained in section 5.1 and so begin

from the longitudinal vortex flow response equations given by (5.5)-(5.8), which

we repeat here for convenience:

uX + vy + wz = 0, (5.52)

ut + uuX + vuy + wuz = −p̄X , (5.53)

vt + uvX + vvy + wvz = −p̃y, (5.54)

wt + uwX + vwy + wwz = −p̃z. (5.55)

We assume symmetry about the y = 0 plane and so consider, without loss of

generality, the upper half-plane only. As such, our lower boundary condition is

simply that no fluid penetrates this plane. The upper wall remains the flexible

tube wall and so the usual kinematic boundary condition applies there. The

boundary conditions are given as

v = ft + ufX + wfz on y = f(X, z, t), (5.56)

v = 0 on , y = 0, (5.57)
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together with appropriate conditions on the sides z = z±a which we take as

w = 0. Here f(X, z, t) gives the unknown scaled shape of the upper wall. The

starting conditions at X = 0 are analogous to those in two dimensions. Finally

we introduce the main pressure-wall relationship for this three-dimensional

configuration,

p̄(X, z, t) = β(X, z) (f(X, z, t))n (5.58)

which we notice is as before with the exception that we now allow the disten-

sibility coefficient β to vary with X and z. The form of β is such that its z

dependence cancels with that of fn. We may choose β to be piecewise constant

over the X-z plane, giving different pressure-wall relations in essence within

each different region of the X-z plane.

Putting E = fn and allowing n≫ 1 the boundary condition (5.56) becomes

v =
Et + uEX + wEz

nE
, (5.59)

and the pressure p̄ is given by

p̄ = β(X, z)E(x, z, t). (5.60)

Guided by the two-dimensional results (3.123) to (3.126) we now seek a solution

u = u0(t) + n−1u1 + · · · , (5.61)

v = n−1v0 + · · · , (5.62)

w = n−1w0 + · · · , (5.63)

E = E0 + n−1E1 + · · · , (5.64)

p̄ = p̄0 + n−1p̄1 + · · · , (5.65)

p̃ = n−1p̃0 + · · · , (5.66)

for large values of the parameter n.
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Substitution into the longitudinal system (5.52) to (5.55) yields

u1X + v0y + w0z +O(n−1) = 0, (5.67)

u0t + n−1u1t + n−1u0u1X +O(n−2) = −p̄0X − n−1p̄1X , (5.68)

n−1v0t + n−1u0v0X +O(n−2) = −n−1p̃0y, (5.69)

n−1w0t + n−1u0w0X +O(n−2) = −n−1p̃0z, (5.70)

along with boundary conditions

n−1v0 +O(n−2) =
1

nE0

(

E0t + u0E0X + n−1w0E0z

)

on y = 1, (5.71)

v0 +O(n−1) = 0 on y = 0, (5.72)

w0 +O(n−1) = 0 on z = z±a, (5.73)

and with the main pressure

p̄0(X, t) + n−1p̄1(X, t) +O(n−2) = β(X, z)E0(X, z, t)

+ n−1β(X, z)E1(X, z, t).
(5.74)

At leading order it follows from equation (5.68) that u0t = −p̄0X(X, t). This
we now integrate to give the pressure as linear in X ,

p̄0 = −u0t(t) (X −X0(t)) , (5.75)

where X0(t) is to be determined. Using equation (5.74) then gives

β(X, z)E0(X, z, t) = −u0t(t) (X −X0(t)) . (5.76)

As in the section 3.4 we expect to have a front which we expand Xf(t) =

Xf0(t) + n−1Xf1(t) + · · · and provides us the condition that E0 = 0 at X =

Xf0(t). We therefore have X0 = Xf0. We also require a condition at the

opening, and again we proceed as in section 3.4. Here we assume that β(0, z) =

β0 is a constant for definiteness and so have a known opening E0(0, z, t) = E0(t)

which is independent of z. We finally require, as previously, the kinematic
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balance u0(t) = Ẋf0(t) as a result of the front condition. Hence equation

(5.76) acts to govern the evolution of the front position Xf0 in the form

β0E0(t) = Ẍf0Xf0, (5.77)

a nonlinear ordinary differential equation for Xf0(t). Once Xf0(t) is known we

are then able to find u0 from

u0(t) = Ẋf0, (5.78)

from which we may find E0 at arbitrary X by using equation (5.76) and then

the pressure effect p̄0 by using equation (5.74) at leading order. Thus we have

E0(X, z, t) =
Ẍf0(t)

β(X, z)
(Xf0(t)−X) , (5.79)

which we notice matches the earlier result (3.116) from the two-dimensional

case, with the exception that β here is not usually constant.

We now turn to the next order of the system (5.67) to (5.70) and present it

below for convenience,

u1X + v0y + w0z = 0, (5.80)

u1t + u0u1X = −p̄1X , (5.81)

v0t + u0v0X = p̃0y, (5.82)

w0t + u0w0X = p̃0z, (5.83)

with pressure from (5.74) given by

p̄1 = β(X, z)E1(X, z, t), (5.84)

and boundary conditions (5.71) to (5.73) giving

v0 =
1

E0
(E0t + u0E0X) on y = 1, (5.85)

v0 = 0 on y = 0, (5.86)

w0 = 0 on z = z±a. (5.87)
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The condition at the opening, X = 0 is as (3.107) from the two-dimensional

case and so

E1(0, z, t) = E1(z, t) = 0 (5.88)

and hence

p̄1(0, t) = β0E1(z, t) = 0. (5.89)

Velocity components at the opening are taken as unknown, as is p̃0. Front

conditions are as (3.111) to (3.114) and so

u1(Xf0, y, z, t) = Ẋf1 (5.90)

E1(Xf0, z, t) = −Xf1
∂E0

∂X
(Xf0, z, t). (5.91)

In order to solve the system (5.80) to (5.83) we begin by removing the

pressure p̃0 to find an equation for the cross-plane vorticity. This is done via

cross-differentiation of (5.82) and (5.83) which yields

(∂t + u0∂X) {v0z − w0y} = 0, (5.92)

which states that the scaled cross-plane vorticity is conserved along the main

flow paths and so can be evaluated from its starting value at the opening

X = 0. Assuming that the cross-plane vorticity is in fact zero at the opening

then gives v0z −w0y = 0 throughout the flow and allows us to define a velocity

potential Φ given by

v0 = Φy, (5.93)

w0 = Φz . (5.94)

The continuity equation (5.80) may thus be rewritten

∇2Φ = −u1X , (5.95)
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a Poisson equation for the velocity potential forced by the axial spatial gradient

of the order n−1 correction to the axial velocity. Here the operator∇ = (∂y, ∂z)

is two-dimensional in the cross-plane.

It remains to solve the system (5.95), (5.81) along with

(∂t + u0∂X) Φy = −p̃0y, (5.96)

(∂t + u0∂X) Φz = −p̃0z , (5.97)

from (5.82), (5.83), and the boundary conditions

Φy = 0 on y = 0, (5.98)

Φz = 0 on z = z±a, (5.99)

from (5.86), (5.87) and

Φy =

...
Xf0

Ẍf0

− βX
β
Ẋf0 on y = 1 (5.100)

in view of (5.85).

We proceed now by integrating (5.95) over the cross-plane and applying

boundary conditions (5.86), (5.87) and (5.100) to find an equation for u1,

which is given by

u1X =
1

C

∫ z∞

z−∞

(

Ẋf0
βX
β

−
...
Xf0

Ẍf0

)

dz, (5.101)

where C =
∫∫

S
dydz is the cross-sectional area and S denotes the cross-section.

Notice that u1 is a function of X , t alone as we might expect from examination

of equation (5.81). We note that C = (za − z−a) = z̄, say. Then (5.101)

becomes

u1X =
Ẋf0

z̄

d

dX

∫ z∞

z−∞

log(β) dz −
...
Xf0

Ẍf0

, (5.102)

which is integrated to

u1 =
Ẋf0

z̄

∫ z∞

z−∞

log(β) dz −
...
Xf0

Ẍf0

X + g(z, t), (5.103)
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Finding u1X then allows (5.95) to be solved for Φ.

The above establishes that solutions of the assumed three-dimensional form

are indeed possible. Rather than looking at these in detail we turn now to an-

other three-dimensional form whose solutions are found to be of much interest.

5.2.2 Three-dimensional thin-region flow.

Having examined the longitudinal vortex structure in the previous section we

now turn our attention to another main three-dimensional case, again for n

large. Here we begin from the three-dimensional Euler equations (5.1) - (5.4)

and assume a thin flow where (x, y, z) ∼ (1, ǫ, 1) along with corresponding

velocity components (u, v, w) ∼ (1, ǫ, 1), i.e. we have height and velocity

components vertically much smaller than in the horizontal cross-plane, for

parameter values ǫ ≪ 1. In actuality we take ǫ ∼ n−1. A schematic diagram

of the flow configuration is shown in figure (5.3).

Thus we obtain here the nondimensional governing equations

ux + vy + wz = 0, (5.104)

ut + uux + vuy + wuz = −px, (5.105)

wt + uwx + vwy + wwz = −pz, (5.106)

0 = −py, (5.107)

which we notice are of the three-dimensional interactive inviscid boundary layer

type [76]; they are equivalent to the three-dimensional shallow-water system

[86] or that of three-dimensional internal flows [74]. Coupled to this we also

have the wall law

p(x, z, t) = p0 + β(x, z) (a(x, z, t)n − an0 ) , (5.108)

similar to that in equation (2.21), along with a kinematic boundary condition

on the vessel surface, y = a(X, z, t), impermeability condition on the flat
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Figure 5.3: A schematic diagram (not to scale) of the nondimensional thin

flow approximation. Here x, z are of order one with y being of order ǫ ≪ 1,

where the small parameter ǫ ∼ n−1 for large-n values.
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bottom surface, y = 0

v = at + uax + waz on y = a(X, z, t), (5.109)

v = 0 on y = 0, (5.110)

and periodic boundary conditions on z = −D, D taken as the edges of the

system in the z-direction, for a constant D. Notice the pressure is independent

of y as indicated by equation (5.107)

We now turn our attention to large values of the parameter n. Following

the method of sections 3.4, 3.4.1, 5.2 we introduce the variable E = an which

we substitute into the governing system (5.104)-(5.107). Taking n ≫ 1, the

kinematic boundary condition (5.109) when rewritten in the form (5.59) then

forces the ordering v ∼ n−1 while u and w remain order one. We therefore

introduce the expansions

u = u0 + n−1u1 + · · · , (5.111)

v = n−1v0 + · · · , (5.112)

w = w0 + n−1w1 + · · · , (5.113)

E = E0 + n−1E1 + · · · , (5.114)

p = p̄0 + n−1p̄1 + · · · , (5.115)

which then give from (5.104)-(5.107), to leading order, the system

u0x + w0z = 0, (5.116)

u0t + u0u0x + w0u0z = −p̄0x, (5.117)

w0t + u0w0x + w0w0z = −p̄0z, (5.118)

with p̄0 = p̄0(x, z, t) = p0 + βE0. Remarkably these are in fact the two-

dimensional Euler equations acting in the plane of the x-z surface. We now

absorb the constant p0 into p̄0 for convenience, leaving

p̄0 = βE0, (5.119)
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as the pressure-shape relation.

Next we consider small values of β within the confines of system (5.116) -

(5.119), which although perhaps not entirely realistic is at least not completely

unreasonable when considering the proximal urethra in men with bladder out-

let obstruction [36]. We require firstly that n−1 < β ≪ 1 in order not to

violate the expansions (5.111) - (5.115), then the velocities and pressure can

be expected to be small, (u, w, p) ∼ β so as to balance the pressure terms.

The system in such a case reduces still further to

u0x + w0z = 0, (5.120)

u0t = −p̄0x, (5.121)

w0t = −p̄0z, (5.122)

from (5.116) - (5.118), along with (5.119). These are incidentally the equations

of linearised unsteady potential flow.

Differentiating (5.121) with respect to x and (5.122) with respect to z and

then adding the results together yields, by use of equation (5.120), Laplace’s

equation for p̄0 in the x-z plane,

∇2p̄0 = 0. (5.123)

The boundary conditions are then:

p̄0 = g(z, t) at x = 0, (5.124)

for g(z, t) a known function found via (5.119) from the given opening E(0, z, t) ≈

E0; periodicity on the spanwise edges such that

p̄0(x,−D, t) = p̄0(x,D, t), (5.125)

p̄0z(x,−D, t) = p̄0z(x,D, t); (5.126)
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and two conditions at the unknown moving front x = xf (z, t). The first

condition,

p̄0 = 0 at x = xf (z, t), (5.127)

is derived from the requirement that E0 ∼ E(xf , z, t) = 0, a consequence of the

definition of the front as marking the moving positions where the gap closes.

The second is a normal derivative condition (akin to a kinematic boundary

condition as in (5.109)), given by

−Sx + Szxfz = xft, (5.128)

where we have taken p̄0 = St for convenience. Here S =
∫ t

0
p̄0(x, z, t

∗) dt∗

with p̄0(x, z, 0) = 0 so that the vessel is initially closed, by virtue of (5.119).

Equations (5.121),(5.122) therefore give that Sx = −u0 and Sz = −w0. The

unknown function −S(x, z, t) is clearly equivalent to a velocity potential, in

keeping with the original governing equations (5.120)-(5.122). The task here

then is to solve (5.123)-(5.128).

The case of an opening shape given with non-uniform z-dependence such

that

g ∝ q2(t) + a(t) cos(z) (5.129)

is addressed now, with q2(t), a(t) depending on time only. This admits two

exact solutions of much interest.

The exp(−x) case

One exact solution contains a term proportional to exp(−x) and is given by

p̄0(x, z, t) = xq1(t) + q2(t) + a(t)e−x cos
(πz

D

)

, (5.130)

where q1(t), q2(t) and a(t) are functions of t to be found. This solution satisfies

Laplace’s equation (5.123) and the periodicity conditions (5.125), (5.126). We
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take D = π for convenience and without loss of generality consider only the

region z ∈ [0, π]. We therefore have the pressure

p̄0(x, z, t) = xq1(t) + q2(t) + a(t)e−x cos (z) , (5.131)

and hence the negative velocity potential

S(x, z, t) = xQ1(t) +Q2(t) + b(t)e−x cos (z) , (5.132)

where the functions of time involved are related by d
dt
{Q1, Q2, b} = {q1, q2, a}.

It then remains to satisfy the boundary conditions, which require, from (5.124),

(5.127) and (5.128)),

q2(t) + a(t)cos (z) = g(z, t), (5.133)

xfq1(t) + q2(t) + a(t)e−xf cos (z) = 0, (5.134)

−Q1(t) + b(t)e−xf cos (z)− xfzb(t)e
−xf sin (z) = xft. (5.135)

Here we treat Q1(t) and b(t) as known which give q1(t), a(t) and so we are left

to solve (5.133)-(5.133) for q2(t), xf(z, t) and g(z, t). We set suitable forms of

Q1(t) and b(t) below to give a reasonable opening pressure function g(z, t).

It is noted immediately in passing that there is a special case for a(t) = b(t) =

0 which retrieves from (5.133)-(5.133) the exact two-dimensional solution of

section 3.4 namely that xf ẍf = g(t) as in equation (3.117). We refer back to

this case later in the working.

Looking at equation (5.135) we consider below both z = 0 and z = π, along

which

−Q1(t) + b(t)e−xf =
dxf
dt

, (5.136)

−Q1(t)− b(t)e−xf =
dxf
dt

, (5.137)

respectively. Since we expect the front to move in the positive x-direction at

the start, when xf = 0, then we have both that b > Q1 and b < −Q1. This

can only be satisfied if Q1 < 0.
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We now consider the particular forms

Q1(t) = −q̄tn, (5.138)

b(t) = b̄tn, (5.139)

for n, q̄, b̄ constants and n, q̄ > 0. Then along z = 0, equation (5.136) becomes

tn
(

q̄ + b̄e−xf
)

=
dxf
dt

, (5.140)

which integrates to

xf (0, t) = ln

∣

∣

∣

∣

b̄

q̄

(

−1 + k1 exp

(

q̄tn+1

n + 1

))∣

∣

∣

∣

. (5.141)

If, at t = 0, the front starts at x = 0 then we have the constant k1 =
(

1 + q̄
b̄

)

.

Similarly, we may look at z = π which gives

xf (π, t) = ln

∣

∣

∣

∣

b̄

q̄

(

1 + k2 exp

(

q̄tn+1

n+ 1

))∣

∣

∣

∣

, (5.142)

from (5.137), with the constant k2 =
(

−1 + q̄
b̄

)

if xf = 0 at t = 0. In order

for both solutions xf to remain non-negative for physical sense we require
∣

∣b̄
∣

∣ < q̄. If we now examine t → ∞ we have that xf (0, t) → q̄tn+1

n+1
: the

solution is then approaching the two-dimensional state. Comparing this to

the two-dimensional solution (3.128) we identify n = M
2

and q̄ =
√

B(M+2)
M

.

Comparisons of the two-dimensional front (3.128) and movement of the three-

dimensional front along z = 0 can be seen in figures (5.4),(5.5) where first

we see a comparison for large times showing the close agreement between the

results and secondly there is shown more clearly the differences between the

two-dimensional and three-dimensional results for front position at smaller

times.

Returning to equation (5.135) we now consider general z ∈ (0, π) spanning

across (around) the wall. The characteristics of the equation are defined by

dz

dt
= b̄tne−xf sin (z) , (5.143)
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and along the characteristics we have from (5.135)

dxf
dt

= q̄tn + b̄tne−xf cos (z) . (5.144)

Combining (5.144) and (5.143) gives the result that

dxf
dz

=
q̄ exp(xf )

b̄ sin (z)
+ cot (z) , (5.145)

along characteristics. The solution to (5.145) for xf (z) on the characteristics

is found by considering xf as the sum of two functions of z such that xf =

F (z) +G(z), say. Letting

dG

dz
= cot(z), (5.146)

we find

G = log |sin(z)| , (5.147)

where we have taken the constant of integration to be zero without loss of

generality. From (5.145) it then remains to solve

dF

dz
=
q̄ exp(F ) |sin(z)|

b̄ sin (z)
, (5.148)

which gives, for sin(z) > 0 as in our setting,

F = − log
( q̄

b̄
(z0 − z)

)

, (5.149)

with z0 a constant to be found. We have therefore that

xf = log

(

b̄ sin(z)

q̄ (z0 − z)

)

, (5.150)

along the characteristics. If this is substituted into (5.143) we can then find

characteristics given by z(t) and corresponding xf values. We have

dz

dt
= b̄tn

(

q̄ (z0 − z)

b̄ sin(z)

)

sin(z), (5.151)
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which gives

dz

dt
= q̄tn(z0 − z), (5.152)

and integrates to

z(t) = z0 + C exp

(

− q̄t
n+1

n + 1

)

, (5.153)

with C a constant. If we define z(0) = zs as the starting value of z along the

characteristic we find that z0 = zs − C. Substituting (5.153) into (5.150) and

taking xf (0) = 0 we have C = − b̄ sin(zs)
q̄

. We thus find characteristics given by

z(t; zs) = zs +
b̄ sin(zs)

q̄

(

1− exp

(

− q̄t
n+1

n + 1

))

, (5.154)

along which we have

xf = log





b̄ sin(z(t))

q̄
(

zs +
b̄
q̄
sin(zs)− z(t)

)



 . (5.155)

Rewriting (5.155) by use of (5.154) there is obtained the front solution

xf (t; zs) =
q̄tn+1

n + 1
+ log





sin
(

zs +
b̄ sin(zs)

q̄

(

1− exp
(

− q̄tn+1

n+1

)))

sin(zs)



 , (5.156)

for 0 < z < π. From this we can see that, as in the z = 0 and z = π cases,

as t→ ∞, xf → q̄tn+1

n+1
i.e. the two-dimensional solution is approached at large

times.

The corresponding opening pressure function g(z, t) can now be found from

(5.133), (5.134) where the procedure would be to find q2(t) from (5.134) and

then substitute into (5.133). The function is thus given by

g(z, t) = ntn−1
(

q̄xf (z, t) + (1− exp(−xf (z, t))) b̄ cos(z)
)

. (5.157)

Again as a check, now letting t → ∞ leads us to the solution g(z, t) → nq̄2t2n

n+1

for 0 6 z 6 π which we find is identical to the opening pressure function for

the two-dimensional solution, defined by (3.127).

Plots of front position and opening function can be seen in figures 5.6, 5.7.
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The exp(x) case

An alternative exact solution is given by

p̄0(x, z, t) = xq1(t) + q2(t) + a(t)ex cos
(πz

D

)

, (5.158)

and this exhibits interesting behaviour different to that seen above.

Again we take D = π and consider the region given by z ∈ [0, π], following

the treatment of (5.130) and so on; thus

p̄0 = xq1(t) + q2(t) + a(t) exp(x) cos(z), (5.159)

and

S(x, z, t) = xQ1(t) +Q2(t) + b(t) exp(x) cos(z), (5.160)

for Q1, Q2 and b defined as previously.

We are then left to solve, from the boundary conditions, equations

q2(t) + a(t)cos (z) = g(z, t), (5.161)

xfq1(t) + q2(t) + a(t)exf cos (z) = 0, (5.162)

−Q1(t)− b(t)exf cos (z)− xfzb(t)e
xf sin (z) = xft, (5.163)

for q2(t), xf (z, t) and g(z, t), with Q1(t) and b(t) given. Again the special case

a = b = 0 gives the two-dimensional solution.

Equation (5.163) along z = 0 and z = π gives

−Q1(t)− b(t)exf =
dxf
dt

, (5.164)

−Q1(t) + b(t)exf =
dxf
dt

, (5.165)

respectively. Expecting the front to move in the positive x-direction, at least

initially, requires that both −Q1 > b and Q1 < b. Again we thus have Q1 < 0

and so take Q1, b defined as in equations (5.138) and (5.139). It therefore
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follows that
∣

∣b̄
∣

∣ < q̄ with q̄ > 0. In the following we now take b̄ > 0, without

loss of generality, as we notice that a change b̄ → −b̄ results in the same

equations (5.161)-(5.162) so long as z → (π − z), i.e. we have the same

solution but reversed in the z-direction.

Integrating (5.164) and (5.165) gives

xf (0, t) = log

∣

∣

∣

∣

∣

∣

q̄

b̄
(

1 +
(

−1 + q̄
b̄

)

exp
{

q̄tn+1

n+1

})

∣

∣

∣

∣

∣

∣

, (5.166)

xf (π, t) = log

∣

∣

∣

∣

∣

∣

q̄

b̄
(

−1 +
(

1 + q̄
b̄

)

exp
{

q̄tn+1

n+1

})

∣

∣

∣

∣

∣

∣

, (5.167)

respectively. As t → ∞ both solutions tend to a constant value log
(

q̄/b̄
)

.

However it is evident from (5.167) that a finite-time singularity occurs along

the z = π position with the time to this singularity given by

t∞ =

(

n + 1

q̄
log
(

1 +
q̄

b̄

)

)
1

n+1

. (5.168)

We will find below that the opening-pressure function exhibits similar be-

haviour at this time and so note that the solution will only be valid for

0 6 t < t∞ at most.

We can again find a solution for 0 < z < π if we consider characteristics,

now for equation (5.163). Following the same procedure we obtain

xf = log

(

q̄ (z − z0)

b̄ sin(z)

)

, (5.169)

dz

dt
= q̄(z − z0)t

n. (5.170)

Integrating (5.170) and applying the condition that at t = 0 we have z = zs

for 0 < zs < π we find

z = z0 + (zs − z0) exp

(

q̄tn+1

n+ 1

)

. (5.171)
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We find z0 = zs − b̄ sin(zs)
q̄

from equation (5.169) where we have that at t = 0,

xf = 0. The position of the front is thus given by

xf (t; zs) =
q̄tn+1

n + 1
− log





sin
(

zs − b̄
q̄
sin(zs)

(

1− exp
{

q̄tn+1

n+1

}))

sin (zs)



 , (5.172)

along characteristics

z(t; zs) = zs −
b̄

q̄
sin(zs)

(

1− exp

{

q̄tn+1

n + 1

})

. (5.173)

Of course the general solution of (5.123) to (5.128) would have the single

term in exp(−x) in (5.130) replaced by an infinite series of terms containing

exp(−mx) for integers m > 1.
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Figure 5.4: For large-n theory in three-dimensions, a comparison between front

position xf as given by equations (5.141) (solid line, for the three-dimensional

evolution along z = 0) and (3.128) (dotted line, for the two-dimensional evolu-

tion) showing close agreement for large values of t. Plots are for n = 1, 2, 3, 4.

Here q̄ = 1, b̄ = 0.5. See also figure 5.5
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Figure 5.5: For large-n theory in three-dimensions, a comparison between

front position xf as given by equations (5.141) (solid line, three-dimensional

case along z = 0) and (3.128) (dotted line, two-dimensional case) showing

clearly the differences for order-one values of t. Plots are for n = 1, 2, 3, 4.

Here q̄ = 1, b̄ = 0.5. See also figure 5.4
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(a) Front position up to t=1 (b) Front position up to t=3

Figure 5.6: Three-dimensional front position plotted onto a tube with a nor-

malised resting radius, for the case of (5.130). Here n = 10, b̄ = 0.9, q̄ = 1.
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(a) Opening pressure up to t=1
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(b) Opening pressure up to t=3

Figure 5.7: Opening pressure in the three-dimensional case of (5.130). Here

n = 10, b̄ = 0.9, q̄ = 1. Dashed lines in (b) are the two-dimensional solu-

tion (3.127), showing the agreement between the three-dimensional and two-

dimensional solution for larger times.
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(a) Front position up to t = 1 (b) Front position up to t = t∞

Figure 5.8: Three-dimensional front position plotted onto a tube with a nor-

malised resting radius, for the case of (5.158). Here n = 10, b̄ = 0.9, q̄ = 1

with t∞ given by (5.168).
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(a) Opening pressure up to t = 1

0 pi/4 pi/2 3pi/4 pi
0

1

2

3

4

5

6

7

8

x 10
5

z

g(z,t)

(b) Opening pressure up to t = t∞

Figure 5.9: Opening pressure in the three-dimensional case of (5.158). Here

n = 10, b̄ = 0.9, q̄ = 1. We notice that on approach to t = t∞ the opening

pressure tends to infinity. Here t∞ is given by (5.168).
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5.3 Summary of chapter

There are many three-dimensional avenues to investigate but perhaps the most

helpful one is that connected with the fast-response situation, according to the

research in this chapter. The results obtained point towards potentially high

relevance to practical situations.

The behaviour found in this chapter is interesting given the connection be-

tween large-n values and pathologies of the urethra [36]. Although only a first

attempt, the effects of bulging in the vessel with associated finite-time singu-

larity suggest further investigation and demonstrate the possible importance

of three-dimensional considerations in urethral modelling.



Chapter 6

Three-dimensional constriction

Following on from the three-dimensional work of the previous chapter we now

consider another important case, which is more nonlinear and allows for viscous

effects in a steady-flow setting. We begin by taking a long, slender, rigid tube

with a smooth constriction formed by a relatively local collapse of the tube

walls. The solution method adopted follows that of Bowles et al [12] for tube

branching; however in this case the constriction is not severe enough to form

two fully developed daughter tubes but only a local deformation in which

the vessel shape returns to the undisturbed cross-section downstream. The

three-dimensional effects of the constriction on the flow pressure and velocities

are to be found, where far upstream a uniform axial flow is imposed. The

present investigation which is numerical and analytical includes examining

flow properties close to the point of greatest constriction.

6.1 Governing equations

We examine laminar flow of an incompressible fluid in three dimensions through

a slender vessel as considered previously and so, going back to basic con-

cepts again, we take an axial length scale L∗ along with radial scale R∗. Here

163
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L∗ ≫ R∗. We define an aspect ratio

α =
R

L
≪ 1.

Dimensional Cartesian coordinates, (x∗, y∗, z∗), are used with x∗ representing

the axial direction. We then have corresponding dimensional velocity compo-

nents (u∗, v∗, w∗) with dimensional pressure p∗. The Reynolds number is thus

defined by

Re =
U∗L∗ρ∗

µ∗ (6.1)

where U∗ is a representative axial flow velocity fixed by the upstream laminar

flow profile, ρ∗ is the fluid density and µ∗ is the fluid viscosity. Taking now

the three-dimensional time-independent Navier-Stokes equations, the following

scalings are found from the continuity equation and pressure balance within

the momentum equations,

(x∗, y∗, z∗) = (L∗x,R∗y, R∗z) , (6.2)

(u∗, v∗, w∗) = (U∗u, U∗αv, U∗αw) , (6.3)

p∗ = ρU∗2 (p (x) + α2P (x, y, z)
)

, (6.4)

to leading orders. Here we have scaled dimensions by their respective length

scales, L∗ for axial and R∗ for the radial plane. The axial velocity and length

scale then define a time-scale by T ∗ = L∗/U∗ which we may then use to write

the typical radial velocity as R∗/T ∗ = U∗R∗/L∗ = U∗α∗. The non-dimensional

governing equations are then

ux + vy + wz = 0, (6.5)

uux + vuy + wuz = −px + R̄ (uyy + uzz) , (6.6)

uvx + vvy + wvz = −Py + R̄ (vyy + vzz) , (6.7)

uwx + vwy + wwz = −Pz + R̄ (wyy + wzz) , (6.8)
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where we define R̄ = 1
Reα2 , which is an order-one parameter so that for fixed α a

flow rate is determined. For a discussion on lubrication dominated (Re≪ α−2)

and inviscid (1 ≪ α−2 ≪ Re) flow regimes see [12].

6.2 Analysis close to the point of minimum

gap

There are two flow regions to consider close to the point of greatest constriction,

which is given by the point (x, y, z) = (xc, yc, zc). One is the core flow in which

we take x−xc small with y−yc and z−zc both of order one, and the second is the

region very close to the carina where y−yc and z−zc are then also small. The

particular case considered herein will take a wall that comes in quadratically

both in the longitudinal- and cross-planes so that |z − zc| ∼ |y − yc|2 with

|z − zc| ∼ |x − xc|2 and so |y − yc| ∼ |x − xc|. The powers are a result of the

known wall shape.

6.2.1 Core flow

In the core flow region we have x − xc = ǫX say, where ǫ is a small positive

parameter. Here (X, y, z) are all order-one variables. We expect a regular

expansion in the axial direction with the pressure perturbation being mainly

linear in x− xc: thus

(u, v, w) = [u0, v0, w0] (y, z) + ǫX [u1, v1, w1] (y, z) + . . . , (6.9)

(p, P ) = (p0, P0 (y, z)) + ǫX (p1, P1 (y, z)) + . . . . (6.10)
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Substituting (6.9) and (6.10) into equations (6.5)-(6.8) gives the core-flow equa-

tions to leading order as

u1 + v0y + w0z = 0, (6.11)

u0u1 + v0u0y + w0u0z = −p1 + R̄ (u0yy + u0zz) , (6.12)

u0v1 + v0v0y + w0v0z = −P0y + R̄ (v0yy + v0zz) , (6.13)

u0w1 + v0w0y + w0w0z = −P0z + R̄ (w0yy + w0zz) . (6.14)

Here the velocity profile u0, and the pressure constants p0 and p1 are found

from the upstream flow.

6.2.2 Saddle point of the point of greatest constriction

In this local region the smooth saddle point shape is assumed given at the

upper wall z = z+(x, y) such that z+ − zc = A(x − xc)
2 + B(y − yc)

2 + γ for

some constants A,B, γ > 0. The lower wall is similarly given by z = z−(x, y)

with z− − zc = −A(x− xc)
2 −B(y− yc)

2− γ. Hence we have in this region an

axial scaling as in the core section along with y − yc = ǫY and z − zc = ǫ2Z.

Cross-plane variables X and Y are of order one. We expect p to scale as in

the core region, in order to match. Then continuity and momentum balances

provide the following expansions,

(u, v, w) =
[

ǫ4U, ǫ4V, ǫ5W
]

(X, Y, Z) + . . . , (6.15)

(p, P ) = (p0, Q0) + ǫ (Xp1, Q1 (X, Y, Z)) + . . . , (6.16)

with the X-dependence being more subtle here than in the core, as indicated.

Here p0, Q0 are constants. Substitution of equations (6.15), (6.16) into the
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system (6.5)-(6.8) then yields the lubrication equations

UX + VY +WZ = 0, (6.17)

0 = −p1 + R̄UZZ , (6.18)

0 = −Q1Y + R̄VZZ , (6.19)

0 = −Q1Z . (6.20)

These are subject to no-slip on the walls with the walls given by

Z+ = z+ − zc = AX2 +BY 2 + 1, (6.21)

Z− = z− − zc = −AX2 −BY 2 − 1, (6.22)

where ǫ is defined by the minimum vertical half-gap width, such that ǫ =
√
γ.

In general ǫ represents some vertical scale.

Integrating (6.18) and applying the boundary conditions at the walls we

obtain a solution for the axial velocity,

U(X, Y, Z) = − p1
2R̄

(

Z2
+ − Z2

)

, (6.23)

where we have used the fact that Z− = −Z+.

The wall shear stress on the upper wall is then given by

UZ(X, Y, Z+) =
p1
R̄

(

X2 + Y 2 + 1
)

. (6.24)

Next, we find from equation (6.20) that

Q1 = Q1(X, Y ),

is independent of Z and so integrating (6.19) with respect to Z there is the

balance

V (X, Y, Z) = −Q1Y

2R̄

(

Z2
+ − Z2

)

. (6.25)
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Finally we integrate the continuity equation (6.17) over the gap width, sub-

stituting in (6.24), (6.25) and applying the no-slip condition on the top wall,

Z+, to find W such that

2R̄W (X, Y, Z) = p1

{

∂
(

Z2
+

)

∂X
(Z − Z+)

}

+Q1Y

{

∂
(

Z2
+

)

∂Y
(Z − Z+)

}

+

+Q1Y Y

{

(

Z3
+ − Z3

)

3
+ Z2

+ (Z − Z+)

}

,

(6.26)

where we have again used symmetry for simplification.

If we now apply the lower wall no-slip condition and introduce the gap width

H(X, Y ) = Z+ − Z− = 2Z+, then (6.26) becomes

0 = p1
∂H3

∂X
+Q1Y

∂H3

∂X
+Q1Y YH

3, (6.27)

which upon rearranging and integrating with respect to Y becomes the Reynolds

lubrication equation

Q1YH
3 = −p1

∫

∂ (H3)

∂X
dY, (6.28)

allowing the pressure correction Q1(X, Y ) to be found given the known gap

width H(X, Y ) and the pressure constant p1.

6.3 Numerical solutions

Numerical results are obtained using the method outlined in [12] where a

detailed description can be found.

The system given by equations (6.5)-(6.8) is parabolic and so as long as the

axial velocity u remains positive there is no upstream influence. It is therefore

possible to apply a forward marching scheme in the axial direction, starting at

some point upstream and continuing through the carina. We apply boundary
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conditions of no slip on all of the walls and an initial velocity profile at the

starting point upstream. Mass flux is fixed with the flow far upstream of the

carina taken to be fully developed parallel flow.

As the scheme marches forward toward the carina, a pinching of the vessel

wall occurs. This is handled numerically by modification of the grid at each

x-station. [77], [82].

Numerical results can be seen in figures (6.1), (6.2), (6.3),(6.4) and were

kindly provided by Professor Smith. There are two main cases that we exam-

ine. The first being vessels that are symmetric (section 6.3.1) about the plane

given by Z = 0 and the second being non-symmetric (section 6.3.2) where only

the upper wall is allowed to constrict, with the lower wall remaining circular

and rigid. Grid effects are shown in section 6.3.3.

6.3.1 Symmetric cases

Results were calculated for symmetric constrictions (about the horizontal plane

Z = 0) for a widening vessel (figure 6.1), a severe constriction of a non-tapering

vessel (figure 6.2) and a mild constriction of a non-tapering vessel (figure 6.3).

The velocities along the midline and pressures were found in each case all

showing qualitatively similar results in that a pressure drop is observed. In

figure (6.2(b)) the zero midline velocity is a result of the constriction completely

obscuring that section of vessel. The equation used for the vessel wall here is

Z+ = (1 + rF (X))

{

1−
(

Y

1 + rF (X)

)2
}

1

2

− hF (X)

1 + 8Y 2
, (6.29)

where

F (X) =











(

X
X2

)2

for X 6 X2,

2X−X2

X2
for X > X2

, (6.30)
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and Z+ = Z−. Here h is a parameter to be set and X2 = 1. In the expanding

vessel r = 1.2 whereas in the non-tapering vessels r = 0.
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(a) Three-dimensional plot of vessel shape

where the positive direction of x is “out of

the page”.
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(b) Cross-sectional plot showing the devel-

opment of two daughter vessels and subse-

quent rejoining into a single (larger) vessel
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(c) Plot of pressure (solid) and axial veloc-

ity (dashed) against x along the midpoint

given by y = z = 0
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(d) Contour plot showing the axial velocity

profile in the plane z = 0

Figure 6.1: Widening vessel exhibiting a symmetric constriction that briefly

results in two daughter vessels, with the point of greatest constriction taken

to be x = 1. Here the grid step-sizes are dy = dz = 2.67−2 and dx = 5× 10−4.
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(a) Three-dimensional plot of vessel with

severe symmetric constriction resulting in

the brief development of two daughter ves-

sels.
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(b) Cross-sectional plot showing the devel-

opment of the symmetric constriction
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(c) Plot of axial velocity (dashed) and pres-

sure (solid) against x along the midpoint

y = z = 0.

Figure 6.2: A non-tapering vessel exhibiting a constriction resulting in two

daughter vessels which rejoin. The point of greatest constriction is taken to

be x = 1 where the upper and lower walls first touch (or converge). The cross-

section of the vessel is shown. Here the grid step-sizes are dy = dz = 2.67−2

and dx = 5× 10−4.
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(a) Three-dimensional plot of vessel with a

mild symmetric constriction.
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(b) Cross-sectional plot showing the devel-

opment of the mild symmetric constriction
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(c) Plot of axial velocity (dashed) and pres-

sure (solid) against x along the midpoint

y = z = 0.

Figure 6.3: A milder symmetric case. Here the constriction causes partial

collapse of the vessel with the walls not touching. The cross-section of the

vessel is shown with the the point of greatest constriction taken to be x = 1.

Here the grid step-sizes are dy = dz = 2.67× 10−2 and dx = 5× 10−4.
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Figure 6.4: Direct comparison of symmetric cases as shown in 6.2(b) (dashed)

and 6.3(c) (dotted).
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6.3.2 Non-symmetric cases

Non-symmetric cases were tackled with the aim of being closer to the reality of

an enlarged prostate (see chapter 1) whereby the constriction tends to intrude

on one side of the vessel. Three cases were computed with varying amounts of

constriction (figures 6.5 and 6.6). Again, qualitatively similar results can be

seen where the vessel sees a pressure drop going through the constriction. The

non-symmetric case has walls given by

Z+ =
{

1− Y 2
} 1

2 − hF (X)f(X)

1 + 8Y 2
, (6.31)

where

F (X) =











(

X
X2

)2

for X 6 X2,

2X−X2

X2
for X > X2

, (6.32)

f(X) =
AL

1 + (X−X2)2

e2
L

(6.33)

and Z− =
√
1− Y 2. Here h is a parameter to be set, eL = X2/5 and X2 = 1.

The strength of the constriction is controlled by the parameter AL.
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(a) Three-dimensional plot for AL = 0.2

case; a mild non-symmetric constriction.

Here dx = 10−3, dy = dz = 4× 10−2
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(b) Cross-section of the mild non-

symmetric case
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(c) Three-dimensional plot for AL = 0.5

case; a non-symmetric constriction. Here

dx = 10−3, dy = dz = 2× 10−2
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AL = 0.5 case

Figure 6.5: Non-symmetric constriction cases.
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Figure 6.6: Comparison of pressure and axial velocity along the mid-line for

the non-symmetric cases y = z = 0 for AL = 0.2 (dashed), AL = 0.5 (dash-

dotted), AL = 0.75 (dotted).
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6.3.3 Grid tests

Grid tests were carried out in order to check for grid effects. The results for

two tests are shown in figure 6.7 where we see good agreement between the

different grid sizes.
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Figure 6.7: Grid tests with (a) the mild symmetric case showing dx = 5×10−4,

dy = 2.67× 10−2 (dashed); dx = 10−3, dy = 2.67 × 10−2 (dotted); dx = 10−3,

dy = 4×10−2 (dash-dotted) and (b) the nonsymmetric AL = 0.5 case showing

dx = 5× 10−4 dy = 2× 10−2 (dashed); dx = 5× 10−4, dy = 4× 10−2 (dotted).

6.4 Summary of chapter

Again the three-dimensional regime appears to produce a model and results

which are fairly sensible physically as well as fairly realistic, if only potentially

so, in regard to the application to the original medical context. The predic-

tions for the induced internal pressures for example are valuable in principle

then. This model is appropriate for urethral strictures which are an abnormal

narrowing of the urethra. Typically these exhibit a decreased force of urinary

stream, which can be seen here as a pressure drop through the constriction.

Some caution should be taken, however, as in general the bladder will attempt
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to compensate by increasing the pressure, which is not modelled here. Also to

note is the fact that flexible walls have been neglected here and could have a

significant affect on the flow.



Part II

Heterogeneous population

modelling
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Chapter 7

Describing the context

The following work arose from an opportunity of an internship which was taken

up by the author in 2008 at Unilever UK, sponsored through the Knowledge

Transfer Network in industrial mathematics by EPSRC. The link with the

other part of the thesis study was spotted in discussions involving the author

and his first supervisor. The present part appeared in an issue of Advances in

Complex Systems in 2010 ([68]), joint authored with the industrial supervisor

Dr Abhijit Sengupta. The work focused on the heterogeneity of shoppers, its

effect on purchasing decisions and possible predictions of purchases.

The relationship between Parts I and II comes from their focus on heteroge-

neous populations. Since the approaches of this part are quite different from

those of Part I, however, the bulk of Part II is placed in an appendix (Appendix

B) of the thesis. It is possible to relate the choice of products by shoppers to

aspects of Part I by considering, for example, a decision of treatment by a GP

or surgeon for individuals who exhibit a set of symptoms (or characteristics in

the language of Part II).

It is also possible to find another connection. This is in terms of a conceptual
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model with a governing equation

dP

dt
= gB − hC. (7.1)

Here in the context of Part I firstly P represents the probability that a person

chooses to have a clinical operation (for instance concerning difficulties with

a prostate gland), B stands for the benefits of an operation and C stands for

the costs which may include financial costs to the patient, NHS costs as well

as more general costs such as physical ones. The terms g, h are coefficients

which are generally positive, and we note P could also denote implicitly the

number of people taking the option. The values of the contributions B, C

in individual cases depend on the typical results shown in Part I in the sense

that for example an operation can alter the properties of the urethral walls and

hence beneficially affect the urinary flows and pressures. The same equation

holds, secondly, in the balance of effects discussed in Part II as described in

Appendix B. Additional work in this context has been carried out as an MSc

project by Vasundhara Misra at UCL [56].



Part III

Conclusion
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Chapter 8

Final Discussion

This thesis has examined through mathematical modelling what we regard as

some central issues concerned with the fluid flow in a model of the urethra with

the problems of incontinence either in mind or regarded as motivation. This

has been done in two parts, firstly via a physical model of the flow through

various types of specific distensible vessel and secondly via looking more widely

at heterogenous populations who might exhibit certain pathologies which raise

the the option of going to surgery. In the following we now summarise each

chapter, starting of course with Part I.

• In chapter 2 we derived a one-dimensional mathematical model involv-

ing cross-sectional averaged quantities as others have done before in the

context of large blood vessels. We introduced a simple representative

tube law (i.e. pressure-area relation) and then began analysing the main

governing equations and boundary conditions for early opening times

and for short-scale alterations in the tube properties. This included for

example bends or sudden changes in distensibility.

• Following on from the work in the previous chapter, chapter 3 studied

the early time opening in much more detail, seeking special solutions

184
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and inspecting specifically both slow- and fast-response materials (for

the vessel wall). In this context, a start was also made on more general

two-dimensional modelling. Various solution properties of interest were

discussed. Fast-response vessels are of particular interest considering

their relevance to pathologies.

• Chapter 4 then introduced numerical methodology and corresponding

results, beginning with a relatively simple finite difference scheme applied

to the full original partial differential equations found in chapter 2 and

allowing accurate and reliable front tracking. Short scale changes within

the long scale framework were also examined in greater detail in order to

shed light on the non-existence of the quasi-steady solutions in certain

circumstances shown in chapter 2. Burgers equation in particular was

found to be relevant in certain circumstances; this was solved numerically

and the existence of finite-time singularities shown, which imply that

short-scale behaviour can emerge eventually in the flexible vessel. The

downstream movement of disturbances could be important in detecting

and locating changes in the vessel distensibility.

• Three-dimensionality was acknowledged in chapter 5 for relatively mild

tortuosity as well as large-n effects associated with fast responses in a

longitudinal vortex system and also in a thin-region flow setting. The

three-dimensionality was found to yield potentially more realistic re-

sponses to the system and demonstrates the potential importance of

three-dimensional with regards to pathologies of the urethra.

• Continuing in three dimensions, the fully three-dimensional effects of

a constriction were examined in chapter 6, with its importance owing

to pathologies such as benign prostatic hyperplasia and strictures. A

number of cases were examined and resultant pressure effects found. The
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results are quite sensible physically in addition to being fairly realistic

for medical applications.

Part II then followed.

• Part II consisted of chapter 7 which considered related features of popu-

lation modelling through the use of an agent based model in effect. There

are reasonably clear links between the choice model presented in chapter

7 (and an appendix) and the probabilities of electing for surgery based

on the perceived benefits and disadvantages as seen by the clinician or

surgeon.

8.1 Future Work

We may now list some clear possible future extensions and allied areas of work,

as follows.

• Addition of network effects in part II - this could include such social

dynamics as gossip about friends operations, etc.

• Exploiting the links described above for part II could also be worthwhile.

• Current urodynamics is of much concern - for example the fact of intro-

ducing a catheter to measure pressures in itself may alter the pressures

or characteristics of the urethra. Further research would seem warrented

here.

• Emerging flow at the exit from the urethra- similar to jets from nozzles.

Inviscid incompressible fluid falling under gravity is addressed in [24].

Steady and two-dimensional numerical work shows two flows are possi-

ble one in which fluid falls down the underside of the nozzle and another

where the flows splits into two sheets. Important flow parameters are the
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angle above the horizontal at which the nozzle is aimed and the Froude

number. Potential flows issuing from a two-dimensional curved nozzle

are in [84]. A round jet (axi-symmetric) of inviscid fluid under gravity

with a nozzle of slowly varying profile, treated by matching asymptotics,

is in [45]. Slender streams are in [32], with astymptotic methods for thin

potential flows and a mixture of rigid or free-boundaries in two dimen-

sions. Clearly there are many relevant routes to be explored further.

• Breakup of jets - this is important in some urodynamical tests. A review

is given in [52]

• Full numerical three-dimensional simulation could include wall effects on

a flexible vessel with viscous flow. This ties in with the eventual emphasis

in the present thesis on three-dimensional modelling and the importance

of three-dimensionality in terms of the effects produced. This is especially

so, we feel, for the potential application to urethral properties.



Appendix A

KdV-like behaviour

The following work is a collaboration with Professor Jean-Marc vanden Broeck

who also kindly provided the numerical results. The ideas are similar to those

mentioned in sections 2.4 and 4.2 where we allow the vessel distensibility to

alter over some region. In this case we work from a KdV perspective and view

the distensibility alteration in the context of an applied pressure distribution

as seen in free-surface problems.

A.1 Introduction

We begin with a two-dimensional vessel which is assumed symmetric about the

horizontal centre-line. We thus consider only the upper half plane, replacing

the centre-line by a rigid impermeable wall (or boundary). The upper wall

takes the role of an unknown free-surface and we continue in the context of a

free-surface problem for an inviscid fluid. We denote the undisturbed depth as

h0 (or perhaps the vessel radius for circular vessels) and assume the horizontal

direction to be infinite but with a characteristic length scale L ≫ h0. Surface

disturbances (or changes in vessel radius) are described by η (x, t) and are

characterised by an amplitude α. The fluid depth is thus given by h (x, t) =

188
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h0 + η (x, t).

We define non-dimensional parameters

a =
α

h0
,

b =

(

h0
L

)2

,

which are the characteristic relative disturbance amplitude and the charac-

teristic vessel aspect ratio respectively. In the following we consider small

amplitude disturbances on the surface of a slender vessel and so a, b≪ 1.

Defining velocity potential Φ (x, y, t) we have the following governing equa-

tions for continuity and momentum along with boundary conditions on a lower

fixed wall y = 0 and upper free-surface y = h (x, t) given by

Φxx + Φyy = 0, 0 < y < h (x, t) , (A.1)

Φt +
1

2

(

Φ2
x + Φ2

y

)

+ P (x, t) = 0, y = h (x, t) , (A.2)

Φy = 0, y = 0, (A.3)

ht + Φxhx − Φy = 0, y = h (x, t) , (A.4)

where subscripts denote partial differentiation and P (x, t) is the fluid pressure.

We now define a pressure-wall relation (see section 2.1.3) which we take to

be

P (x, t) = A0 + β (x) hn (x, t) , (A.5)

with A0 a constant and, as in the previous chapters, β representing the disten-

sibility of the vessel. We allow P to be perturbed by introducing a perturbation

to a constant distensibility parameter through

β (x) = β0 + a2β0β1 (x) , (A.6)

where β0 is a constant. In the undisturbed state we define P = 0 and so have

A0 = −β0hn0 . (A.7)
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Substituting equations (A.6) and (A.7) into (A.5) the pressure becomes

P (x, t) = a2β0β1h
n
0 +

n
∑

r=1

(

n

r

)

hn−r
0 ηrβ0

(

1 + β1a
2
)

, (A.8)

where
(

n
r

)

= n!
(n−r)!r!

and into which we substitute the non-dimensional con-

stants

g = nβ0h
n−1
0 , c0 =

√

gh0, (A.9)

which represent gravity and a characteristic wave speed respectively. We also

non-dimensionalise by x = Lx̃, y = h0ỹ, η = αη̃, t = L
c0
t̃, Φ = gLα

c0
Φ̃, where

tildes denote order one variables. Equation (A.8) is thus

P
(

x̃, t̃
)

=
c20a

2

n

(

β1 +
n
∑

r=1

(

n

r

)

η̃r
(

1 + β1a
2
)

ar−2

)

(A.10)

and governing equations (A.1)-(A.4) in non-dimensional form are therefore

bΦxx + Φyy = 0, 0 < y < 1 + aη (A.11)

Φt +
a

2

(

Φ2
x +

1

b
Φ2

y

)

= − β1a

n
−

− 1

n

n
∑

r=1

(

n

r

)

ηr
(

1 + β1a
2
)

ar−1, y = 1 + aη (A.12)

Φy = 0, y = 0 (A.13)

ηt + aΦxηx −
1

b
Φy = 0, y = 1 + aη. (A.14)

where tildes have been dropped for convenience.

Equations (A.11) and (A.13) have solution

Φ =
∞
∑

m=0

(−1)m
y2m

2m!

∂2mf (x, t)

∂x2m
bm. (A.15)

Substituting this into equations (A.12) and (A.14) we obtain surface condi-
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tions

ft +
f 2
xa

2
+
β1a

n
+

1

n

n
∑

r=1

(

n

r

)

ηr
(

1 + β1a
2
)

ar−1

−(1 + aη)2

2

(

fxxt + fxfxxxa− f 2
xxa
)

b+O
(

b2
)

= 0, (A.16)

ηt + {(1 + aη) fx}x

−
(

1

6
(1 + aη)3 fxxxx +

1

2
a (1 + aη)2 ηxfxxx

)

b+O
(

b2
)

= 0. (A.17)

Letting w = fx, which is the leading order horizontal velocity, and substitut-

ing into the partial derivative of (A.16) with respect to x and equation (A.17)

there is

wt + awwx +
β1xa

n
+

1

n

min(3,n)
∑

r=1

(

n

r

)

rηxη
r−1ar−1

+
1

n

min(1,n)
∑

r=1

(

n

r

)

(

rηxη
r−1β1 + ηrβ1x

)

ar+1 − wxxtb

2
= 0, (A.18)

ηt + {(1 + aη)w}x −
b

6
wxxx = 0. (A.19)

Terms of O (a3, ab, b2) have been dropped.

A.2 KdV approximation.

Keeping terms up to O (a, b) of equations (A.18) and (A.19) leaves

wt + awwx −
1

2
bwxxt + ηx + (n− 1) ηηxa +

1

n
β1xa = 0, (A.20)

ηt + {(1 + aη)w}x −
b

6
wxxx = 0, (A.21)

which to leading order are

wt + ηx = 0, (A.22)

ηt + wx = 0. (A.23)
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These two equation reduce to

ηt + ηx = 0 (A.24)

for

w = η. (A.25)

Having found the leading order relationship between w and η we now sub-

stitute a solution of the form

w = η + aA (x, t) + bB (x, t) +O
(

a2 + b2
)

, (A.26)

into equations (A.20) and (A.21) which become

ηt + ηx +

(

At + nηηx +
1

n
β1x

)

a+

(

Bt −
1

2
ηxxt

)

b = 0, (A.27)

ηt + ηx + (Ax + 2ηηx) a+

(

Bx −
1

6
ηxxx

)

b = 0, (A.28)

respectively. By use of the leading order equations (A.24), (A.25) the following

relations are found At = −Ax, Bt = −Bx and ηxxt = −ηxxx which we substitute

into equation (A.27) to leave

ηt + ηx +

(

−Ax + nηηx +
1

n
β1x

)

a+

(

−Bx +
1

2
ηxxx

)

b = 0. (A.29)

Comparing a and b terms of equations (A.28) and (A.29) provides equations

for A and B,

A =
(n− 2)

4
η2 +

1

2n
β1, (A.30)

B =
1

3
ηxx (A.31)

where the constants of integration have been taken to be zero.

Combining equations (A.26), (A.30) and (A.31) we obtain the relation

w = η +

(

(n− 2)

4
η2 +

1

2n
β1

)

a+
b

3
ηxx +O

(

a2 + b2
)

, (A.32)
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along with

ηt + ηx +
(n + 2)

2
ηηxa+

b

6
ηxxx = −β1x

a

2n
, (A.33)

a forced KdV equation for β1x 6= 0.

It is convenient to rewrite (A.33) in terms of the dimensional variables and

so using x̂ = Lx, η̂ = αη, t̂ = L
c0
t along with a = α

h0
and b =

(

h0

L

)2
where hats

denote dimensional veriable, we obtain

ηt + c0ηx +
(n + 2)

2

c0
h0
ηηx +

c0h
2
0

6
ηxxx = −c0h0β1x

a2

2n
, (A.34)

where hats have been dropped for convenience. Equation (A.34) has been

studied intensively. When its right hand side is zero, it models waves prop-

agating at the surface of a fluid of small depth. Classical solutions are then

periodic cnoidal waves and solitary waves (see [90] for a review and other ref-

erences). When the right hand side is different from zero, (A.33) describes

free surface flows past a disturbance in shallow water. The disturbance can be

a submerged object or a prescribed distribution of pressure. There are then

various types of solutions which are classified as subcritical, supercritical and

critical flows (see [7], [10], [23], [29], [48], [70] and the references therein). We

shall here concentrate on the equivalent to our model of the critical solutions.

NOTE let η = pz+ q, with q−− 2
a(n+2)

, p = − uc

aac
, cf eqn 4.36 having a0 = 0.

(considering full depth - same Burger approximation 4.2).

We assume that the flow is steady in a frame of reference moving at the

velocity c. Therefore we write

η (x, t) = f (X) where X = x− ct (A.35)

Substituting (A.35) into (A.34) gives the ordinary differential equation

(

1− c

c0

)

ηx +
(n+ 2)

2

1

h0
ηηx +

h20
6
ηxxx = −h0β1x

a2

2n
(A.36)
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Integrate (A.36) with respect to x gives
(

1− c

c0

)

η +
(n+ 2)

2

1

2h0
η2 +

h20
6
ηxx = −h0β1

a2

2n
+ A (A.37)

where A is a constant of integration.

We assume, without loss of generality, that

β1 (x) → 0 and η (x) → 0 as x→ −∞, (A.38)

representing the undisturbed vessel radius before the change in distensibility.

It follows from (A.37) that A = 0.

For the purpose of numerical computations we introduce dimensionless vari-

ables by taking c0 as the reference velocity and h0 as the reference length.

Then (A.37) becomes

(1− F ) η +
(n + 2)

4
η2 +

1

6
ηxx = −β1

a2

2n
(A.39)

where

F =
c

c0
=

c

(gh)1/2
, (A.40)

the Froude number.

Specific calculations will be presented for the choice

a2β1 (x) = e[
1

4
+

1

2π
tan−1x] (A.41)

where e is a given constant.

We seek flows which are characterised by different constant levels of the the

free surface as x → ±∞.

Relation (A.41) shows that

a2β1 (x) →
e

2
as x → ∞ (A.42)

It then follows from (A.39) that

η (x) → B as x→ ∞ (A.43)
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where

F = 1 +
1

B

(

e

4n
+
n+ 2

4
B2

)

. (A.44)

The right hand side of (A.44) has a local minimum at

Bmin = [
e

n (n+ 2)
]1/2 (A.45)

and a local maximum at

Bmax = −[
e

n (n+ 2)
]1/2 (A.46)

The corresponding values of F are

Fmin = 1 +

(

(n + 2) e

4n

)1/2

and Fmax = 1−
(

(n + 2) e

4n

)1/2

(A.47)

There are no solutions of the type considered here for Fmax < F < Fmin. For

each value of F < Fmax or F > Fmin there are two possible values of B. These

findings are illustrated in Figure A.1 where we plot B versus F for n = 2

and e = 0.5. The values F and B at the minimum and maximum are then

Fmin = 1.5, Fmax = 0.5, Bmin = 0.25 and Bmax = 0.25. We note that the solid

curves in Figure A.1 give values of F and B for which solutions ’might’ exist.

It does not imply the existence of solutions. Indeed as we shall see only a

portion of the solid curves of Figure A.1 correspond to solutions for y = η (x).

We now show some computed solutions for η (x). Those were obtained by

solving (A.33) numerically by finite differences. We first define the mesh points

xi = −R +
2R (i− 1)

N − 1
(A.48)

and the corresponding unknowns

ηi = η (xi) (A.49)

Here the values of x are truncated at x = −R and x = R where R is large.

We satisfy (A.39) at the mesh points xi, i = 2, . . . , N − 1. The derivative
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Figure A.1: Values of B versus F for which potential solutions might exist.

Here e = 0.5 and n = 2. The broken curve is the line (A.53).

ηxx is evaluated by centred differences. This leads N − 2 .equations for the N

unknowns ηi, i = 1, . . . , n. The last two equations are obtained by imposing

η1 = 0 and ηn = B. The resulting system of N nonlinear algebraic equations

with N unknowns is solved by Newton’s method for given values of n, e and

B. The value of F is defined by (A.44).

We used the numerical schemes to try to compute free surface profiles cor-

responding to the two solid curves in Figure A.1. Therefore we chose n = 2

and e = 0.5. We found that no converged solution could be obtained for the

values of F and B corresponding to the left solid curve and to the portion

B > Bmax = 0.25 of the right solid curve. The only reliable numerical solu-

tions correspond to the values B < Bmax on the right solid curve. A typical
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free surface profile corresponding to F = 1.7 and B = 0.105 is shown if Figure

A.2.

 0
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Figure A.2: Free surface profile for e = 0.5, n = 2, F = 1.7 and B = 0.105

The reason for which only the lowest portion of the right curve in Figure

A.1 gives numerical solutions can be explained analytically as follows. Since

η (x) → 0 as x→ −∞ we can linearise (A.39) around η = 0 for large negative

values of x by writing η (x) = s (x) dropping nonlinear terms in s. This leads

(1− F ) s+
1

6
sxx = 0 (A.50)

Similarly, since η (x) → B as x→ ∞, we can linearise (A.39) around η = B for

large positive values of x by writing η (x) = B + s (x) and dropping nonlinear

terms in s. This leads
(

1− F +
n+ 2

2
B

)

s+
1

6
sxx = 0 (A.51)
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Equations (A.50) and (A.51) have oscillatory solutions when

F < 1 and 1− F +
n+ 2

2
B > 0 (A.52)

In the (B,F )-plane the second of the conditions (A.52) is satisfied in the half

plane on top of the line

1− F +
n + 2

2
B = 0 (A.53)

The line (A.53) is shown in Figure A.1. It can easily be checked that the line

(A.53) goes through the points (Bmin, Fmin) and (Bmax, Fmax). Therefore the

only portion of the solid curves of Figure A.1 for which the conditions (A.52)

are not satisfied is the lowest portion of the right curve. Along that portion

there are no oscillatory behaviour if the far field. This is precisely where we

obtained reliable numerical solutions.



Appendix B

Volatility in the consumer

packaged goods industry - a

simulation based study.

B.1 Introduction

Software based simulation techniques have become a popular tool in the analy-

sis of populations and societies in recent years. Social scientists have repeatedly

pointed out that human societies, groups and organizations usually comprise

of multiple heterogenous agents who often interact with each other as well as

with the environment they are placed in. Such “complex systems” do not lend

themselves to analysis using traditional top-down analytical/quantitative tech-

niques. These systems typically exhibit emergent behaviour of some kind, and

simulations seem to be one of the best tools to use for study ([25], [34], [83]).

Consequently, bottom-up approaches such as agent based modelling/agent

based computational economics (ABM/ACE) have increasingly been used in

analyzing such systems. This paper uses such a bottom-up approach in build-

ing a simple but effective behavioral model of a typical consumer packaged

199
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goods (CPG) market, whose volatile and heterogenous nature makes it very

suitable for a simulation based study.

Consumer markets are usually characterized by noisy dynamics and insta-

bility [46]. Such volatility may arise due to multiple factors, for instance,

large variations in tastes/preferences [5] and/or intense competitive market

interventions by firms such as discounts and pricing campaigns, competitive

packaging, advertising etc. ([11], [4]). Moreover, potential lateral effects such

as word-of-mouth can become important as well in consumers’ decision mak-

ing and as a result lead to non-linearities in the system. Hence CPG markets

possess many key characteristics of a complex system and consequently, lend

themselves readily to agent based modelling techniques [33].

This paper takes the first step in building and validating a model of CPG

markets using a combination of theory, simulation and real life data. We

model the fresh fruit juices category and the choices made therein by a set

of supermarket consumers facing a large variety of competing products. We

focus on consumers’ tastes and preferences for various attributes inherent in

a product, as well as their reactions towards pricing and promotions in order

to build a behavioral model of choice. This behavioral model is subsequently

used as the template for running simulations where we attempt to replicate

the choices made by real life consumers in an online retail supermarket. This

is a multi-agent model analyzing a dynamic system from the bottom-up. In-

dependent virtual agents, each of which represents an individual unit in the

real population, are incorporated into the simulation. However, at this stage

of the analysis we do not incorporate agent to agent interactions and social

networks. This model should be treated as the first step towards a fully de-

veloped ABM incorporating potential social interactions, and for use as the

benchmark for further analysis. The main aim here is to demonstrate that

a simple enough model incorporating multiple heterogenous agents can pre-
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dict a volatile and noisy CPG market with a high degree of accuracy. Once

the underlying theoretical model of choice has been suitably validated, fur-

ther compounding factors can be introduced in the model for more theoretical

and/or empirical experimentation.

This paper’s primary aim is to address the twin issues of individual het-

erogeneity and volatility, and illustrate the relationship between the two. To

demonstrate this link, a model based on random choice is used as a benchmark,

which does not incorporate agent level heterogeneity in tastes and preferences.

The choice probabilities in the random model are generated from the data. The

data consists of customer transactions within the fresh juice category from

LeShop (www.leshop.ch), an online supermarket based in Switzerland. The

simulations within the main model and the corresponding validation strat-

egy results in a good fit of the out-of-sample predictions in comparison to

the benchmark, particularly the direction and frequency of changes in market

shares of product groups (where products are grouped on the basis of brands

and flavors). At the micro level, a remarkably good out of sample fit is achieved

for individual households, which drives the accuracy of the model at the macro

level. The model significantly outperforms the benchmark at all levels.

Over and above the stated aim of demonstrating the link between volatility

and heterogeneity in consumer goods markets, this paper has two overarching

objectives. The first is to establish a simulation based approach which is not

only able to estimate market share movements over time but also predict indi-

vidual choices of products and features with a reasonable degree of accuracy.

And the second is to provide a validated benchmark model which can be used

to explore abstract scenarios, carry out “what if” exercises and more generally,

explore theoretical constructs which can in turn explain a variety of complex

phenomena. Examples of potential directions of theoretical exploration are

numerous, with multiple motivations ([26]) and are discussed later. Such nor-
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mative exploration necessitates the existence of a benchmark which has been

tested and validated, against which reasonable comparisons can be made and

this is precisely what a model like the one presented here may be used for.

The time period considered here is one calendar year, but both the simu-

lation methodology and the behavioral model are flexible enough to be used

for examining the short term and medium to long term dynamics. The latter,

especially the medium term, can be studied with using small modifications to

the current model, and a brief discussion on this is provided in the concluding

section of this paper. Tackling the longer term using a similar methodol-

ogy might be complicated, given that the environment and consumers might

“drift” away from the calibrated model and this needs to be incorporated into

the main model itself or addressed separately. Household level choice within

a CPG context also involves additional aspects which are outside the scope

– timing of purchase, quantity bought, product portfolio etc. being a few of

them. In spite of these shortcomings, the model stands out from the rest for

its simplicity, and hence implementation and extensions are easy.

B.1.1 Background

It is important to note that there exists a substantial amount of prior literature

on quantitative analysis of CPG markets, especially with relevance to the effect

of pricing and promotions on the evolution of market shares. Multinomial

logit, nested and mixed logit and probit models have been heavily used in this

area (see [6], [30] for details). Factors such as brand choice, purchase quantity,

category incidence have usually been the focus of these studies (see for instance

[8], [42] and [20]). Most of the analysis has been carried out almost exclusively

using a static framework, where the temporal element was ignored. These

models performed well in picking out short term responses to marketing mix

policies. However, not as widespread and not as successful, are a few papers
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dealing with the issue of the long term evolution of markets in response to

multiple marketing strategies ([55], [21], [60]). A handful of papers have used

dynamic programming as well to analyze the impact of promotions ([81], [80]),

citing that discrete choice models overestimate promotion effects.

In spite of all the research done in this area, some questions remain unan-

swered which researchers and practitioners alike find very hard to tackle. For

instance, what are the key differentiating factors which lead to variation in

behavior within the population and how does this heterogeneity affect market

dynamics? Is it possible to model the evolution of a market over time? Addi-

tionally, they lack the ability to take into account a number of compounding

factors which may have important implications with regard to market behav-

ior. For instance, potential non-linearities (such as social networks), disruptive

changes (paradigm shifting innovations in products and technologies), dynamic

nature of market fundamentals (shifts in consumer preferences), changing na-

ture of how firms and consumers interact in today’s world (effect of the internet

and viral marketing techniques for instance) are just a few examples of such

factors. This is where a simulation based model such as the one presented here

is useful ([46]), forming the basis of further experimentation and analysis.

Model validation using real life data is an important component of any sim-

ulation based study. Although various definitions of validation exist in the

literature, there is one common theme among all: A validated model will pos-

sess a satisfactory range of accuracy matching the simulated model to the real

world phenomenon [89, 31, 27]. Most authors also stress that in typical mod-

els which study large complex entities such as markets, validation should be

carried out at multiple levels. For instance, with a model of a market such as

the one presented in this paper, not only should the simulation model mimic

the macro-level dynamics of the real market (macro-level validation), individ-

ual agents should also suitably mimic the behaviour of the real households or
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consumers they represent (micro-level validation).

One important aspect of validation is calibration of model parameters in

order to match the simulation output to real data. The Fagiolo and Windrum

survey [27] proposed three alternative calibration strategies - the indirect cal-

ibration approach, the Werker-Brenner approach and the history friendly ap-

proach. While the first two involves more rigorous quantitative techniques,

the third encompasses a more general qualitative method. For more details

on all three, please see the following: [28], [88] for indirect calibration and

Werker-Brenner approaches respectively; [54] and [31] for the history friendly

approach. This paper does not focus on any of these approaches exclusively,

although the model specification lends itself more towards a direct quantitative

approach rather than a qualitative one.

The choice model presented here has been developed specifically with the

CPG industry in mind – where consumers make frequent purchases, tastes

and preferences have an important role to play and firms engage in frequent

price/promotion led marketing strategies. Additionally, it lends itself to a

novel validation technique. Since our methodology validates the model both

at the macro and the micro levels, two different fitness metrics are used for

the two separate levels. At the macro level, the performance is judged by how

closely market shares of product groups evolve over time in the simulation vis-

a-vis the real data. At the micro level, we focus on household level preferences

relating to individual products and product attributes. We divide the data

into three sets – the first used for initialization of agents, the second for direct

calibration and the third for testing out of sample predictions.

The rest of the paper is organized as follows. Section B.2 characterizes the

underlying model which forms the basis of the agent level behavior in the

simulation. The data used in validating the simulation results is described in

Section B.3 while the actual validation methodology is described in Section
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B.4. Next we present the results from the modelling and validation exercise in

Section B.6 while the paper concludes in Section B.7 with a brief discussion

and directions for future research.

B.2 The Market Model

A theoretical ABM framework is developed in [46], which incorporates the

“4 P”s of marketing mix (product, price, placement and promotion) within a

simulation framework. Our approach is similar to the extent that we start at

the level of an individual shopper – a linear ordinal utility based behavioral

model is used to characterize the choice mechanism. However, we deviate in

the model specification itself. Following are the key assumptions made in our

model.

Assumption 1 Consumers act rationally and are able to rank the available

alternatives in a consistent manner given their preference.

Assumption 2 All products and product characteristics remain unchanged

during the given time period under consideration.

Assumption 3 Consumers’ tastes and preferences remain unchanged in the

given period.

Consider an industry with K distinct products and a consumer base of size

N . Each product is endowed with a set of M attributes, which makes it

unique for a consumer. In order to define the preferences of consumers in

such a framework, we borrow from traditional discrete choice theory in which

a product is consumed, not for its own sake, but for the set of attributes or

characteristics it embodies ([49], [22], [69]). Hence we make the following final

assumption in our model of consumer choice:
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Assumption 4 Each consumer ranks alternatives based on a subjective or-

dinal utility measure, which is a function of the product specific price and

characteristics as well as consumer specific preferences.

The product specific characteristics are quantified as a M-dimensional vec-

tor belonging to a characteristic space, where each dimension represents one

attribute. This vector is then called the address of the product. Each con-

sumer’s preference is defined using a complementary ideal point, a vector of

characteristics that he would ideally like to see in a product. The closer this

ideal point is to the actual mix of characteristics of a commodity, the higher

the subjective utility of the consumer from purchasing it.

For k ∈ K, let Xk = (x1k, x
2
k, . . . , x

M
k ) be the product address for k. For any

consumer i ∈ N , consider λi = (λ1i , λ
2
i , . . . , λ

M
i ) as i’s ideal point. Let Pk be

the price of the product k. In order to characterize the “distance” of consumer

i’s ideal point with a given product k, we use the 1-norm distance1 measure,

defined as,

Di
k =

M
∑

j=1

|xjk − λjk|.

This is simply the sum of absolute distances, along each dimension of the

characteristic space, between the two vectors. Consumer i’s subjective utility

from product k is hence characterized as,

Ui(k) = ωi
1d

i
k + ωi

2pk

where, ωi
2 = 1− ωi

1, 0 6 ωi
1 6 1.

(B.1)

Identity B.1 refers to the parameterized utility function where,

dik = − Di
k

max
j∈K

Di
j

and pk = − Pk

max
j∈K

Pj

,

1Any distance norm applicable to the Euclidean space Rn can be used here, without any

change in the results. Our use of this particular distance measure was entirely based on

simplicity of form.
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and ωi
1, ω

i
2 are the weights place by individual i on dik and pk respectively, in

determining the utility from product k2. Note that Pk is the per unit price of

product k and not the listed price.

Next we consider price based promotions, where prices of specific products

are reduced (discounted) for individual or groups of consumers. Consequently,

we need to differentiate between the gross and net prices, i.e. P gross
k and P net

k

respectively where the discount on the product k is, ∆Pk = P gross
k − P net

k .

Identity B.1 is redefined as,

Unet
i (k) = ωi

1d
i
k + ωi

2p
net
k

where, ωi
2 = 1− ωi

1, 0 6 ωi
1 6 1,

(B.2)

in order to incorporate promotions, where pnetk is the relative price defined as

above, but now in net terms. Note that identity B.2 is the simplest possible

characterization of an utility function incorporating promotions implicitly. A

more complete characterization should explicitly take into account the inci-

dence of promotion itself as well as the quantity bought as a result.

B.3 Data

The data used in the current analysis consists all transactions within the fresh

fruit juice category from LeShop, for the period of January 2006 to December

2006. Given the nature of the fruit juice category and available data, we

consider three dimensions of product characteristics for the analysis – brand,

flavor and pack size. Table B.1 gives a break up of the products in terms of

2The relative measures are used in order to normalize each component between 0 and 1,

so that no single one dominates the function numerically although either one of them might

dominate functionally, for instance if ωi
1
is equal to or very close to 0 or 1. In such a case,

the individual agent’s choice is based purely on either price or characteristics, and not on a

convex combination of both.
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the identified brands and flavors. The third characteristic dimension – that of

pack size – is expressed in grams, which ranges from 280g to 12552g.

Table B.1: Product break up by brand and flavors

Brand No. of Products Flavor No. of Products

Isola 2 Kid’s Drink 3

Danone 2 Grape fruit 2

Mickey’s Adventures 2 Nectar 7

Oasis 1 Pineapple 2

Capri Sonne 2 Apple 11

Granini 5 Multi-fruit 12

Michel 5 Orange 12

Obi 2 Other fruit 6

Nectar 8

Hohes C 4

Ramseier 5

Max Havelaar 1

Actilife 3

M 8

Gold 5

Total 55 55

Each recorded transaction contains the following items: a household ID,

product ID(s) of the product(s) purchased, the week number (indexed from

1 to 52) when the transaction was made, the net price paid, the discount

applied if any, and finally the quantity of the product purchased. The time-

line of transactions is indexed by weeks. An associated data table provides

information about each product sold in that year and which has the following

items: the product ID, the pack size, the flavor of the product, and the brand

selling the product.
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Each household ID represents a unique user of the LeShop website, and

forms the basis of the agents in the simulation. Each product ID, similarly

represents a unique product (Stock Keeping Unit or SKU), and hence is part

of the set of alternatives available to the consumer. A few households had to

be eliminated from the analysis given that they were infrequent purchasers.

As a result, only those households were considered who had at least three or

more transaction points over the whole time period, with at least two of those

transactions within the weeks 25-52. The final data comprised of 55 unique

SKUs, 2435 households and 28179 transactions for all of the 52 weeks.

B.4 Validation

For the purpose of validation, the full year’s transactions data is split into three

sets along the temporal dimension – weeks 1 to 24, 25 to 38 and 38 to 52. The

first set is used for initialization of individual ideal points in the characteristics

space, the second for calibration of the choice model, and the third for testing

the predictions made by the simulation.

1. Initialization. The first partition is used for initialization of agent spe-

cific taste and preferences in the simulation. We initialized the product

specific characteristic vectors and the agent specific ideal points using

the transaction history covering weeks 1 to 24 in the data set.

2. Calibration. The parameter space is partitioned in a suitable manner.

Simulations are run for all partitions of the parameter space. The results

are recorded for every individual agent for every time step. Using the

second partition of the data set, we calibrate each agent individually, i.e.

obtain the intersection of parameters which provide the best in-sample

predictions for that particular agent. The optimum parameter set is then
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recorded for each agent. The optimization method is described in more

detail below.

3. Testing. The final step involves the use of the parameterized agents to

make out of sample predictions. We use the third data partition for this

purpose. A Monte-Carlo type of method is used, where multiple runs of

the simulation are made where each run corresponds to a random draw

from the optimized parameter set of each agent. The results are collated

and statistically compared against the data under consideration..

B.4.1 Initialization

The characteristics space is defined as the subset [0, 1]3 ∈ R
3, i.e. numerically,

the maximum and minimum values attached to any one dimension are 1 and

0 respectively. For each characteristic, the unique categories were assigned a

value based on their total sales volume in the weeks 1-24, normalized by the

maximum within that dimension. For instance, within the dimension repre-

senting brand, the one with the highest total sales volume (Gold) is assigned

the value 1 while the one with the lowest (Isola) is assigned 0. All other brands

were placed equi-spaced within (0,1), with each brand’s position proportional

to the relative sales volume (for eg., M has the second highest sales volume

and hence is placed at 0.86 in the brand dimension). All ties were resolved

randomly. The relative positions of brands and flavors in the characteristics

space for the given data, correspond to the ordering in Table B.1.

Next we estimated a proxy for the ideal point of each agent using the trans-

actions history within weeks 1 to 24 of the specific household which the agent

represents. For a given characteristic dimension and for a given household, we

calculate the weighted average of all categories purchased, with the purchase

frequency used as the weight. This is repeated for every dimension. Given the
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household and its transaction history, we generate a three dimensional vector

in the characteristics space, which represents its ideal point3.

This method does have a drawback when we consider households whose pur-

chases concentrate on the two ends of the scale, in which case the weighted

average falls somewhere in the middle, which is not representative of its pref-

erences and happens only for a minority of cases. This can be seen from the

spread of distances of agents’ ideal points to their actual purchases (within

partition 1 of the data), the mean and standard deviation of the spread over

all agents is 0.285 and 0.149 respectively. Figure B.4 shows this distribution in

a histogram. The ideal points remain static for the rest of the analysis (given

Assumption 3).

B.4.2 Calibration

Calibration is done on both the macro and micro levels separately. For the

macro level, we aim to fit the evolution of market shares of product groups to

the actual data, while for the micro level validation, the corresponding aim

is to fit household specific choice of SKU and product characteristics. And

because each level requires a different fitness metric over which agent specific

parameters are calibrated, we carry out the calibration exercise twice – once

for each level of validation. We use binary matching of simulated versus real

take-up of SKUs to calibrate at the market share (macro) level and use the

city-block metric to calibrate characteristic take-up at the household (micro)

level.

3For example, suppose household i purchases the brands M and Gold 2 and 3 times

respectively in the first half of the year. M’s and Gold’s position in the [0, 1] interval along

the brand dimension of the characteristics space is given by 0.86 and 1 respectively. Hence,

household i’s ideal point coordinate along the brand dimension is
2 ∗ 0.86 + 3 ∗ 1

5
= 0.94.

The coordinates along the remaining two dimensions are computed similarly.
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For calibrating agent i’s specific ω1 (the superscript i is dropped for nota-

tional convenience), the simulation is run for time steps (weeks) 25 to 38. The

parameter space is discretized into 25 equi-spaced points, 0 = ω0
1 < ω1

1 < ω2
1 <

. . . < ω24
1 = 1 and the simulation is run 25 times for each agent, with each

run corresponding to one value of ω1 within the discretized space. Since there

are no non-linearities involved in terms of social influences and feedback in the

model, we can run the simulation sequentially for each agent in turn without

having to carry it out simultaneously for all agents. Moreover, given that we

have considered deterministic rational choice here, the number of runs for each

agent for a specific parameter value is limited to one. Two sets of optimum

parameter subsets are constructed per agent i, Ωi
b using binary matching and

Ωi
c using the city-block metric, defined in detail below. The results of the

calibration exercise is provided in Figure B.8.

Binary Matching

The binary matching calibration is done to optimize each virtual agent’s utility

function for optimum SKU choice. For each agent and each parameter value,

the simulated and actual data are compared. In each purchase week a binary

matching score is found in the following way. Let K be the set of all products

and let the simulated choice by agent i at week t be Si
t ∈ K. That is, for any

give week t,

Si
t(k) = argmax

k∈K
{Unet

i (k)}

is the product chosen by agent i after a comparison of utility from all available

products (SKUs). The binary matching score for agent i at week t is then
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defined as,

bit(S
i
t) =

1

N i
t

K
∑

k=1

ni
t,kδ(k, S

i
t),

where, δ(k, Si
t) =











1, if k = Si
t

0, otherwise.

(B.3)

In the above definition, ni
t,k is the quantity of product k purchased by household

i in week t and N i
t is the total number of purchases by the household in that

week, so that N i
t =

K
∑

k=1

ni
t,k. For agent i, and for each parameter value ωp

1,

p = 0, 1, 2, . . . , 24 (the superscript i is suppressed), the binary matching score

is averaged over all of the purchase weeks to obtain an overall score,

Bi(ωp
1) =

1

|T i|
∑

t∈T i

bit(S
i
t(ω

p
1)), (B.4)

where T i is the set of weeks where household i made a purchase and |T i| is
the cardinality of set T i.

The set of best parameter values for agent i, Ωi
b is then constructed as,

Ωi
b =

{

ωp
i

∣

∣

∣
Bi(ωp

1) = max
p

(

Bi(ωp
i )
)

, p = 0, 1, . . . , 24
}

. (B.5)

Identities B.3, B.4 and B.5 spells out the macro level calibration strategy.

For any agent i, every match with corresponding household’s purchase in the

real data is given a score of 1 for the particular parameter value ωp
i and 0

otherwise. The total score per weak is summed up and normalized for the

total number of purchases made that week (to account for multiple purchase

instances within the week). Weekly scores are averaged for all weeks per pa-

rameter value and the parameter value(s) with the highest score added to set

Ωi
b. See Figure B.8(a) for a distribution of calibrated ω1 across all agents in

the binary matching case.
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City-block Metric

We use the city-block metric4 in order to calibrate the utility function of agents

for optimum choice of product characteristics. Once again, let Si
t ∈ K be the

simulated choice made by agent i in week t. Following section B.2, let xmk be

the mth characteristic of product k, where M is the total number of relevant

characteristics. A city-block metric assigns a score of 0 per characteristic

where it matches with the real data and 1 for a mismatch. The characteristic

matching score for agent i in week t is then defined as,

cit(S
i
t) =

M
∑

m=1

min
k∈K

ni
t,k

6=0

∆m(k, Si
t)

where ∆m(k, Si
t) =











0, if xmk = xm
Si
t

1, otherwise.

(B.6)

Here 0 6 cit 6 M . Since M = 3 for our data, a score of 0 would mean

that each of the characteristics of the simulated product Si
t matched with a

corresponding characteristic in household i’s actual product purchases in week

t; a score of 1 would mean that any two out of three were matched (i.e. 1

mismatch); 2 that only one could be matched (2 mismatches) and 3 that none

of Si
t ’s characteristics matched with any of the actual purchases. Note that

a score of 0 in most cases imply an exact SKU match as well (except when

multiple products are purchased within a week).

The set of best parameter values for agent i, Ωi
c is found in the following

manner. First, we define a binary variable ψi
t(ω

p
1), which is used to judge

4The name derives from the commonly used concept of city-block distance which measures

the absolute distance between two points in Euclidean space, by measuring along each

dimension independently. In the calibration exercise presented here, each dimension over

the 3-dimensional characteristic space is checked independently for a match and the results

added up for the overall score – similar to the distance measure – and hence the name.
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whether a characteristic matching score is “good” enough, which in turn is

used to determine the optimal ωp
1.

Definition 1 The parameter value ωp
1 is considered optimal for agent i in week

t, if it is less than the mean city-block distance over all parameter values in

week t, i.e.

ψi
t(ω

p
1) =



















1, if, cit
(

Si
t(ω

p
1)
)

6
1

25

24
∑

p=0

cit
(

Si
t(ω

p
1)
)

0, otherwise.

As before, an overall score C i(ωp
1) is obtained for each parameter setting by

averaging over all purchase weeks:

C i(ωp
1) =

1

|T i|
∑

t∈T i

ψi
t(ω

p
1). (B.7)

Finally, the set of optimal parameter values for agent i is defined as,

Ωi
c =

{

ωp
i

∣

∣

∣
C i(ωp

1) = max
p

(

C i(ωp
i )
)

, p = 0, 1, . . . , 24
}

. (B.8)

See Figure B.8(b) for a distribution of calibrated ω1 across all agents for

the city-block metric case. Once the Ωi
b and Ωi

c sets have been identified for

each agent/household, we proceed with the final stage in the analysis – that

of testing our model with the out of sample data.

B.4.3 Testing

The model testing exercise is carried out on out of sample transactions data

covering weeks 39 to 52. For each agent i, we now use both the sets Ωi
b and

Ωi
c in multiple runs. The use of either set Ωi

b or Ω
i
c is dependant on the type

of validation being carried out, i.e whether macro or micro level respectively.

By definition, Ωi
b ⊆ Ωi

c and we could have just used the former for prediction.

However, given that the objective of micro-validation is to parameterize the
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utility function on the basis of individual preferences, ignoring elements in

Ωi
c − Ωi

b is essentially loss of agent specific information.

It is very likely that the cardinality of these sets is greater than one, and so,

for each agent one parameter value ω1 ∈ Ωi
b,c is selected at random. As before,

at each purchase week the agent makes a choice from that week’s product

choice set using the parameterized utility function. The variability that is

introduced through random choice of suitable parameter values necessitates

the need for a Monte-Carlo type analysis and so the simulation is run 100 times

for each agent. We select the modal value, or the product that is purchased

the maximum number of times in a week among the 100 runs, as that week’s

predicted choice.

Since choice of quantity is not a part of the behavioral model, it is matched

from the actual data in the testing phase. If the simulated choice is identical

to the actual choice, the quantity bought by the agent is copied from the data.

If however, the simulated and actual choices do not match, then agent is made

to purchase a quantity, q of the product. Quantity q is calculated using the

average liquid volume (pack size) per transaction of the household voli, which

is calculated on the first six months of data. Define,

q = min
{

n ∈ Z
∣

∣

∣
n >

voli

x1S

}

where x1S is the pack size of product S (the simulated purchase of i), imply-

ing that the purchase for that week satisfies the household’s average liquid

volume purchase per transaction. In the characteristic matching (micro-level)

validation, purchase quantities need not be considered.

B.4.4 The benchmark

A random choice model is used as a benchmark to compare the results of the

model described above. This random model is based on probability distribu-
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tions generated from the data itself. All transactions from week 1 to week 38

are jointly used to generate the vector of probabilities (P1, . . . , Pj, . . . , P55),

such that,

Pj =
Nj

N
∀j ∈ [1, 55]

where Nj is the number of transactions in which SKU j was purchased, and

N is the total number of transactions. As defined above, Pj represents the

average market share of SKU j within weeks 1 to 38. Note that this random

model disregards the effect of heterogeneity in individual consumer preferences

as well as specific price effects. By definition, it captures the observed market

level preferences, without considering any underlying factors which led to the

observations.

As part of the experimental procedure, each agent is then made to choose

from all SKUs based on the probability distribution generated above. The

choice of purchased quantity by each agent is decided in the same manner as

defined in B.4.3. As before, the experiments are run a 100 times for each agent

and the modal value considered as the simulated/predicted choice.

B.4.5 Notes on validation

A caveat is necessary to clarify some aspects of the validation methodology

developed for the model.

First of all, a single data set has been used in the whole exercise to initial-

ize, calibrate and test the model. The authors acknowledge the need to carry

out some form of “cross-validation” with related data sets in order to test

the robustness of this methodology. Several possibilities arise in this regard.

The most straight forward one is to establish this method within a different

product category from the same source (i.e. transactions from another group

of products within LeShop in this case). The set of consumers would most

likely be a different one, with some intersection between the two. It would
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also be possible to establish the same methodology using transactions data

from a different source as long as the data structure is more or less similar (i.e.

transactions carry information about individuals’ purchase of products, which

link up with standardized product characteristic descriptions). An interesting

deviation from the above would be to track consumer households across differ-

ent shopping channels to test for the consistency of the model – assuming that

most consumers are largely consistent in their shopping habits across channels.

This would involve initialization and calibration of households within one data

set and testing it in another.

All three methods of cross validation are currently being tested and compa-

rable results have been achieved in most product categories with a few specific

exceptions (an interesting and open research question remains on why this

is so). Unfortunately, current restrictions on the dissemination of the results

based on some of this data prevents us from discussing them any further here.

Additionally, a simplifying procedure is followed with regard to the quantity

chosen by agents in the testing phase of the model, although market share

– the key component in macro validation – is a function of quantity. This

work specifically focusses on the choices of product and product characteristics

made by households, and modelling quantity choice is beyond scope here.

Predicting the quantity of products bought by any household involves a number

of household specific factors (size, storage capacity, durability of the product

etc.) which are not available in the current data. More information regarding

the households themselves and their shopping habits are required in order to

incorporate this into the model.
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B.5 Simulation Setup

The simulation is designed such that each virtual agent represents one con-

sumer household in the data within a Matlab environment. The simulation

consists of 2435 agents whose behavior is defined by the model described above.

Each agent represents an unique household in the data, with parameter set

(λi, ω
i
1), where λi = (λ1i , λ

2
i , λ

3
i ). Note that, λi ∈ [0, 1]3 and ωi

1 ∈ [0, 1]. As

mentioned earlier, ideal point λi is initialized using the first partition of the

data, which leaves ωi
1 as the only parameter to be calibrated using the second

partition.

At every time step in the simulation, agents choose one product from a

subset of 55 total products. We do not make the assumption that all products

were available at all weeks covering the simulation but use the transactions

table to determine the available choices.

Definition 2 A product k ∈ K is considered to be within the available set in

any week t, if there is at least one transaction in the real data involving k in

week t.

Moreover, the only information that we have from the transaction table

is which product was bought at what price/discount in a certain week by a

customer, but not what the prices and discounts were of all alternatives that

were available to him. Given that this information is required to evaluate

the relative utility of all products by the representative agent, we once again

compute this from the transactions table.

Definition 3 For any product k, the price (discount) listed in time step t is

the average price (discount) corresponding to all the transactions involving k

in that particular week t.
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An agent, when facing the set of available choices, simply looks up the

corresponding prices and discounts from a table for that particular week.

If a household made a purchase within a given week, then the agent repre-

senting the household is provided with a choice set of products which includes

those that were purchased in reality plus all the “available” alternatives. The

agent evaluates the prices, discounts, product characteristics and selects the

one product which maximizes its utility. The following rules are implemented

in the simulation:

• The quantity of fruit juice purchased by the household in the data de-

termines the quantity purchased by the agent.

• If the household made no purchases that week then no purchase is made

by the agent.

These rules are essentially simplifying the model but as mentioned before, we

are not modelling incidence or quantity bought, just the choice itself. Once the

purchase decision has been made by an agent in a given week, the simulation

then progresses by one time-step to the next week. The purchase made by the

agent is recorded at each time-step.

B.6 Results

Out of sample (weeks 39 to 52) predictions and goodness of fit results are

presented separately for the market (macro) and household (micro) levels. Re-

sults from the random model are used for comparison. In order to differentiate

between the main model and the benchmark, we refer to them as the ABM

and the Random model respectively.
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B.6.1 Market Level

At the level of the market as a whole, the models are tested on the basis of a

comparison between predicted and actual market shares. Given the large num-

ber of products, we group them on the basis of brands and flavors. Table B.2

reports the degree of accuracy with which the simulated market shares match

the actual ones in the data. We provide two measures – the average relative

difference between the actual and simulated market shares per brand/flavour

(rb/f ) and the correlation coefficient (cb/f ) between the two. For each brand b,

rb and is computed as:

rb =
1

14

14
∑

t=1

|Sb
t −Ab

t |
Ab

t

where Sb
t and Ab

t are the simulated and actual market shares of b in week t.

rf is computed similarly for each flavor f . Both measures considered together

indicate how well the models perform in terms of capturing the volatility in

the market.

The key results from the macro-level validation is presented in Table B.2

can be summarized as follows. First, for most brands and flavors, the ABM

predicts the direction of change of market shares very well. It performs rea-

sonably well with regard to the magnitude of market shares, although not as

accurately as the prediction of direction. Second, both the correlation coeffi-

cient as well as the relative difference is significantly better in the ABM for

brands/flavors which have high market shares overall than those which are in

the lower end. Generally, brands with market shares consistently less than 2%

of the market are difficult to predict whereas the others are well predictable

either in direction or both in direction and magnitude. The pattern within

flavors is similar as well (with the threshold around 8% of market share), but

with one important difference - as compared to brands, the average prediction

is better in magnitude (0.44 against 0.53) but worse in direction (0.45 against



APPENDIX B. VOLATILITY IN THE CONSUMER PACKAGED

GOODS INDUSTRY - A SIMULATION BASED STUDY. 222

(a) Brand: Gold (b) Brand: M

(c) Brand: Hohes C (d) Brand: Danone

Figure B.1: Weekly market share predictions of ABM versus actuals of selected

brands. Solid line - predicted; dotted - actual

0.57). Equivalent values for the Random model are far worse, for most brands

and flavors (Mickey’s Adventure in brands and Kid’s Drink, Grape Fruit and

Other fruit are the only exceptions). Overall, the ABM significantly outper-

forms the Random model in predicting the volatility in the market. Note that

choice of quantity (number of SKU’s being purchased) is not endogenous in

the model, that is, it is not a decision variable for the agents although pack

size is. Figures B.1 and B.2 show the predictions of the ABM versus actual

market shares of a selected set of brands and flavors over weeks 39 through 52.

The rest of the brands and flavors can be found in Figures B.5, B.6 and B.7

in the Appendix.

Table B.3 presents the number of weeks a brand or a flavor has been on

promotion within the 14 week period. As can be seen, incidences of promotions
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(a) Flavor: Other (b) Flavor: Multi-fruit

(c) Flavor: Nectar (d) Flavor: Kid’s Drink

Figure B.2: Weekly market share predictions of ABM versus actuals of selected

flavors. Solid line - predicted; dotted - actual

in the form of price discounts were quite rare for most brands, but not so

when product groups are grouped as flavors. Yet actual market shares of both

product groupings exhibit high volatility, which is also picked up by the ABM

simulation, driven through SKU level choices. Agents differ from one another

in terms of how strongly they react to price changes and inherent preferences.

Since different attribute combinations are under promotion at different times,

varying responses to promotions by any one agent as well as across agents

lead to the high volatility in the simulations. On the other hand, the Random

model, which disregards individual level preferences and price responses, is

unable to pick up on market share movements either in direction or magnitude

both at the level of attributes as well as on the average. However, as mentioned

before, examination of the household/micro level choices made by individual
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households is necessary in order to establish the validity of the model.

B.6.2 Household Level

The performance of the models at the micro level provides the basis of their

performance at the macro level. A counting scheme similar to that of the

city-block metric is used to test the model at the micro level. The accuracy of

predictions in household’s choice of characteristics is measured, in each dimen-

sion of the characteristic space independently, as well as jointly along subsets

of dimensions. Given a particular dimension within the characteristic space

and for any given household, the number of times a correct prediction is made

along that dimension, is estimated. And for measuring the joint predictions

along all dimensions, the number of times the simulation respectively predicts

3, 2, 1 and 0 characteristics correctly is also estimated for every household,

irrespective of what those characteristics are. The former implies finding the

proportion of times the model correctly predicts the choice along a dimension,

independent of other characteristic dimensions. The latter implies a joint pre-

diction “score” per household per transaction (as defined in (B.6)). Note that

a score 0 for agent i implies that, i’s choices in the simulation matched the

corresponding real household’s purchase in all dimensions, while a score of r,

where 0 < r 6 3, implies only 3− r characteristics matched correctly. Table 4

and Figure B.3 summarizes the results for the ABM and Random models.

Part 1 of Table 4 indicates that the household specific SKU choice was

predicted correctly 35.74% of the times in the ABM and 2.1% in the Random

model, from a pool of 8213 transactions in total. The total 8213 transactions

incorporate households for whom all 100% of the transactions were correctly

predicted, as well as households for whom none were correct and those for

whom predictions were only partially correct. This distribution is presented in

Part 2 of Table 4 for ABM, which describes the break up of households in terms
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(a) Joint Predictions - Mean & Stan-

dard Deviation

(b) Per Dimension Prediction - Mean &

Standard Deviation

Figure B.3: Household level prediction mean and variation in the characteris-

tics space.

of accuracy of predictions jointly across subsets of characteristic dimensions.

Each column indicates the distribution of households under a particular score.

For instance, and importantly as well, for 24.43% of the households, all product

characteristics from all their transactions were correctly predicted. For the

small percentage of cases where multiple brands/flavors and/or sizes are bought

by the same household in the same transaction, we might be able to match all

characteristics but not the product. This explains why the accuracy in SKU

prediction (35.74%) is slightly less than the mean of the proportion of Score 0

for all households (37.18%). Also, it is only a minority of households (8.25%

as seen in the Score 3 column), that predictions are inaccurate in all dimension

for all transactions. Figure B.3(a) summarizes mean and standard deviations

graphically.

Part 3 of Table 4 and Figure B.3(b) summarize the accuracy of household

level predictions within each characteristic dimension individually. Flavor is

definitely the characteristic which is most predictable, followed by the brand

and finally the size, for both the ABM and the Random models. However,

the ABM significantly outperforms the Random model in all three. The low
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degree of predictability of size is understandable given that it is likely to be

influenced by individual consumption rates, frequency of visits to the shop,

the incidence and size of promotions etc. - which have not been included in

the behavioral model currently. Note that it is the low level of predictability

of size which is pulling down the overall SKU prediction figure as well. If we

discount product size, these results definitely indicate that ranking products

based on attribute specific preferences and prices is able to mimic household

level choice behavior significantly – thus establishing the overall validity of the

simulation model.



APPENDIX B. VOLATILITY IN THE CONSUMER PACKAGED

GOODS INDUSTRY - A SIMULATION BASED STUDY. 227

Table B.2: Comparison of mean relative distance (rb) and correlation coeffi-

cient (cb) between predicted and actual market shares for ABM versus random

model.

ABM Random ABM Random

Brand rb cb rb cb Flavor rf cf rf cf

Isola 0.56 0.75 0.82 0.37 Kid’s Drink 0.73 0.22 0.66 0.29

Danone 0.63 0.36 0.72 -0.28 Grape fruit 0.97 0 0.49 -0.20

Mickey’s Ad-

ventures

0.83 0 0.80 -0.23 Nectar 0.32 0.50 0.69 0.14

Oasis 0.67 0.23 0.68 0.39 Pineapple 0.42 0.30 0.52 0.14

Capri Sonne 0.20 0.78 0.46 0.38 Apple 0.36 0.59 0.42 0.16

Granini 0.55 0.64 0.80 0.41 Multi-fruit 0.30 0.88 1.37 -0.33

Michel 0.31 0.36 0.57 0.57 Orange 0.12 0.59 0.47 -0.56

Obi 0.73 0.24 0.65 0.26 Other fruit 0.31 0.55 0.27 0.49

Nectar 0.41 0.46 0.52 0.20

Hohes C 0.33 0.76 0.59 0.24

Ramseier 0.23 0.86 0.71 0.36

Max Have-

laar

0.33 0.95 0.51 0.46

Actilife 0.29 0.43 0.69 -0.41

M 0.70 0.89 1.05 -0.23

Gold 0.14 0.76 0.43 -0.06

Average 0.53 0.57 0.67 0.16 Average 0.44 0.45 0.61 0.01
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Table B.3: Number of weeks within weeks 39 to 52, when brands and flavors

are in promotion

Brand No. of weeks Flavor No. of weeks

Isola 0 Kid’s Drink 0

Danone 0 Grape fruit 7

Mickey’s Adventures 0 Nectar 1

Oasis 0 Pineapple 5

Capri Sonne 0 Apple 4

Granini 4 Multi-fruit 10

Michel 2 Orange 11

Obi 0 Other fruit 2

Nectar 1

Hohes C 2

Ramseier 1

Max Havelaar 1

Actilife 0

M 6

Gold 5
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Table B.4: Prediction Results at the Household Level for the ABM model.

Numbers in parenthesis indicate the corresponding values for the Random

model.

1. SKU Predictions

Exact Matches 2936

Number of Transactions 8213

Accuracy 35.74% (2.1%)

2. Characteristics Predictions

Joint across dimensions

Percentage Accuracy (%) Score 0 Score 1 Score 2 Score 3

100 24.43% 11.21% 10.14% 8.25%

75 - 100 (excl.) 4.56% 1.89% 2.75% 1.97%

50 - 75 (excl.) 11.13% 9.20% 10.88% 11.66%

25 - 50 (excl.) 7.97% 8.13% 9.16% 10.06%

0 - 25 (excl.) 51.83% 69.53% 66.98% 67.97%

∼ 100% ∼ 100% ∼ 100% ∼ 100%

Mean across hh. 37.18% 20.82% 21.94% 20.07%

Standard Deviation 21.21 17.17 17.01 15.94

3. Characteristics Predictions

Per dimension

Brand Flavor Size

Mean across hh. 61.68% 73.52% 39.81%

(5.9%) (9.5%) (3.7%)

Standard Deviation 42.1425 35.6669 42.6331
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B.7 Conclusion

This paper used a bottom-up simulation based approach in order to model the

volatile fresh juice market within the CPG industry, using checkout data from

an online supermarket as the basis for empirical validation. Virtual agents

were designed using a simple behavioral model, were initialized, calibrated

and finally tested on the basis of predictions made out of sample. The behav-

ioral model took account of both the heterogeneity in preferences for product

attributes as well as the heterogeneity in individual responses to pricing. A

random choice model was used as a benchmark to compare the performance

of the multi-agent model.

The validation methodology tested the model and its predictions at both

macro and micro levels. The volatility seen in the market at the macro level,

in terms of week to week market share movements of product groupings (brands

and flavors), were captured by the model with high degree of accuracy – both

in terms of direction of change and to a slightly lesser degree, the magnitude

of change. The accuracy in predicting the volatile market at the macro level

is driven by the accuracy in the prediction of choices of SKUs and various

product attributes by individual households at the micro level. On the other

hand, once the heterogeneity in the behavioral model is removed, as in the case

of the benchmark, predictions at the micro level fall dramatically in accuracy

and consequently, it is unable to capture the volatile market.

Although the approach used in the simulation is bottom up and multi-agent

based, it lacks one key feature of a full fledged agent based model – agent

to agent interactions through social networks. The data set used here does

not allow us to go any further, for example to test the presence of networking

effects. This might be possible with a different data set within a different

market, and is part of ongoing research. However, what the current model is

effective for, is in running what if scenarios – for instance, testing the efficacy
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of alternative pricing/promotion strategies, alternative product offerings and

even imposing agent to agent interactions within the current model to analyze

levels of deviation from current behavior.

The behavioral model itself can and should be enhanced in a number of

ways. Instances of promotions can be incorporated explicitly into the analysis

instead of being implicitly considered through the net price. Also, rationality is

a strong assumption to impose on the agents and this can be relaxed in varying

degrees to test for effects on market share evolution. The current model allows

the researcher to incorporate cognitive elements explicitly within agent level

behavior as well (such as static or shifting attitudes towards specific charac-

teristics or characteristic dimensions), in line with [66]. Additionally, allowing

for introduction of new products and exit of existing ones would be an inter-

esting extension within the current framework. The last would be especially

important when examining the longer term dynamics of markets. Within this

context, it would be interesting to analyze the effects of changing preferences

(instead of static ideal points), changing attitudes and even development of

social norms with regard to shopping behavior.

All in all, the current model’s simplicity, parsimony and ability to combine

theory, simulation and real life data seamlessly should make it very appealing

for researchers and practitioners alike. Moreover, the possibilities of enhancing

this model in many directions makes it an exciting starting point and bench-

mark for future experimentation and analysis.

B.8 Figures
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Figure B.4: Spread of distances of agents’ ideal points from the purchases with

which the ideal points are calculated.
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(a) Brand: Actilife (b) Brand: Max Havelaar

(c) Brand: Ramseier (d) Brand: Nectar

(e) Brand: Obi (f) Brand: Michel

Figure B.5: Predicted and actual weekly market shares of brands. Solid line -

predicted; dotted - actual
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(a) Brand: Granini (b) Brand: Capri Sonne

(c) Brand: Oasis (d) Brand: Mickey’s Adventure

(e) Brand: Isola

Figure B.6: Predicted and actual weekly market shares of brands (Cont.).

Solid line - predicted; dotted - actual
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(a) Flavor: Orange (b) Flavor: Apple

(c) Flavor: Pineapple (d) Flavor: Grape Fruit

Figure B.7: Predicted and actual weekly market shares of flavors. Solid line -

predicted; dotted - actual
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(a) Binary Matching

(b) City Block Metric

Figure B.8: Distribution of optimal ω1 across all agents for each calibration

type. For agents with multiple optima, the average is considered.
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