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Mooreôs Law

Å Gordon Moore was a co-founder of Intel.

Å In 1965 he said that the number of transistors in an integrated circuit will 

increase exponentially, almost doubling every two years in an article in 

Electronics, Volume 38, Number 8, April 19, 1965 

Å Mooreôs law has been obeyed since the invention of the integrated circuit in 

1958 to now

Å The smaller the transistor the faster the switching speed can be - giving 

faster computers.
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Computer CPU Performance Trend 
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Thanks to John McCallum http://www.jcmit.com/cpu-perf-chart.htm



Computer Processor Transistor Count Trend

Å Intel 4004 with 

2300 

transistors

Å Quad-Core 

Itanium Tukwila 

with 2 trillion 

transistors 

4

0

1

2

3

4

5

6

7

8

9

10

1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Transistor count

Year

Logarithm to base 10 of 

Transistor count



Field Programmable Gate Arrays, FPGA

Transistor count for Xilinx Series

Å Virtex with 70 

million 

transistors

Å Virtex E

Å Virtex II

Å Virtex II Pro

Å Virtex 4

Å Virtex 5 with 

1.1 trillion 

transistors
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Highest Speed Supercomputers

ÅUsed for simulating nuclear tests, weather forecasting ,oil exploration, 
human genome, human brain, astronomy

Å1 Flop/s ïFloating point operations per second = 100

Å10 Flop/s ïSpeed of a simple calculator = 101

Å1,000 Flop/s = kFlop/s =  1 thousand = 103

Å1,000,000 Flop/s = 1 MegaFlop/s = 1 million = 106

Å1,000,000,000 Flop/s = 1 GigaFlop/s = 1 US billion = 109

Å1,000,000,000,000 Flop/s = 1 TeraFlop/s = 1 US trillion = 1012

Å1,000,000,000,000,000 Flop/s = 1 PetaFlop/s = 1 US quadrillion = 1015



Two Types of High Speed

1. Bandwidth

ï Large number of bits transmitted per second

ï Large data throughput

ï Measured in Hz or Bits/s

2. Latency

ï High travel velocity for data

ï Short Delays

ï Important for real time control of vehicles and robots, gaming

ï Measured in seconds
7
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On-board Platform Applications
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On-board Platform Applications

Reconfigurable 
Network 

Interconnections

High Bandwidth Signals

RF/EO Sensors
& comms data

Aircraft 
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core
processor



Cray-1

ÅBased at Los Alamos 
National Laboratory

ÅFastest in 1976

ÅSpeed of 160 million 
floating-point operations 
per second

ÅWeighed 5.5 tons.

Read more: 
http://realitypod.com/2010/
04/top-super-
computers/#ixzz0unV5k3nv



Cray-2

ÅBased at United States 
Departments of Defense and 
Energy

ÅWorlds fastest computer 
1985-1989

ÅSpeed 1.9 gigaflops

ÅLiquid cooling, it was 
nicknamed `Bubblesô.

http://realitypod.com/2010/0
4/top-super-
computers/#ixzz0unVup2zZ







Top 10 Fastest Computers in July 2010 

1 Jaguar - Cray XT5-HE Opteron Six Core 2.6 GHz

2 Nebulae - Dawning TC3600 Blade, Intel X5650, NVidia Tesla C2050 

GPU

3 Roadrunner - BladeCenter QS22/LS21 Cluster, PowerXCell 8i 3.2 

GHz / Opteron DC 1.8 GHz, Voltaire Infiniband

4 Kraken XT5 - Cray XT5-HE Opteron Six Core 2.6 GHz

5 JUGENE - Blue Gene/P Solution

6 Pleiades - SGI Altix ICE 8200EX/8400EX, Xeon HT QC 3.0/Xeon 

Westmere 2.93 GHz, Infiniband

7 Tianhe-1 - NUDT TH-1 Cluster, Xeon E5540/E5450, ATI Radeon HD 

4870 2, Infiniband

8 BlueGene/L - eServer Blue Gene Solution

9 Intrepid - Blue Gene/P Solution

10 Red Sky - Sun Blade x6275, Xeon X55xx 2.93 GHz, Infiniband

http://www.top500.org/



Jaguar

ÅBased at Department 
of Energy, Oak Ridge 
Leadership Computing 
Facility, Tennessee, 
USA

ÅDemonstrated 1.75 
petaflop/s

ÅTheoretical peak 
capability of 2.3 
petaflop/s. 



Nebulae

ÅBased at National Supercomputing Centre, Shenzhen, 

China

ÅDemonstrated 1.271 PFlop/s 

ÅTheoretical peak capability of 2.98 petaflop/s, which is 

the highest ever on the TOP500. 



IBM Roadrunner

ÅThe first system to 
record a performance 
greater than a 
petaflop/s was 
Roadrunner, Based at 
Los Alamos, New 
Mexico, USA

ÅFirst system to 
demonstrate more than 
1 petaflop/s at 1.04 
petaflop/s



IBM BlueGene/P

ÅBased in Forschungszentrum Juelich in Germany

ÅDemonstrated 825.5 teraflop/s



Tianhe-1

ÅChina's second fastest 
computer 

Å 4× faster than the 
previous top computer in 
the country

Å 563 teraflops 

Å Tianhe, means "river in 
the skyñ

ÅBased at the National 
Super Computer Center, 
Tianjin

Å 6144 Intel processors + 
5120 AMD graphics 
processing units 

http://www.newscientist.com/gallery/dn18207-worlds-fastest-computers/2


IBM's Blue Gene/L: world's fastest 

supercomputer in 2005 

Å65,536 processors

ÅSpeed 280.6 teraflops or 280.6 trillion calculations per 

second
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IBM's Blue Gene/L supercomputer simulated half 

a mouse brain 2007

ÅUniversity of Nevada with IBM Almaden Research Lab, 

ran a "cortical simulator that was as big and as 

complex as half of a mouse's brain on the BlueGene 

L," 

ÅIt had 8,000 neurons and 63,000 synapses

ÅIt ran for 10 seconds at a speed "ten times slower than 

real-time" 
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IBM BlueGene/L

ÅBased at Lawrence 
Livermore National 
Laboratory

ÅDemonstrated 478.2 
trillion floating 
operations per 
second.

http://realitypod.com/
2010/04/top-super-
computers/4/#ixzz0un
TZLwt4



Worldwide

Å China now runs 24 of the top 500 computers in the world

Å But Americaôs Jaguar machine still has the fastest actual performance

Å The UK has 38 computers in the top 500, making it the most powerful 

supercomputing nation in Europe, with the University of Edinburghôs Hector 

machine placed sixteenth

Å A third of the computers on the list are made by IBM, and 20 per cent by 

Hewlett Packard

Å Thanks to Matt Warman, Consumer Technology Editor, The Telegraph 

Newspaper, 1 Jun 2010

Å



Sequoia

ÅBeing constructed by IBM for completion in 2011 

ÅTo be based at Lawrence Livermore National Laboratory, 
Department of Energy, USA

ÅOperating speed expected 20 petaflops per second

ÅIt will occupy 96 refrigerator size racks in an area the size of a 
large house 

ÅIt will have the processing power of 1.6 million laptops

ÅCost more than $100 million

Å6 megawatts energy consumption per year ~ same as 500 USA 
homes
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Electromagnetic Carrier Waves

Å Information is transmitted by encoding it onto a high speed carrier 

wave

Å The highest speed waves are electromagnetic waves

Å This includes radio waves, microwaves, VHF, UHF, gamma rays, X-

rays, light

Å Speed 3 108 metres per second in a vacuum

ÅA little slower in wires or optical fibres

ÅRadio and microwaves are guided along copper tracks or traces

Å Light is guided through a transparent optical fibre or optical 

waveguides
26
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Copper Tracks versus Optical Waveguides for 

High Bit Rate Interconnects

Â Copper Track

Ç EMI Crosstalk

Ç Loss 

Ç Impedance control to minimize back reflections, additional equalisation, costly 

board material

Â Optical Waveguides

Ç Low loss

Ç Low cost

Ç Low power consumption

Ç Low crosstalk

Ç Low clock skew

Ç WDM gives higher aggregate bit rate

Ç Cannot transmit electrical power
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Integration of Optics and Electronics

Â Backplanes

Ç Butt connection of 
ñplug-inò daughter 
cards

Ç In-plane 
interconnection

Â Focus of OPCB project

Â Out-of-plane 
connection

Ç 45 mirrors

Ç Chip to chip 
connection possible
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ÅSlotted baseplate mounted vertically over translation,

rotation & vertical stages; components held in place with magnets

ÅBy using two opposing 45º beams we minimise the

amount of substrate rotation needed 

Direct Laser-writing Setup: Schematic
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Laser written polymer structures

SEM images of polymer 

structures written using 

imaged 50 µm square 

aperture (chrome on glass)

ÅWriting speed: ~75 µm / s

ÅOptical power: ~100 µW

ÅFlat-top intensity profile

ÅOil immersion

ÅSingle pass

Optical microscope image 

showing end on view of the 

45º surfaces
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Current Results

Laser-writing Parameters:

- Intensity profile: Gaussian

- Optical power: ~8 mW

- Cores written in oil

Polymer:

- Custom multifunctional

acrylate photo-polymer

- Fastest ñeffectiveò writing speed 

to date: 50 mm/s

(Substrate: FR4 with 

polymer undercladding)
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Large Board Processing: Writing

Å 600 x 300 mm travel
Å Requires a minimum of 

700 x 1000 mm space 
on optical bench

Å Height: ~250 mm
Å Mass:
Å 300 mm: 21 kg
Å 600 mm: 33 kg
Å Vacuum tabletop

Å Stationary ñwriting headò with board moved using 

Aerotech sub-µm precision stages

Å Waveguide trajectories produced using CAD program
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The spiral was fabricated using a Gaussian intensity profile at a 

writing speed of 2.5 mm/s on a 10 x 10 cm lower clad FR4 

substrate. Total length of spiral waveguide is ~1.4 m. The spiral 

was upper cladded at both ends for cutting.  

Large Board Processing: Writing



Laser direct written backplane

ÅHWU Direct laser written waveguide cores and cladding 

backplane layout designed by UCL fabricated on FR4
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Laser Ablation for Waveguide Fabrication

ÁAblation to leave waveguides

ÁExcimer laser ïLoughborough

ÁNd:YAG ïStevenage Circuits 

FR4 PCB
Cladding

Core

FR4 PCB

Deposit cladding and 

core layers on substrate

Laser ablate polymer

FR4 PCB

Deposit cladding layer

UV LASER

SIDE VIEW
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Nd:YAG Ablation

FR-4 layer

Lower clad

core

upper clad

ÁNd:YAG laser based at Stevenage Circuits

ÁGrooves machined in optical polymer and ablation depth 

characterised for machining parameters

Á Initial waveguide structures prepared


