Wireless Communication Networks for Gas Turbine Engine
Testing

Xuewu Ddi Konstantinos SasloglguRobert Atkinsofy John Strong Isabella PaneffaLim Yun Chi
Han Mingding Ang Che&Vef*, lan Glovet, John E. Mitchéll Werner Schiffers Partha S. Dutfa

Department of Electronic and Electrical Engineering, University College London, London, WC1E 7JE,
UK, j.mitchell, x.dai {@ee.ucl.ac.uk}

2 Department of Electronic and Electricalgiireering, University of Strathclyde, Glasgow, G1 1XW,

UK, ksasloglou,atkinson, ian.glover{@eee.strath.ac.uk}

3 SELEX Galileo, A Finmeccanica Company, Basildon, UK, S&dE&BELpanella@selexgalileo.com
“Institute for Infocomm Research, A*STAR &jioge

°Strategic Research CentRollsRoyce plc, PO Box 31, DgrBDE24 8BJ, UKerner.schiffers@rolls
royce.com

®Advanced Technology Centre, Rftlsyce Singaporete Ltd 16 International Business Park, #0B

M+W Zander, Singapore 60992@rtha.s.dutta@rollsoyce.com

Abstract

A new trend in the field of AeronauticBhgine Health Monitoring the implementation of wireless
sensor networks (WSNs) for data acquisition and condition monitoring to partially replace heavy and
complex wiring Brnesses, which limit the versatility of the monitoring process as veatteating
practical deployment issuefugmenting wired with wireless technologiedl fuel opportunities for
reduced cabling, faster sensor and network deployment, increased dafaisition flexibility and
reduced cable maintenance costs. However, embedding wireless technology into an aero engine
(even in the ground testing application considered here) presents some very significant challenges,
e.g. a harsh environment with a coreglRF transmissiarhanne] high sensor density and high data

rate. In this paper we discuss the results of Whéreless Data Acquisition in Gas Turbine Engine
Testing (WIDAGATE) project, which aimed to desigrmd simulate such a network to estimate
network performance and deisk the wireless techniques before the deployment.

Introduction

Wireless sensors are increasingly used for monitoring structures and machinery. A large number of
such systems exist already on the markiBt Most systems comprise &latively small number of
nodes with lowdate rates however, there are clear signs that wireless sensor technology is
maturing R]. The work described in this document exploeasireless sensosystemfor monitoring

vital parameters durin@ero gas turbineengine development tests with a lo#igrm aim to do the

same during engine on wing operatiohtypical engine test phase requirareasurements ofip to

3000 parametes from transducers on the engine connected to the datauisitionsystem through

very long cablesThese wired dta acquisition systems requires much as 12knof wiring and
involvelong and expensive setup and instrumentation tinwasich significantlyincreasegime-to-

market.

Despite thee limitations, wired instrumatation is a mature and welinderstood approach used
widely in the aero industryReplacingt with wireless solutioswill require significant changes in not
only the technology but also in the associatengineeringprocesses. In the absence of suffitie



know-how aboutthe performance of wireless sensors for engine test data acquisition, replacing the
existing instrumentation process is fraught with risks.this context, the WIDAGATE projdas
developed robust and experimentally validatedimulations of WSN to generateinsights into thér
performance for engine testing applicatioriBiis projectaims to providethe aero engine testing
industry the tools to conduct aeffective risk-benefit tradeoff analysis and support intelligent
investment choies regardingVSNbased instrumentation.

Specific advantages of usiii¢gSNbased instrumentation are in theplacement ofpart ofthe wiring
infrastructurewith wireless communication to offer significant benefits in cast time flexibility,
interoperability, weight and improved robustnesslo achieve these goals a numberlofigterm
challengeseed to be addressedh particular the issue of communicatinip the harshand dynamic
environment of gas turbines involving highesd rotations, rapid airflows, high temperaturesd
large amplitude vibrationsln terms of wireless communication, the WSNs in the application of
engine testing faces four challenges:

(1) Severe RF interference;

(2) Norline-of-sight propagation RFsignals ardransmited in an environment that is largely
composed of metadnd it is highly possible that nodes are not in{ofesight;

(3) Highdensity sensors. Engine testing mesentuallyinvolve up to a few thousands sensors;

(4) Highdatarate andnearrealktime transmission requirement with accurate synchronisation.

The WIDAGATE project delivers an application specific diagnostic tool for kepedormance,
network architecture and communication protocols analysis in a relatively shortsoake (i.e. one

run of engine testing), whilst alsmldressingnany generic, longerm WSN research challenges. The
main achievement of the WIDGAGTE projéstthe development of both an accuratend
experimentally validatedimulation model and a system demonstrator of a wireless sensor network
for data gathering and health monitoring dugigas turbine engine testing.

GUI for visualisation
and user interaction
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Agent layer

Figurel System structure of the software simulator developed

As shown inFigurel, the developedsoftware simulation platform comprises thiree parts;the
realistic radio channel modethe wireless network simulator corand the Agent layer foruser
interaction and optimisation.The impacts of the complex engine testing environment on wireless
communication are modééd by an empirical radio channel model. The radio channel model is



integrated into an evenbased Wireless Sensor Network (WS3hhulator core.The Agentlayer
provides the friendly graphéd user interfaceto visualise the network perfmance allows users to
both accessand controlthe underlying simulatocore onthe-fly (e.g. querying sensor nodes for
information, change the network architecture lije re-positioning of nodes, etcland performs
multi-agent optimisation to improve netork performancesguch asietwork throughput).

This paper is organised as follows: Secfagives details of the applicationoasidered within the
WIDAGATIBroject and details related workSection3 gives an overview of the WIDAGATE system
design. Sectiord presents details of the modelling of @éhradio channel in engine testing
environment. TheMedium Access ContrdMAQ protocols and thesoftware simulator of WSIdre
described in SectioB, followed bySection6 presentingthe design and implementation of a multi
agent application layer which allows enders to interact and control the developed WSN simulator
and the optimisation of network performancesection7 presens the development ofa hardware
evaluation testbed and the results of both lab tests and engine tesit section8 presenting the
conclusions of the work.

2 Application Scenario

Data sampling and transmission of the samsplare key issues when developing new
instrumentation system.Generally, there are two kinds of schemes for data sampling and
transmission(1) Offline transmission: the measurement data are sampled and stored at the sensor
nodes duning the course of engine testirand transmitted to thedata logger (referred to as data
SINK, or data concentrator) at the endtbé testing. The advantage of this tvapep scheme is the
simplicity of the communication systemhile adisadvantage is the large storage requirement and
non-real timeoperation (2) Online transmission:tie sensor nodes sample the physical signals and
immediately transmithe sampled data through the wireless netwoAdthoughthe online method

can educe thestorage required at each sensor nodet puts a reattime requirement of the
communication networkdemandinghigher throughput andower latency.

The features of the engine testing and the requirements to the wireless communication system are
listed as follows:

Periodic traffic load The periodic sensor measurements generate a periodic data flow from the
sensors to the collectors. This implies a schedhalsed MAC approach, in order to effectively exploit
this pattern to maximise performance. Some spatial correlation between the semsasurements

is expected. The MAC protocol must have the ability to manage the local data communication in a
manner that enableghe available data redundancy to be exploited.

Nearrealktime requirement / Latency requirementThis project doesot attempt to providereal

time operatioral datg however,rapid delivery of results and timirgccuracy of the data igtal for
acceptable operation

High sensordensity: Duringengine development testing, there are over three thousands sensors
(1000 therma@ouples, 1500 pneumatic lines, and 500 accelerometers) required to measure and
record the temperature, pressa, and vibration, respectivelyMost of the sensors are deployed in

the limited space around or within the engine which leads to a high denfs@grsormpoints.

High data rate anchigh spectral efficiencyMAC protocol:The periodically generated sensor data
and high density of sensors result in a huge amount of data to be transmitted across the network.
Thus, a high dateate is necessarip acheve nearreaktime andlow latencyoperation Maximising



the system spectral efficiency (throughput per unit bandwidth per unit area) in the 4moitisensor
network is essential to minimising latency and maximising energy efficiency. Therefore, a high
sydem spectral efficiency MAC protocol is required that minimises data forwarding delay between
the tiers of the network hierarchy and maximise the number of sensors communicating
simultaneously
Scalability requirement The number of sensors and thédarcation is fixed throughout the engine
test. However,n development and production testing, a small number of sensors may be added
later
Harsh Environment Development and production testing takes place under the extreme
environmental conditions summised inTablel.

Tablel: Environmental conditions during development and production testing

Oil system temperature 250¢eC

Air temperature (peneath core cover) 350éeC

Metal temperature 1100-1300¢éC
Pressure 40 042 bar
Vibration 409

In addition tothe extreme vibration and temperature environmentithin which the wireless
communication networkhas to work, interferences due to other industrial electrical/electronic
devicesmay also have aadverse impact on the performance of the wireless [Bik

Robustness and coexistence requiremeiitie communication protocol has to be designed carefully
to make thewireless communicatiomobust enough againgnterferenceand enable it toco-exist
with other electrical equipment

With the recent advances in wireless sensor networks (WSNs), theatémadi of low-cost embedded

industrial automation systembas become feasible 1,4]. Smalscale condition monitoringising

wireless technologies for engine testing andservice engine monitoring are well discussed and
demonstrated in R,5], where the Bluetooth techniques are adopted for small networks.6lnd
Bluetooth-based demonstrator with 5 nodes connecting the thermocoupled sound sensors has

been developed for acquisition andsualisation ofi KS Sy 3Ay SQa (SYLISNI i dz2NB o
network for monitoring the health of aircraft engines is describediB][ In [9] the authors provide

an overview of the architecturesf wireless networks for engine and aircraft health monitoring

It has been shown that the MAC protocol dominates the network performance and, recently, many
researchers have been engaged in developing schemes that address the unique challenges of
industrial wireless sensor networks. A number of MAC protocols have been proposed for wireless
sensor networks. The most common MAC is contentiased channel access, namely Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA), in which nodes trataeif the medium is
sensed idle, and use a baoK mechanism in case of busy channel or collisi@dwh IEEE 802.11

and the IEEE 802.15ae based on the CSMA/CAowever,CSMA/CA is naiptimal to handle real

time applications with high data rage various priority levels and Quality of Service oS
requirements. As congestion increasegntentionbased MAE spent most time on backff to

avoid collision and the bandwidth and energy are wasted. Although the IEEE 802.11 standard defines



a centralzed pollingbased channel access method, the Point Coordination Function (PCF), to
support timebounded services, this contentidnee approach is based on the contentibased DCF
(Distributed Coordination Function) and thus is not efficient due to iciefit polling anda large
overhead.

In contrast tothe distributed contentiorbased MAC, centralised channel access can avoid cddlision
and reduce the amount of timesedfor backing offmakingit more appropriate for a reaime high

data throughput apfications. SynchronousMAC protocols based on Time Division Multiple Access
(TDMA) have attracted considerable interest because of their collision free operation, higher
spectrum efficiency and low power consumption. While the medium access is coadibst a
controlled schedule, the collisions are avmid Y R (G KS y2RSQ&a Rdzie 0&0oftS Ol
sensor nodes may place itself in sleep mode for a longer time without sensing the medium. A TDMA
like protocol (called MaCARI) was proposed for itriiswireless sensor networks in OCARI project
[10]. A polling based TDMA MAC protocol with duty cydesoposed for industrial applicatien

and itsperformance is analysed id]]. It has been shown that the pollifzsased MAC protocol is a
special casef TDMA and shows a better performance in terms of scalability anasghization.

Network Design

Considering the features described in sect®ra hybrid wielessivired data gathering architecture
is consideredsuited for high data rate engine testingigure2 illustrates a typical configuratioaf
engine testingwhere he whole engine measurement system is comprised mfimber of modules
with each havindgts own communication system to transnilie data collectedwithin theit. It is
natural to divide the sensors into stdets allocated at different engine modules and, in turn, the
whole communication network is comprised afsetof linear cluster network, which is ideal for
providing communicidons in systems thahhaverelay stations deployed along a links a result, the
wireless snsors are hierarchically organised into clustesing the treecluster architecture which
has been adopted in the recent standard specificatimg)., the 802.1%8 standard 12] and the
ZigBee Alliance specificatioris3]).

Core
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Figure2. Typical Engineering configuration, with permission of Fudigce

As shown irFigure3, the proposed linear cluster network (LCN) consists of three kinds of devices,
Sensor Nods (SN) Cluster Head (CH)and Wired Sinls (WS) and they arehierarchically organised

into clusters A sensor nodeconnectsto a set of transduces (channelspnd samples the physical
signals periodically. A group of SNs which are dossach other geograpbally or related interms



of physical measurements comprises a clusksch cluster has a spaknode as its ow€H and the
SNs transmit their data to the associated CH vinglehop communication link. Usually, the CH
would have more computation capability and storage space than $idsand a SNmay be
associated with one more clust& improwe the reliability and scalabilitfzurthermore, me cluster
may betoo far to communicatedirectly with the wired sinkWS)by singlehop. In this casethe CHs
relaythe data receivedfrom the childSNs to the W&either directly or via a muHhop path through
other intermediate CHs.

In the proposed LChbpology,these clustes and their CHs are organised in a chain with each chain
being deployed along the surface of the engine module. As showRiguare 3, the whole LCN
comprises of multiple lines of linear clustén parallel andeachchain referred to asihe (i.e. line 1,

f Ay ScomsistXal a set of wster heads and 8S.The linear cluster structure is a combination of
star and mesh topologyin such a convergecast network there are two kinds of communication,
namely, singldhop SNto-CH communication and muliop CHto-CH communicationFrom the
proposed engine testing application perspectiueprder to achieve a higher network throughpiit,

is reasonable to make usH all availableradio channelswhile we assume thathe CH nodesire
equipped with a doubleradio wireless module The doubleradio module potentially ugs two
different standardsand different frequency band® avoid cechannel interference between Stid-

CH and Chb-CH communicationsThis independency enables us to simulate and stile
behaviour of the senseto-CH and Citb-CH communication independentlin this paper, we focus

on the SNlo-CH communication and study the performances of CSMA/CA and pollingtcaG3iN
With some minor modification, these protocols can be apptee@Hto-CH communication.
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Figure3: Linear clustetree topology (linear cluster network)

Another benefit of the linear cluster network is the simplificationr@diting protocols, which helps
to reduce the communication overhead, save CPU time and energy consumption and improve the
robustness and lif¢ime. As the SNalways sends the data to its associat€tiin a singlehop



manner, there is no need for routing. The mdifiop routing functions are needed only within the
cluster heads. Since the LCN has linear topology, the routing protocol is simplifiéd a great
extent It is worth noting that, depending on the transmission poweg interference rangef CHs
may cover the whol@etwork. Thus, the routing problem turnsto a media access problem and is
solved bya joint-design of MA@Routing protocolsThe performance of therouting protocol in CH
to-CH communication depends on the underlying MAC protocols which is the focus of WIDAGATE.

Modelling the Radio Environment

A prerequisite to the engineering of WSN in any environment is a phyayeal wireles channel

model that can be used to predict the channel characteristics. In the context of WIDAGATE this
implies the channel between any pair of nodes lying on a gas turbine engine surface. Such models
may be narrowband or broadband. The former is simled appropriate if the dispersion of the
channel is small compared to the symbol duration of the signals which the channel will carry. The
latter is more complex but must be used if dispersion is a significant fraction of symbol duration. The
geometry of agas turbine engine is essentially cylindrical and an estimate of the maximum data rate
that can be properly accommodated by a narrowband channel model (i.e. flat fading without
equalisation) can be made by considering tpath propagation between a pairf modes as shown

in Figure4.

P,

Figure4: Schematic diagram of twpath geometry

The maximum differential path length for any pair of nodegiven by:

Ds=s,- 5 =[r(20- FJF+12- (rF )} +1° )

where r is engine radiusf is angular separation between; Rnd P, projected onto a plane
perpendicular to the engine axis ahds the separation of the planes perpendicular to the engine
axis containing Pand P,. And the correspoding differential propagation delay for a propagation

velocity isYY - & ¢ i O . Assuming (worst case) binary modulation and that time

dispersion must be not greater than 10% of the symbol duration, the maximunatkiis given by:

01 _ 0.1c
o~ o A+~ Jerfer’

R, ¢ )



Choosingextreme values of =0 r = 1.0 m and = 2.0 m therR, is limited to 6.53 Mbit/s. Since this

is greater than the bitate envisagedrom each SNn the WIDAGATE application a narrowband
channelmodel is appropriateThis suggests thahe multi-path in engine testing environment has
negligible influence on thelink quality and thus there is no need for a mufiath model
Nevertheless, beside the path loss, the thermal noise and environmental interference are also taken
into account in our model (ashiswn later in this section) to give a better link quality simulaf{igh

Channel measurementsThe scattering transmission paramet8f was measuredicross the ISM
frequency band (2.4 2.5 GHz) between pairs of points distributed over a rectangular grid on the
cylindrical surface of a Gnome gas turbine engine. This particular frequency band was selected based
on the majority of WSN devices currentlyadlable. The measurements were made between a pair

of low-gain (approximately 0 dB) omdirectional microstrip antennas using an Agilent N5230A
vector network analyser both in the absence of (dataset 1) and in the presence of (dataset 2) an
engine cowlig. The arrangements of measurement grid points for the two datasets are shown
schematically irFigure5.

Dataset 1 was obtained in the Gnome Test Laboratory at-Rmjise in Derby, UK. The engine for
these measurements had no cowlinfjgure 5 (a). Six potential measurement points were
distributed evenly around the circumferencetbk engine in five planes perpendicular to the engine

axis along the length of the engine. The separation between adjacent planes was 28 cm, 24 cm, 6 cm
and 20 cm. There were, therefore, 30 potential measurement points in total. Since measurement
time waslimited, and since measurements between all pairs of potential points include redundant
geometries, two points on each plane were omitted from the measurement process. These are
represented byhollow circles in Figure5. The total number of measurements made was 136. The
residual redundancy in measurement geometries, however, means that all geometries are
satisfactorily represented in the mearement database.

(a) (b)

Figureb: Schematic diagram of engine measurement points: (a) without cowtlagaset 1, (b) with
cowling- dataset 2. Black (darker) points omitted

Dataset 2 was obtained in the Radio Science and Wireless Communications Laboratory at the
University of Strathclyel UK. The Gnome engine used was identical in type but a different instance
to that used for dataset 1. The surface detail of the two engines was similar but not identical. Since



the surface detail represents an essentially random distribution of scageher use of two engines

is not thought to materially reduce the usefulness of the resulting statistical model. These
measurements were made in the presence of an engine cowling manufactured by SCITEK
Consultants Ltd from stainless steel mesh to a spatific provided by RolRoyce. Access to the
measurement points was via slots cut in the cowling. When not being used the slots were covered by
aluminium foil fixed in place using a conducting gred&ke selectedan Al foil with a typical
thicknessof 16 mcron whichis 16/1.66 = 9.64 skin depths. The RF attenuation provided by
the foil is theng 7t T @28 = 84 dB. The protection against leakggat of one slot and back

in another slot)s thereforel68 dB.The RF leakages therefore considereakegligible

Channel modellingAn empirical transmission loss model has been derived from the measurement
datasets. In order to make the model generic, such that it can be applied to engines of arbitrary size,
the model is parameterised in terms of patimégh, s, and path curvaturek. The path length of each
measurement is that of a helical segment connecting transmitter locafgnand receiver location

(P,). The arc lengtkis given by:

s=(rf) +1? 3)

The path curvature, reciprocal of radius of curvatusegiven by:

k=—— 4)

-aDOoy,

+
O\%Qﬁ: -

The mean transmission gain in dB (<@, has been modelled as a functionsand a using:

As+Bk +CG, +D =0 (5)

The resulting bestit surface for datasets 1 and 2 are shownFigure6. Each transmission loss
measurement inFigure6 is the average of 6401, equally spaced, spot fregig=nwithin the 100
MHz ISM bandTable2 contains the besfit coefficients for each dataset.
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Figure6: Bestfit plane surfaces to measurements (a) without cowling, (b) with cowling

Table2: Transmission model coefficients

Coefficiens

A B C D

Dataset 1-0.99986 (0.00043 +0.01678 [0.30833

Dataset 2 -0.99983 -0.010042-0.01532 10.02659




Since the scatter of points about the model is large (due to the large random variation of the engine
surface from that of a smooth cylinder), an error model for the quantity:

D= GT,measured_ CTT dB (6)

hasalso been derived by quantising thedifnensional space spanned bgndainto a 4 §) by 3 &)
grid and calculating the mean and standard deviation of the resulting histogramwitiiin each 2
dimensional quantisation interval. The dependencemodn s and k& and of s on s and k& are then

found using the same approach as that used fa_; . The final value of transmission gain thus
becomes a sum of a deterministic and a random component, i.e.:

G:(s.k)=Gi (s k) + Dlrfs.k).s (s k) ™

The measurements and modelling described above gpezific to the ISM frequency band. Further
measurements have been made to extend the frequency range of the model up to 11 GHz and a
source of thermal noise (determined by the receiving sensor node noise bandwidth, noise
temperature and antenna temperata) has been incorporated. Should a-bytbit simulation be
necessary a timseries model of interference drawn from the standard EUROCAHREID4] has

also been made available. (The simulations presented here are packet level only and replace
interference with an equal amount of white Gaussian nois€ipure? is a block diagram of the
complete channel model. This channel model has been implemented using Simulink.
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Figure7: Channel model



MAC Protocols for operation

In the proposed LCN topologthe data transmission involves two main communication schemes:
the singlehop SNto-CN communication and the mutiop CNto-CN communicationSince the SN
to-SN isa singlehop communicationjts performance isdominatedby the medium access control
scheme.Although the CSMA/CA protocol has been widely accepted in wireless communication,
considering therequirement of WIDAGATE that demands higta throughput,a predesigned,
demandbased and scheduled bandwidth allocation schemith higherspectral efficiency is more
favourable.In this sectiona polling protocol is proposed and its performance is compared with the
CSMA/CA.The simulation reslts of both CSMA and pollingMAC protocols for Sib-CH
communication are presentedbeing of greatest concern for the operation of the netwoikor the
CHto-CH communication, e to the simplified topology of the proposed LCN, the routing protocol
amorg CHs turns into a linear routing scheme and thet®@dH multihop communication is
dominated by the MAC protocols as well. Hence, the results and conclussbres/ed forSNto-CH

can be extended to the Cta-CH with some minamodification.

5.1. Configuraton and Performance metrics

For a fair comparison of different MAC protocols, the network configuration (packet length, etc.) and
performance metrics are described as follows. According to the engine testngrement, all
sensor nodes generate02 Byte(40 Bytespayloadfor 8 channeimeasurementdata plusoverhead

like channel ID, time stammacket headergtc) data packes periodicallyat a sampling interval of
0.03s. Both theacknowledgement packdiACK)and thepolling packet REQ have the same lent

fixed & 38 Bytes (14 Bytes for MAC layer and 24 Bytes for long preamble PHYHay#nge purpose

of reaHime data transmissiorn engine testingthe throughput is calculated on the basis of how
many DATA packetsre received during the course ofin enginetest run Note that, since all the
data are buffered at the SNs, some data may be transmitted to the data sink after the end of engine
testing. Let Thir denote the number of received dataacketswhile engine is runningan effective

data bandvidth (throughput), Threpg in bits per second (bps) is defined as

4EO —4EO (bps) (8)

where L is the packet length (in Byte),is the payloaebverhead ratio of DATA packet aiids the
duration of engine testinglrhe latency, termed asmplingto-receiving delay (SR measured as

the time from the SN sampling the physical signal to the data packet being reédsivihe CH. The

SRD includes queuirdglays at the MAC layer and usually is longer than the access delay. If re
transmission occurs due to transmission failure, a large SRD may appear which might be greater than
the sampling intervallf failed pcketsare not discarded then the SRD will aicwilate.

5.2. MACProtocol Description
A. CSMA/CA protocol

CSMA/CAs adecentralisedandom access mechanismwhich nodes decide autonomously when a
packet transmission startsA node wishing to transmit must first sense the radio channel to
determine if another node is transmitting. If the medium is not busy, the transmission may proceed.
The CSMA/CA protocol avoids collisions by utilising a randomdffatikne if the node's physical or
logical sensing mechanism indicates a busy medium. The data detv€§MA/CA is based on an



asynchronous, bestffort, connectionless delivery of MAC layer data with no guarantee that the

packet will be delivered successfuliore details of the CSMA/CA can be foundl&f [

B. Polling protocol

The polling MAC protocol is a centralised access mechanism. Although it works by a "listen before
talk scheme", the SNs in a polling protocol listen to the request packet from that@ét than by

carrier sensing. As shown kxigure8, the operation of theproposedpolling MAC protocol can be
described in terms of cycles. Each cy@lbich is thesame length as the sampling intervatarts at

the beginningof a sampling period by polling tlehild sensonodes one by one in the clustekt the

SN sidepnce a measurement is sampledDATA packet is generated angueued atthe MAC layer

towait2 NJ (G KS

LI2ffAYyS

LJ O1 S

F NBEMAC layeSmainthirs a pofling i K S

gueuestoringthe { b D& (i.e., MAC addresse¥Yhen a new polling cycle starts, tigH reads the

first elementof the polling queue and broadcasé data requestarketREQ. Only the SNnatching

the ID accesses the medium by replyimgth its DATA, while all other SNs kep silence.Once
sending out a REQ, the CH sets a timeout. If no DATA packet is received within this timeout, the CH
will poll the next SN. The selection of the timeout value depends orREBEEDATA round trip time

(RTT) The RTT in our scenario is 752us for a 102sRlata packet at 2Mbps data rate. If the CH
receives the required data packet within the timeoutreplies with anACK, followed by retrieving

the next ID from the polling queue and sendiagiew REQ to poll the next SNThis process is
repeated until é&her the end of the polling queue is reached or a new sampling period starts. For
instance,Figure8 shows two polling cycles for a cluster withSNs As the pollingqueue is a
increasing sequence from 1 g SN1 is always polled first followeg SN2, 3 and so on. Tipelling

in the firstcycle ends when all tha sensor nodes are pollednd none of them have any data to

send The second polling cycle engrlier at i-th polling {<n), because théime yt left for polling a

node beforenext sampling is less than a REATA RTT. Theason for terminating thgolling cycle
earlieris to reduce the SRD and avoid the delay accumulatimtause new sampled data Wik

ready for transmission whetihhe newsampling periodtarts.
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Figure8: lllustration of te polling MAC protocol.

Note that the polling sequence determines when a SN will be polled, thusn#@ium access is
coordinatedby the CH andhe collision is avoided'he polling queuean be configured as a random
sequence or, by default, an increasingequene as shown irFigure8. Hence, the badwidth

allocation is fully controlled by the CH and can be adaptive according & théid (LANR 2 NJA § &

/

by R



requirement (e.g. for safety critical data) or be randamdicatingthat all sensor nodes have the

same priority It isalsoworth noting thatthe polling protocol does not requitime synchronisation

to avoid collisionIn order to guarantee every data packet is received by the tfid proposed
pollingassumes a no packet drop policy, which means a DATA packet will be kept at the SN unless an
ACKAd NBOSAQPGSR® ¢KAA A& AYLXSYSYGdSR o6& | 51! ¢! | dzS

5.3. Performance comparison

Turning our attention tdhe simulation results of théEEE 802.11 CSMA/CA and the propgesihg
MAC protocal the network throughput packet lossand samplingto-receiving delay SR are
simulated anddepicted inFigure9 - Figurel0

Throughput: Figure9 shows the relationship between the throughput atite cluster sizewhere
the cluster size is defined as the number of cl8Nsin the cluster Valuesof throughput are shown

in terms ofboth how many packets are retved by the cluster head B0 seconds&nd the effective
throughput (kbps). Two groups of throughput performances are showhignre9. One is the
throughput in an interferencdree environment, while the other is subject to external interferences
(El) The throughput achieved in the interferenf®e environment can be regarded #% upper
bound of the throughput, since the throughput purely depends on the protocol itself.

In the interferencefree case, as the cluster size increases from 5 to 26, the traffic load increases
from 53kbps to 275kbps and the throughput of CSMA/CA gpesteady and linearly with respect to

the increasing traffic loaddowever, when the cluster size is greater than 26otighput goes down
steadilyafter reaching the maximum tbughput of 275 kbps. This shewhat the CSMA/CA reaches

the saturated condibn at 275kbps, representinthe maximum networkthroughput in overload
conditions In contrast, the throughput of the polling protocol keeps increasing linearly until the
cluster size is 29 and then becomes fixed at the highest throughput of 310 kbps even the cluster size
increases further. The simulation results also reveal that, tiéng protocol works better than the
CSMAJ/CA at high traffic loads (i.e. over saturation). This is because, when the network is saturated,
more collisions occur in CSMA/CA and the more bandwidth is wasted, thus the throughput of the
CSMAJ/CA decreases. &irthe polling protocol is a collisidree scheme, no bandwidth is wasted on
collisions and a higher throughput is achieved resulting in higher spectrum efficiency. Furthermore,
as the polling has a flat throughput at the saturated condition, the pofliregocol is more robust

than CSMA/CA.
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Figure9 Network throughputs

It is worth noting that, although no collision occurs in the polling protocol, the bandwidth has to be
split between the transmission of DATA packet and RERQ/pd&tket. The polling protocol can be
further improved by either increasing the length of data packets (to increase the share of data
transmission) or using a mujtiolling/multi-ACK scheme (to reduce the share of REIK).

When the external interferencés presented, the packet loss is not only due to collsiom also

due to the high level of interference. As a result, the throughput becomes lower thamupper
bound. It can be seethat the throughput in the presence oihterference is about halffahe upper
bound, suggesting packet loss is about 50% when interference is presented. As tH2AREQ
timeout impacts on the network performance, which is particularly true for short DATA packets at
saturated conditionFigure9 shows the throughput of the polling protocat three timeout values

of {0.8, 1.5, Bns It can be seen that they are the same at low traffic load whereas a shorter timeout
gives a bit higheriroughput at high traffic load. This is because, when packet loss occurs, a shorter
timeout allows more slots for REQATA exchanges in a polling cycle and more polling can be
applied to compensate for the packet loss.
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Figurel0: Packet loss of the polling protocol subject to the environment interference.

Packet lossin order to further study the impacts of theb Qa € 20F GA 2y | ydd (KS LJ
the throughputin a harsh environment subject texternal interference, the paek loss rates of

individual SNin the polling protocobre depicted irFigurelO. In this simulation, 34 SNs in total are
deployedalyd | o6St G OANDEtAYy3I (KS SyaiysSQa adaNFI OS Ay
the engine, the first node SN(1) is closest to the CH, SS(9) are deployed fromop to bottom at

the left side of the enginethe SN(10) at the bottom is oppite to the CH (no#ine-of-sight) and
SN(11)SN(34) are placed at the right side of the engine flamtiom to top towards the CH.

It can be seen thathie packet loss rates are affected hgdea Hlacement at the engine surfa@and

the polling sequenceThe first part of the packet loss curifidode 1D=1..10) is dominated by the SNs
position, whereall these nodes can be polled in each polling cycle@®®S y2RSQa L2 aAidaAa:
engine surfaces the main reason for the increase of packet loss. SiBt€l) is the nearest one to

the cluster head, it has the lowest path loss and thus the lowest pdoke rate. Since SN(1&X)the
bottom is notline-of-sight to theCH, it has the lagspt pass loss and its packet losaches a peakf
75%.While the node ID increases, the nodets closer to the CH arttle packet loss decreases
accordinglydue to the decreasing path losslowever, when the node IBecomes greater than 15

the polling #quence dominates the packet loss. As these nodesat the ftail of the polling
sequence havintgss chance to be polleahd the number oflata transmitted to the Cldecreases.
Therefore, the pollingchemeat the tail works as a neaniform polling.The average data loss rate
F2NJ 6KS FTANRG G Sigasp@RAsidhe first teronddéssare RiWaysSpliEdyithedpacket
loss in the first ten nodes mainly due to theexternal interference.

Samplingto-Receiving Blay (SRD) The SRDs of every node and their standard deviation are
shown inFigurell. The blue line is for the polling protocol when the cluster size is 30 and the brown
line is for the CSMA/CA of 26 sensor nodes. Due to its random access behaviour, the SRD of
CSMAJ/CA is a random process with a mean of 0.012ms and an average standard deviation of



approximately 0.005. It is noted that, due to the large variances, thermamwi SRD of CSMA/CA

reaches nearly the sampling interval of 0.03s. On the other hand, as the polling queue in the polling
protocol is a fixed increasing sequence, the smaller ID number the SN has, the earlier the SN is
polled. Thus the SRD increases lifledr ¢ A G K NBalLISOG (2 GKS {bQa L5
the same time slot in every polling cycle, the variance of the SDRs are small with an average
standard deviation 09.0012.
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Figurell: Samplingto-receiving acket delaysn the CSMA/CA and the polling MAC protocols

From the simulation results, some conclusions can be drawn. (a) The throughput performance of
both CSMA/CA and polling are similar at low and moderate traffic load when the cluster size is
smaller han 25. (b) When the traffic load increases further, the network goes into saturation and
polling issuperiorto CSMA/CA, where the throughput of CSMA/CA degrades significantly, but that of
polling increases further and supports up to 29 sensor nodesrfa-ibounded data transmission. (c)

In terms of latency, the polling shows much smaller jitter resulting a better phase relationship
among data in engine testing. This is a favourable feature for WIDAGATE. Overall, since WIDAGATE
has high traffic load whichmakes the network saturated, the polling is more appropriate for
WIDAGATE in terms of both throughput and latency.

6 Agent-based control and optimisation

In contrast to the usual approach of running netwaiknulationsas a batch procesghe Agent
based application layer provides flexibility of not only loggotga for offline analysisand
visualisation of the data/metric streams while the simulator coreuisning but also provides an
interface for the user tanteract with the WSN simulatocore. Theuser can make online queries
and changenode parameters(e.g., location, sampling rate and traffic load)-the-fly. The agent
based approach also enables an intelligent online optimisation to imprthee network



performance More specificallythe multi-agent systenprovides the followingfunctionalitiesto the
WIDAGATE

a) Performance MeasurementTheAgent Layeserves as an intermediate bridge to enable the
user to obtainreattime network performancemetrics from the WSN simulatoicore, for
individualcluster head nodes, as well 8 the entire simulation.

b) Visualisatior; The AgentLayerprovides a Graphical User Interface (GUI) to enable the user
to interact with the WSN simulator, and visualise the node deployment, as well as network
performance metrics and status updates.

c) Interactivity- TheAgent Layeenablesthe user to change parameters the WSNsimulator,
such as changing node locatioss,as to evaluatéhe effects ometwork performance

d) Optimisation- The Agent layer providesiantelligent optimisation algorithm to optimise the
location of sensor nodes.

The agent layer architecture andirfctional design diagram are shown inFigure 12 and the
functionalities of each agent module are listedTiable 3. The gateway is at the simulator reo
providing an interface to the Agent Layer. A TCP socket connection is used for this interface, as this
allows the Agent Layer to be abstracted from the WSN simulator. In this way, the Agent Layer
module can be easily ported to interface with other ungiing platforms, such as a tebed
implementation.

Visualization GUI

|

ClusterHead . Simulation Contral
Agent GUI Agent

Agent
Layer

Agent

Agent Communication

(actions) (status) (commands)

Messaging Agent

I

Gateway

Figurel2: Architectural Design of Agent Layer

Table3 Agent module functionalities

Agent Functionality

Simulation A Controls the WSNimulator(start/stop/pause/resume) and creates all other ager
Control Agent A Initialises the simulation parameters from input test data and configuration files



Cluster Head

Represents each cluster head in the WSN simulator

A

A {(2NBa Of dzadSNJI KSIFRQa adlaGS AyF2NXI
el A Implements decisiommaking and network optimisation
GUI Agent A Implements 3D visualisation and graph plotting capabilities and interactive GL

users to control simulation parameters

A Implements the agent interface for WSNgent Layer integration
Messaging A Converts AC(ngent CommuniAcation Languaga¢ssages irj Age;nE Layer to V\{SI\
Adent aAYdzZ Fd2NRa YSaal3asS FT2NXIU 6Sd3Id O2

updates)
A Maintains the socket connection with the WSN Gateway
The proposed mukagent system is implemented usingADE (Java Agent Development
Environment) 15], as it can be easily ported from development asichulationto a realworld
implementation JADE also provides a set BIPA-compliant agentmessagingprotocols for
negotiationand decisiormaking, also known as ACL (Agent Communication Language). The main
functions provided by the Ageiltased application layer are detailed below.

6.1 Visualisatbn

The developed WSHore simulatoris visualisedn an online fashionby the multragent systemThe
AVisualisatioa tab of the GUI (shown irFigure 13(a)) illustrates node locations oa 3D engine
model and allows users to adjust the node locatioriBhe éQuery tab (shown n Figure13(b)),
provides capbilities for inputting user requests to monitor specific nodes and online visualisaton of
the vibration/pressure/temperature data collected by the sensor nodes. The usema&aan ad

hoc data query or subscribe to a node's performance metric strearichadill be logged for offline
data analysis.

WIDAGATE Agent Layer ) WIDAGATE Agent Layer - -

File Help File Help

(a) Visualisation and Node Modification tab (b) Querying and Subscription tab
Figurel3: GUI Screenshots of the Agent Layer

! The Foundation for Intelligent Physical Agents (FilRow.fipa.org, is an IEEE Computer Society standards organization
that promotes agenbased technology and the interoperability of its standards with other technologies.



6.2 User Interaction

The useiinteraction is implemented itwo stages. The interaction between the user and the agent
system is done by the GUI ageantd the interaction between the age system and the underlying
simulator coreis done by the Messaging Agent, which connects to the simuladce through a
socketconnection for information exchangeThe simulator core has a special node, termed as
gateway, working as a server and providing a socket port. The gateway is an event scheduler of the
simulator core and has full access to all other nodes (i.e. SNs, @H&}e the simulator core is
initialised, the gateway sets up a socket port and listens to the connection request from the agent
system. A set of commands are defined for exchanging information between the agent and the
gateway (as shown ihable4).

Table4: Message Type Definition

Value Msg_Type Attribute List Description
Subscribe for gathering
1 SUB_START - performance data from
specified node
> SUB STOP i Stop's'ubscrlblng to
- specified node
3 QUERY ONCE i Single query of perfqrmance
— measures from specified node
4 DATA {performance_measure_list} List of perfqrmance measures
from specified node
5 MOVE_NODE x_coord, y_coord, z_coord Movg 'specmeq hode to
specified location
6 ADD NODE cluster_id, x_coord, Add anew node at specified
- y coord, z_coord location
7 DEL_NODE i Delete the specified node
8 | ACK_MOVE_NODE x_coord, y_coord, z_coord Acknowledge the command to
move specified node

At the agent side, the Messaging Agent interfaces with the gateway medube TCP connection (as
shown inFigure14). When an agent module wants to interact with the simulator core, an ACL
message is generated and sent to the Messaging Agent. The Messaging Agent interprets the ACL
message into the appromie commands and sends them over the socket connection to the
simulator core. These commands are parsed at the gateway and executed by the corresponding
modules in the simulator core. In the reverse manner, update messages from the simulator core are
collected at the Gateway module and subsequently passed over the socket connection back to the
Messaging Agent, which relays these updates to the corresponding Agent modules.
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Figurel4: Communication Mechanism between Agent Layer WN simulator

6.3 Multi-Agent Optimisation

The ability of Agents to communicate information and make intelligent decisions about meeting
objectives has been exploited in this application. In particular, we have incorporated the SN agents
with an optimisation apability using which they are able to, as a group of informasioaring
cooperative group, determine the most effective topology of the wireless network (with respect to a
given performance metric, such as propagation delay).

6.3.1 Optimisation Formulation

The SN should be placed within a given distance constraint around the transducer. Given this
requirement, the possible locations around a transducer can be formulatedrasragrid, as shown

in Figurel5, where a 5x5 grid represents the 25 possible locations for the SN. Choosing one of these
ANAR t20FGA2ya a GKS ySg LRaAAGAZY 2F Ly {b Aa
Given the node locations (i.e. the 5x5 grid) is a discrete set of choices, the action space is also
discrete. The metric of interest (e.g. packet delivery delay) isaumvex with respect to the action.

As such a discrete natonvex search method is @l upon to determine the optimal locations for

the placement of sensor nodes. One such search method is the Reinforcement Learning (RL)

I LILINR I OK wmc 8 ® b2GSx GKS 3ISYSNRAO w[ YSikK2R &St
find the minimum cos{or, maximum utility) traversal from a start to an end location using a metric

GKFG Aa NBfFTGSR G2 GKS WljdatAaAdeqQ 2F SIFOK AyidSNY
interested in finding just the optimal location for an SN (with respectht® transducer location)

instead of a traversal path. This simplifies our problem formulation..

The search for the optimal location of an SN can be formulated as an iterative RL problem, ia which
node keep track of the valuesof network performance (g. throughput, SRDpr eachpossible
actionai {0, 1, 2, ..., 24}where each entry corresponds tosquareof the 25 grids and thealues
stored are represented byQ@)°. The parameter to be optimised is the action co@er the SN

%The notation Q is adopted from the standard representation used in RL literature [16]



location Note this § a simplified RL formulation is a simplified version in that it does not use
information about state transition (i.e. the traversal path of the SN).

Figurel5: Grid squares where the SHan be placed around a transducer.

An action is drawn from the set of all actions using thgreedy method [1§ such that with
probabilityi , a node will randomly choose aation from all possible actionand with probability
(1 - 1), the node will choose the action with the largest glue (i.e. the greedychoice) As the
search for the optimal location progressethe value ofi is graduallyreducedto increase the
probability ofchoosingthe greedyaction,i.e. decreasing exploration and increasing exploitation.

6.3.2 Optimisation Implementation

Thel -greedy optimisation can be conducted independently by each SN agent (also called SN in the
following discussion) taletermine their optimal locations within their respective location grids.
Another approach is to allow SN agents torghimformation with their neighbouring agents. When

an SN chooses an action (i.e. it selects one of the grid locations), it queries its neighbours to rate the
action and an action is chosen according to their past experiences (in this case a neighbour is
another SN that is nearby to a given SN which is reachable wirelessly). SNs communicate with their
neighbours wirelessly to perform query and receive ratings. A neighbour rates the action based on
its effect on the local metric of interest. There coullibstances in which an action that is deemed
good for a node may be seen as bad by a neighbour node.

In order to reduce the number of iterations, the linear cluster topology is taken into account, where
a CH agent performs optimisation for all nodes $nciuster. CH agents interact with other CH agents
by exchanging action values. These interactions are sliwowigurel6. This method requires the CH
agent to be awag of the states of all sensor nodes within its cluster, which can be supported by the
polling protocol.
























