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We present a measurement of the isolated direct photon cross section in pp̄ collisions at
√

s = 1.8
TeV and |η| < 0.9 using data collected between 1994 and 1995 by the Collider Detector at Fermilab
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(CDF). The measurement is based on events where the photon converts into an electron-positron
pair in the material of the inner detector, resulting in a two track event signature. To remove
π0 → γγ and η → γγ events from the data we use a new background subtraction technique which
takes advantage of the tracking information available in a photon conversion event. We find that the
shape of the cross section as a function of photon pT is poorly described by next-to-leading-order
QCD predictions, but agrees with previous CDF measurements.

PACS numbers: 13.85Qk,12.38Qk

I. INTRODUCTION

The CDF Collaboration recently published a mea-
surement of the the direct photon cross section[1].
This analysis found that the shape of the cross sec-
tion as a function of pT is poorly described by next-to-
leading-order (NLO) QCD calculations [2], and that
the discrepancy persists at

√
s = 1800 GeV and 630

GeV. This conclusion is supported by measurements
by the D0 collaboration [3], [4], and by other hadron-
hadron experiments [5].

Photon measurements in hadron collisions are com-
plicated by the large number of π0 → γγ and η → γγ
events produced in these experiments. These back-
grounds are traditionally suppressed by requiring that
the photon be isolated from other energy in the
calorimeter, but this requirement also eliminates some
of the direct photon signal. Special calculations which
take the isolation requirement into account have been
developed in order to compare these measurements to
NLO QCD [2].

To remove the remaining meson events from the
data sample, experimentalists have relied upon un-
derstanding the shape and development of electro-
magnetic (EM) showers in the calorimeter . At CDF
two techniques are used: a shower transverse profile
method, and a pre-shower method [1]. The datasets
are based on photon triggers, where a high ET EM
shower is found in the central calorimeter with no as-
sociated charged tracks.

In this article we report on a new measurement
of the direct photon cross section at CDF based on
events where the photon converts to an e+e− pair
in the detector material prior to passing through the
central tracking chamber. The EM showers in these
events have tracks associated with them, and so are
explicitly rejected by conventional photon measure-
ments. Furthermore, the addition of tracking infor-
mation to the event makes possible a new background
subtraction technique which is systematically inde-
pendent from the standard calorimeter methods.

The primary motivation for studying the direct pho-
ton cross section is the potential to extract informa-
tion about the parton distribution function (PDF) of
the gluon inside the proton, due to the large contri-
bution of gq → γq diagrams to the process [6]. This
program has been frustrated by differences between
the measurements and calculations which are difficult
to explain by altering the gluon PDF alone [7], [8],
[9]. The direct photon cross section measurement with

conversions therefore serves as a cross check of conven-
tional photon techniques, as well as a demonstration
of a new method for future high pT photon studies.

II. DETECTOR AND DATASETS

The data was collected at the Fermilab TeVatron
collider between 1994 and 1995 (Run 1b) with a
center-of-mass energy of 1.8 TeV. A detailed descrip-
tion of CDF in Run 1 may be found elsewhere [10].
Here we briefly describe those detector components
critical for the conversion measurement. The cen-
tral tracking system consists of a silicon vertex de-
tector (SVX), a vertex TPC (VTX), and a large cen-
tral tracking chamber (CTC). These detectors are lo-
cated inside a 1.4 Tesla solenoidal magnet. The trans-
verse momenta of charged particles in the tracking sys-
tem are measured primarily by the CTC, which has
a momentum resolution of σ(pT )/p2

T = 0.002 GeV−1.
Outside the tracking system are the CDF calorime-
ters, which are subdivided in η[15] and φ into projec-
tive towers which point to the nominal pp̄ interaction
point at the center of the detector. The central region
(|η| < 1.1) is instrumented with the central electro-
magnetic (CEM), central hadronic (CHA), and wall
hadronic (WHA) calorimeters. EM showers in the
CEM generally deposit their energy in two or three
towers in η, and these towers are referred to as a CEM
cluster. The energy resolution of the CEM is

σ(E)

E
=

√

(

13.5%√
E sin θ

)2

+ (1.6%)2

where θ is the polar angle of the shower measured
with respect to the proton beam direction. The CEM
is equipped with a layer of crossed wire and strip
gas chambers (CES) located at a depth of six radi-
ation lengths (the typical shower maximum) to mea-
sure the transverse shape of the shower. A second
layer of wire chambers, known as the CPR, is located
between the solenoid and the CEM. The CPR is used
as a pre-shower detector in conventional photon mea-
surements, with the 1.1 X0 radiation lengths of the
solenoid acting as the converting material.

We use a three level trigger system to collect the two
datasets used in the photon cross section measurement
with conversions. The first data sample, known as the
8 GeV electron data, requires a cluster in the CEM of
at least 8 GeV at Level 1. Level 2 requires an asso-
ciated track found by the fast hardware track finder
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(CFT) with pT > 7.5 GeV, and an associated CES
cluster found by a hardware cluster finder (XCES).
This trigger applies several electron identification re-
quirements at Level 3, including requirements on the
transverse shape of the shower seen in the CES, the
geometric matching between the shower and the track,
the lateral sharing of the shower energy over the sev-
eral CEM towers, and the electromagnetic fraction of
the shower. The integrated luminosity of this dataset
is 73.6 pb−1.

The second data sample, known as the 23 GeV pho-
ton data, requires an 8 GeV CEM cluster at Level 1,
but at Level 2 this requirement is increased to 23 GeV.
The Level 2 trigger also applies an isolation require-
ment to the CEM cluster by requiring that the neigh-
boring calorimeter towers have ET < 4 GeV. The 23
GeV photon trigger does not require that a track be
found by the CFT, and it does not apply any electron
identification requirements, although at least one CES
cluster must be found with more than 0.5 GeV of en-
ergy at Level 3. Note that this trigger was designed to
collect non-conversion photons (hence its name), but
since it does not veto photon candidates which have
associated tracks, we can use it to search for conver-
sion events as well. The integrated luminosity is 83.7
pb−1.

Inner detector photon conversions are characterized
by two opposite sign CTC tracks which pass near each
other in the material of the beampipe, SVX, VTX, or
inner cylinder of the CTC . Two conversion identifica-
tion requirements are applied to the raw CTC tracks.
The first requires that the absolute value of the differ-
ence between the track cot θs be less than 0.05. The
second requires that the absolute value of the distance
between the tracks in the x-y plane at the radial lo-
cation where they are parallel be less than 0.3 cm.
At least one of these tracks is required to point at a
CEM cluster, and the softer track is required to have
pT > 0.4 GeV.

Track pairs satisfying these requirements are fitted
to a conversion vertex. The fit requires that the tracks
meet at a point in space where they are parallel, which
improves the spatial and momentum resolutions of the
reconstructed photon candidate. In addition, the ver-
tex fit partially corrects for a pT bias present in the
raw conversion tracks. This bias occurs when the spa-
tial separation of the conversion tracks in the inner
CTC superlayers is less than the two track resolution
of the device. The final requirement of the conver-
sion selection is that the fitted conversion radius is
required to be between 2 and 30 cm. The radius of
conversion distribution of the 8 GeV electron data is
shown in Figure 1.

Conversion candidate events at CDF divide natu-
rally into two sets based on their detector topology.
In 1-tower conversions both tracks point to the same
CEM tower, and in 2-tower conversions the tracks
point to separate towers. 1-tower conversions have
the potential to confuse the electron identification re-

Radius of conversion (8 GeV electron data)

Central Tracking Chamber
inner cylinder

Vertex TPC

Silicon
Vertex
Detector

Dalitz

after vertexing

before vertexing

FIG. 1: Vertexed and un-vertexed radius of conversion
distribution in 8 GeV electron data. The peak at r = 0
labelled ’Dalitz’ is due to π0 → e+e−γ decays and γ∗ →
e+e− events. The 2 cm < r < 30 cm data selection re-
quirement has been released in this plot.

quirements applied by the 8 GeV electron trigger at
Level 3, due to the presence of two EM showers in the
same CES chamber. Therefore in the 8 GeV electron
data we require that the conversion be 2-tower. Con-
versely, in the 23 GeV photon data we require that
the conversion be 1-tower, in order to insure that the
two datasets have no events in common.

In a 1-tower event, the CEM cluster measures the
summed ET of both tracks. In a 2-tower event, how-
ever, the softer track is outside the high ET cluster
formed by the first track, and its own ET usually falls
below the clustering threshold of the CEM reconstruc-
tion algorithm. In this case, only the higher ET clus-
ter is found, but the pT of both tracks is measured by
the CTC. When dividing the conversion events into
pT bins, we use the summed ET measurement for 1-
tower events, while for 2-tower events we use the ET

measurement of the higher energy track plus the pT

measurement of the lower energy track.
The offline data reduction proceeds as follows. For

the 8 GeV electron data we require a 2-tower conver-
sion at |η| < 0.9 and |z0| < 60 cm, where z0 is the
position of the primary event vertex along the beam-
line measured from the center of the detector. The
conversion must be associated with a fiducial CEM
cluster, and we re-apply the electron identification re-
quirements imposed by the Level 3 trigger. The recon-
structed CEM cluster must have ET > 8.0 GeV, and
at least one of the conversion track must have pT > 6.0
GeV. To suppress the contribution of π0 and η events
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we make two isolation requirements. The first requires
that the amount of energy found in a cone of radius
R =

√

(∆η)2 + (∆φ)2 less than 0.4 centered on the
highest ET shower be less than 1 GeV, excluding the
energy in the CEM cluster itself. The second requires
that no extraneous tracks with pT > 0.4 GeV point
to the CEM cluster. Finally we require that the miss-
ing energy (ET/ ) in this dataset be less than 25 GeV
in order to suppress a background due to W → eν
events.

For the 23 GeV photon data we require a 1-tower
conversion at |η| < 0.9 and |z0| < 60 cm with a fidu-
cial CEM cluster and the same isolation requirements.
The CEM cluster must have ET > 28 GeV and the
conversion must have at least one track with pT > 8.0
GeV. This dataset has no electron identification re-
quirements, and no ET/ requirement.

There is one complication to the cone 0.4 isolation
requirement in the case of a 2-tower conversion. If the
soft conversion track lands outside the CEM cluster,
but within the 0.4 cone, then the cone energy sum is
artificially enhanced by the energy of this track. To
remove this energy the tower hit by the soft track
and its closest neighbor in η are excluded from the
cone energy sum. In this case the area of the cone is
slightly reduced, and to account for this the energy
requirement is reduced from 1.0 GeV to 0.87 GeV.
This occurs in about 2/3 of all 2-tower events.

III. BACKGROUND SUBTRACTION

A. π0 and η backgrounds

Most π0 → γγ and η → γγ events are rejected by
the isolation requirements. Those that remain are sta-
tistically subtracted from the data by a new technique
based on E/p. E/p is the ratio of the ET measured
in the CEM and the pT measured by the CTC. For
a 1-tower conversion the ET is the two-track summed
energy measured by the CEM, and the pT is the sum
of the two vertexed track momenta. For a 2-tower
conversion, the CEM cluster measures only the ET of
the higher energy track, and in this case the E/p ratio
includes only the ET and vertexed pT of that track.

Under this definition, the E/p distribution for a di-
rect photon conversion should be a narrow peak cen-
tered on 1.0 whose width is determined by the CTC
and CEM resolutions. In a π0 or η event, however,
the second unconverted photon usually showers in the
same CEM cluster as the high ET conversion electron.
Therefore in a meson event the ET measures the π0

energy, and the pT measures the energy of one of the
decay photons. Since two-body decay kinematics are
understood, the shape of the meson E/p distribution
is relatively easy to calculate with a Monte Carlo sim-
ulation.

To predict the signal E/p distribution we gener-
ate direct photon events using PYTHIA version 6.115

•         data

 signal fit

 background fit

γγ → e+e-e+e-

η/π0 = 0.687 ± 0.076

FIG. 2: The diphoton mass spectrum of double conversion
events in the data. The data is fit to two Lorentzians plus
a third order polynomial. The polynomial is shown as
the dotted line. The π0 and η peaks are visible at 0.135
GeV and 0.547 GeV respectively. The ratio of the areas of
the two peaks, along with the Monte Carlo prediction for
the ratio of acceptances, gives an η/π0 production ratio of
0.687 ± 0.076.

[11]. The prompt photon is tracked through a material
map of the CDF inner detector where it is allowed to
convert into an electron-positron pair. The two tracks
pass through the remaining material, where they are
allowed to undergo bremsstrahlung, and through the
tracking chamber and calorimeter. To simulate the
pT and ET measurements the true track parameters
are smeared by the known resolutions of the CTC and
CEM.

We find that for the purpose of predicting the me-
son E/p distribution, it is adequate to simulate sin-
gle mesons, rather that complete events, because the
mesons in the data are highly isolated. The gener-
ated mesons decay to two photons which are tracked
through the detector in the same manner as the
PYTHIA direct photons. The two meson samples are
combined using a η/π0 production ratio of 0.69±0.08,
which we measured in the data using a sample of dou-
ble conversion (π0/η → γγ → e+e−e+e−) events, as
shown in Figure 2. Fortunately, the E/p distributions
of π0 and η are very similar (due to similar decay kine-
matics), so the production ratio used in the Monte
Carlo has little effect on their combined E/p shape.
We also use the double conversion events to measure
the meson pT spectrum to be used in the Monte Carlo.
We find that a power law with an exponent of negative
six gives a good description of the data.
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We extract the number of signal candidates in each
pT bin by performing a χ2 fit of the E/p distributions
observed in the data to the Monte Carlo signal and
background templates. In the fit only the normaliza-
tions of the signal and background are allowed to float.
Examples of two fits are shown in Figure 3, and the
number of signal candidates found in each pT bin is
listed in Table III.

As seen in Figure 3, the narrow signal peak is quite
distinct from the broad background distribution, and
in general the fits to the data are reasonable. In some
fits, however, the signal peak is shifted slightly with
respect to the Monte Carlo prediction. This effect is
due to a pT bias associated with conversion tracking
which occurs when the spatial separation of the two
tracks in the inner layers of the CTC is below the hit
resolution. A hit level simulation of the tracking sys-
tem reproduces this effect, but it is not simulated by
our fast Monte Carlo, so the templates do not repro-
duce this. Studies show that the E/p shift is no larger
than 1% in the 8 GeV electron data, and 2% in the
23 GeV photon data [12].

To determine a systematic uncertainty on the back-
ground subtraction due to this effect, we multiply the
E/p of each event in the 8 GeV electron data by a scale
factors of 1.01 and 0.99. We then perform the χ2 fit
again, and we take the change in the number of signal
candidates as a systematic uncertainty. Similarly we
use scale factors of 1.02 and 0.98 in the 23 GeV data
to determine the uncertainty. For the 8 GeV electron
data this error is +12/−10% at 10 GeV and decreases
to less than ±5% above 20 GeV, while the error is less
than ±5% for the 23 GeV photon data.

B. Other backgrounds

We consider two other potential sources of back-
ground. The first is fake conversions, where two ran-
dom tracks satisfy the conversion identification re-
quirements. In this case the soft conversion track is
likely to be a hadron. A study of the E/p of the soft
conversion tracks finds no evidence for hadronic con-
tamination, so we neglect this background.

A second source of background is due to high pT

prompt electrons, such as those produced in W →
eν events. These electrons often have a co-linear
bremsstrahlung photon, and this photon may convert
in the detector material and produce one or two soft
tracks. The soft tracks can form a high pT conver-
sion candidate when combined with the prompt elec-
tron. This background is the motivation for the ET/
requirement applied to the 8 GeV electron data, which
would otherwise have significant W → eν contamina-
tion above 25 GeV. In the 23 GeV photon data this
background is less significant because these events are
unlikely to satisfy the 1-tower topology.

To account for remaining prompt electron back-
grounds in both datasets, including any remaining W

electrons, we have searched for hits in the SVX and
VTX detectors in events where the conversion occurs
outside these detectors. These studies have indicated
that in the 8 GeV electron data there is no signifi-
cant prompt electron contamination below 25 GeV,
and above 25 GeV we adopt a one sided 10% system-
atic uncertainty. In the 23 GeV photon data we adopt
a one sided 3% systematic uncertainty in all pT bins.

IV. ACCEPTANCE AND EFFICIENCY

The acceptance is evaluated with the PYTHIA di-
rect photon Monte Carlo, and includes the fiducial
requirements, the 1-tower and 2-tower topological re-
quirements, and the ET and pT requirements on the
CEM clusters and tracks. For the 2-tower data (8
GeV electron trigger), the acceptance is 33% at 10
GeV, and decreases to 6.5% at 65 GeV. In the 1-tower
data (23 GeV photon trigger) the acceptance increases
from 35% at 30 GeV to 43% at 65 GeV.

The efficiency of the remaining selection require-
ments are measured in the data with a variety of
complementary datasets [12]. The efficiency of the
event z0 requirement is measured to be 93.7 ± 1.1%
in minimum bias data. The conversion identification
efficiency is measured using a loose sample of conver-
sions occurring in and around the CTC inner cylinder
material. We find an efficiency of 97.4± 2.0% , where
the uncertainty is determined by variations seen when
dividing the data into pT bins . The 8 GeV electron
trigger efficiency is measured with a pre-scaled 5 GeV
electron trigger and an inclusive muon dataset, and
has an asymptotic efficiency of 91.4 ± 0.9%. The 23
GeV photon trigger efficiency is measured with pre-
scaled 10 GeV and 23 GeV photon triggers, and has
an efficiency of 91.4±4.3% [13]. The electron identifi-
cation efficiency is measured with the non-trigger elec-
tron in Z → e+e− data, and is found to be 84.3±3.0%.
The CTC tracking efficiency is measured with a track
embedding study, and has a plateau value of 96± 2%
per track above 400 MeV. The isolation requirement
efficiency is measured by choosing random locations in
the calorimeter in minimum bias data and adding up
the energy found within a cone radius of 0.4. The effi-
ciency is found to be 85.9 ± 0.4 %. The no-extra-track
requirement efficiency is evaluated with electrons in
Z → e+e− data, and is found to be 89.6 ± 0.5 %.
The missing energy efficiency is evaluated with un-
isolated conversion candidates. These events are pre-
dominantly di-jet events where the true ET/ is zero, so
the measured ET/ is due to the calorimeter resolution.
The efficiency decreases from 1.0 at 20 GeV to 89%
at 65 GeV.

The efficiencies are summarized in Table I. The
total acceptance times efficiency for the two datasets
is plotted in Figure 4.
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π0,η

γ + π0,η
•   data

16.5 GeV < pT < 18 GeV

π0,η

γ + π0,η
•   data

30 GeV < pT < 34 GeV

FIG. 3: An example of the E/p background subtraction fit in two pT bins. Left: the 16.5 to 18 GeV bin from the 8 GeV
electron (2-tower) data. Right: the 30 to 34 GeV bin from the 23 GeV photon (1-tower) data.

source 8 GeV electron 23 GeV photon efficiency
z0 * * 0.937 ± 0.011

Conversion ID * * 0.974 ± 0.020
Level 1 trigger * * 1.0

Level 2 trigger (8 GeV) * 91.4 ± 0.9 % above 16 GeV
Level 2 trigger (23 GeV) * 0.914 ± 0.043

Level 3 electron ID * 0.849 ± 0.030
Tracking (CTC) * * 0.96 ± 0.02 per track

Isolation * * 0.859 ± 0.004
No extra tracks * * 0.896 ± 0.005

ET/ * 1.0 below 20 GeV, 0.89 at 65 GeV

TABLE I: Summary of signal efficiencies. The asterisks indicate to which dataset each efficiency applies.

V. TOTAL CONVERSION PROBABILITY

The final element of the photon cross section mea-
surement with conversions is the total probability that
the photon converts in the CDF inner detector. The
conversion probability has been evaluated in several
ways. The standard technique relies on a material
map measured in the data with an inclusive conver-
sion dataset, calibrated with an a priori determina-
tion of the amount of material in the CTC inner cylin-
der. This method gives a conversion probability of
5.17 ± 0.28%, and we refer to this result as the stan-
dard material scale. Other material measurements
based on the hard bremsstrahlung rate in W → eν
and J/ψ → e+e− events give results in agreement
with this number [14].

A second technique compares the number of π0

Dalitz decays (π0 → e+e−γ) to the number of π0 →
γγ decays. In some Dalitz events the on shell photon
subsequently converts in the inner detector material.

Then the event has a four-track topology, with the
invariant mass being the π0 mass. Similarly, in some
γγ events both photons convert in the detector mate-
rial, giving the same four-track signature. In the four-
track event sample, the Dalitz events can be separated
from the γγ events because two of the Dalitz electrons
are prompt. Since the four-track Dalitz events un-
dergo one conversion in the detector material, while
the four-track γγ events undergo two conversions, the
Dalitz-to-γγ ratio gives the conversion probability, af-
ter accounting for the branching ratios of the two de-
cays. This method gives a conversion probability of
8.02 ± 0.73(stat) ± 0.73(sys)%, which is significantly
higher than the standard result quoted above.

Several other datasets also give evidence for a larger
conversion probability. At CDF the reconstructed
mass of di-muon resonances such as the J/ψ, ψ(2s),
Υ(1s),(2s), and (3s) depend on the amount of mate-
rial in the inner detector due to muon dE/dx energy
losses. We correct the muon momenta for the ex-
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Acceptance × efficiency

▼ 8 GeV electron data (2-tower)

❍  23 GeV photon data (1-tower)

FIG. 4: The total acceptance times efficiency for both con-
version datasets. The decrease in the acceptance at high
pT for the 8 GeV electron dataset is due to the 2-tower re-
quirement, which becomes geometrically disfavored. The
total conversion probability is not included here.

pected energy loss by assuming the standard material
scale. However, after the correction the reconstructed
masses are less than the PDG masses for all five res-
onances. For the J/ψ the mass shift is more than
twenty times larger than the statistical error, while
for the Υ(3s) the shift is only 1.2 times the statistical
error. The dominant systematic uncertainty is due the
fact that the reconstructed J/ψ mass depends on the
amount of material the muons pass through [14]. Af-
ter adopting a systematic uncertainty to account for
this, the measured value of the J/ψ mass agrees with
the PDG value within errors. These effects do not
prove that the standard material scale is too small,
but they are consistent with that hypothesis.

There is also some evidence from W electrons for a
larger material scale. In Run 1b the peak of the E/p
distribution in W electrons in the data is shifted to
the right with respect to the Monte Carlo simulation
when assuming the standard material scale. Although
this effect is not adequately understood, the Monte
Carlo E/p peak can be made to agree with the data
by increasing the material [14].

In summary, the evidence concerning the total con-
version probability is ambiguous. Rather than choose
between two conflicting results, we adopt the ap-
proach of choosing a central value and systematic un-
certainty which encompasses all possibilities. This
value is 6.60±1.43% . We make one adjustment to the
conversion probability to account for the effective loss
of material due to the requirement on the radial loca-

tion of the conversion (rcnv > 2.0 cm). The final value
of the effective conversion probability is 6.40± 1.43%.
The uncertainty on the conversion probability dom-
inates all other errors on the photon cross section.
However, while the conversion probability affects the
overall normalization of the cross section, it does not
affect the shape of the cross section as a function of pT .
This is assured by the fact that the pair-production
cross section does not vary significantly over the pT

range considered here.

VI. SYSTEMATIC UNCERTAINTIES

In this section we briefly summarize the systematic
uncertainties on the photon cross section measure-
ment with conversions. (A detailed discussion is given
in Ref. [12].) In Section III we discussed the system-
atic uncertainties we adopt to account for shortcom-
ings in the Monte Carlo E/p model, and backgrounds
due to prompt electrons. Both of these uncertainties
depend on pT .

For the 8 GeV electron data the remaining pT de-
pendent systematic uncertainties are as follows. We
take a systematic uncertainty to account for a pos-
sible time dependence on the trigger efficiency. This
uncertainty is determined by counting the fraction of
events in our final sample which occur before the mid-
point of Run 1b. This fraction is 53.6%, and depends
on pT . We take 3.6% as the uncertainty. Secondly,
the conversion identification efficiency varies by 2.0%
when dividing the data into pT bins, and we take this
as a systematic uncertainty.

We also adopt the following pT independent sys-
tematic uncertainties. The cross section uncertainty
due the total conversion probability is +27/-17%. The
CEM energy scale uncertainty results in an cross sec-
tion error of 3.0%. The integrated luminosity is mea-
sured to 4.1%, and the asymptotic trigger efficiency
is known to 1.4%. There are also uncertainties due
to the tracking efficiency (2.0%), the electron identi-
fication efficiency (3.5%), and the z0 requirement effi-
ciency (1.2%).

The systematic uncertainties on the 23 GeV pho-
ton data sample are similar, except there is no trig-
ger time dependence, no electron identification uncer-
tainty, and the asymptotic trigger efficiency is known
to 4.7%.

The total pT independent systematic uncertainty is
+28/-18% for both datasets. The total pT dependent
systematic uncertainty in each pT bin is listed in Table
II. The total systematic uncertainty is listed in Table
III.

VII. CROSS SECTION MEASUREMENT

The cross section is calculated according to
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pT (GeV) pT dep. sys. err. (%)
8 GeV electron (2-tower) data:
10-11 +10.6/-12.8
11-12 +9.3/-11.6
12-13 +9.4/-9.3
13-14 +8.5/-8.6
14-15 +6.7/-7.3

15-16.5 +6.7/-6.9
16.5-18 +5.7/-6.0
18-20 +7.6/-7.8
20-22 +7.0/-6.1

22-24.5 +4.3/-5.8
24.5-27 +5.1/-11.9
27-30 +5.7/-11.3
30-34 +4.1/- 11.1
34-39 +4.1/-11.0
39-45 +5.6/-11.5
45-52 +4.1/-10.8
52-65 +8.8/-13.3

23 GeV photon (1-tower) data:
30-34 +2.3/-4.9
34-39 +2.8/-4.9
39-45 +3.9/-5.6
45-52 +5.0/-4.7
52-65 +4.7/-8.2

TABLE II: The pT dependent systematic uncertainty for
all pT bins. The correlated systematic uncertainty is +28/-
18% for both datasets.

dσ2

dpT dη
=

Nsignal

A · ǫ · ∆pT · ∆η ·
∫

L (1)

A ·ǫ is the acceptance times efficiency shown in Fig-
ure 4 multiplied by the effective conversion probability
of 6.40%. We measure the average cross section be-
tween -0.9 < η < 0.9, so ∆η is 1.8. ∆pT is the bin
width, and

∫

L is the integrated luminosity of 73.6
pb−1 for the 8 GeV electron data and 83.7 pb−1 for
the 23 GeV photon data.

The final result for both datasets is listed in Table
III. In the pT region where the datasets overlap (30
GeV < pT < 65 GeV) the two measurements are in
good agreement with each other. This comparison
is an important cross check on the acceptance and
efficiency calculations of the two datasets, since they
differ by up to a factor of nine.

Since the two datasets are in agreement we can
combine the measurements in the region of overlap.
However, the 23 GeV photon data would dominate
the combined cross section (due to much smaller er-
rors), so instead we simply adopt the 23 GeV pho-
ton data above 30 GeV. This hybrid cross section is
compared to NLO QCD and the standard CDF mea-
surement (referred to as CES-CPR) in Figure 5. The
theory curve is taken from the authors of Reference
[2]. The calculation uses the CTEQ5M parton distri-
bution functions, and the renormalization, factoriza-
tion, and fragmentation scales have been set to the

Direct photon cross-section (pp
–
 → γX)

|η| < 0.9, √s = 1.8 TeV
▼      conversions
❍      CES-CPR

      NLO QCD
       CTEQ5M, µ=pT

statistical errors only

FIG. 5: The isolated direct photon cross section. The
result of the conversion technique is compared with CES-
CPR and theory. For the conversion measurement the 8
GeV electron data is shown below 30 GeV, and the 23
GeV photon data above. The theory curve is from the
authors of Reference [2], and uses the CTEQ5M parton
distribution functions with the all scales set to the pT of
the photon. Only the statistical error bars are shown here.

pT of the photon. This calculation takes into account
the suppression of the bremsstrahlung diagrams due
to the isolation requirement on the photon. In the
lower half of Figure 5 the measurements are shown as
(data-theory)/theory.

The CES-CPR measurement and the conversion
measurement agree with each other both in shape and
in normalization. The total systematic uncertainty on
the conversion measurement is larger (+30%/-20%)
than the CES-CPR measurement (18% at 10 GeV
and 11% at 115 GeV) due to the large uncertainty
on the total conversion probability. Nevertheless, for
both measurements the total systematic uncertainties
are primarily pT independent, so that both techniques
give a much more precise measurement of the shape
of the cross section as a function of pT . The agree-
ment of the conversion and CES-CPR measurements
on the shape is remarkable, since the two techniques
have little in common with each other. They use inde-
pendent data samples, independent background sub-
traction techniques, and have different acceptances,
efficiencies, and systematic uncertainties.

Figure 6 shows the conversion measurement alone
as (data-theory)/theory. To compare the shape of the
data to the calculation, the uncertainty bars in this
plot are the combined statistical and pT dependent
systematic uncertainties. The data show a steeper
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pT 〈pT 〉 dσ/dpT dη stat sys NLO QCD
(GeV) (GeV) A · ǫ Nsignal (pb/GeV) error (%) error (%) (pb/GeV)

8 GeV electron (2-tower) data:
10-11 10.5 0.067 7152 12590 2.2 +30/-22 10968
11-12 11.5 0.094 7761 9771 2.1 +29/-22 7434
12-13 12.5 0.106 6111 6773 2.2 +29/-20 5203
13-14 13.5 0.109 4320 4659 2.6 +29/-20 3743
14-15 14.5 0.108 3195 3483 2.9 +29/-20 2758

15-16.5 15.7 0.105 3059 2289 2.8 +29/-20 1963
16.5-18 17.2 0.096 1846 1509 3.5 +28/-19 1328
18-20 18.9 0.086 1391 950 4.1 +29/-20 888
20-22 20.9 0.077 863 658 5.1 +29/-19 577

22-24.5 23.2 0.068 596 413 6.0 +28/-19 369
24.5-27 25.7 0.063 344 258 7.7 +28/-22 238
27-30 28.3 0.056 272 207 8.8 +28/-21 158
30-34 31.9 0.047 136 85.9 13.5 +28/-21 94.6
34-39 36.3 0.041 101 58.5 14.4 +28/-21 49.1
39-45 41.6 0.036 63.9 34.5 18.7 +28/-22 26.2
45-52 48.1 0.032 21.7 11.4 53.3 +28/-21 13.4
52-65 57.8 0.030 16.6 5.0 33.5 +29/-23 5.7

23 GeV photon (1-tower) data:
30-34 31.9 0.212 723 88.4 4.8 +28/-19 94.6
34-39 36.3 0.220 564 53.1 5.3 +28/-19 49.1
39-45 41.6 0.238 316 22.9 7.4 +28/-20 26.2
45-52 48.1 0.250 225 13.3 8.5 +29/-19 13.4
52-65 57.8 0.261 131 4.0 11.3 +29/-21 5.7

TABLE III: Summary of the conversion cross section measurement in both datasets. The 8 GeV electron data has an
integrated luminosity of 73.6pb−1, and the 23 GeV photon data has an integrated luminosity of 83.7pb−1. ∆η is 1.8,
and the effective conversion probability, which is not included in the acceptance × efficiency shown here, is 6.40%. The
NLO QCD theory was calculated by the authors of Reference [2], and uses the CTEQ5M parton distribution functions
with all scales set to the pT of the photon.

slope than the calculation which is unexplained by the
systematic uncertainties of the measurement. Other
analyses have concluded that this type of shape dif-
ference is difficult to resolve simply by changing the
the renormalization, fragmentation, and factorization
scales of the calculation, or the set of parton distri-
bution functions [1]. Since two independent experi-
mental techniques are in agreement on the shape, this
is further evidence that refinements to the calcula-
tion are needed before these measurements can pro-
vide useful constraints on the gluon distribution of the
proton.
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