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Abstract

The thesis is concerned with the modelling of urinary motion during bladder collapse

and is mathematically based. The bladder model as a collapsing vessel is developed

as a step towards complementing use of nomograms. Urine motion inside is taken as

unsteady flow of incompressible fluid, while the dimensions and collapse rate of the

vessel are prescribed using data which is close to realistic biological values. Evolutions

of velocities, volume flow rates and effects of the collapse rate are examined. An intro-

duction is made which includes lower urinary tract urodynamics as well as the unique

feature that the bladder changes shape and size substantially compared with other ves-

sels. An investigation of simple two-dimensional shapes takes place in chapter two,

along with limiting cases for thin vessels. Chapter three analyses simple axisymmetric

shapes especially the sphere because of its relevance in addition to its fundamental

nature. Development of a numerical scheme is addressed in the next chapter to tackle

more complex shapes through the boundary element method and an iterative finite

difference scheme with emphasis on flexibility of approach. An extension to more ad-

vanced structures of the vessel is constructed in chapter five by means of a concise

boundary condition and shape definition. Chapter six takes the work a step further

as the approach is applied to axisymmetric configurations. While in an appendix, an

extension to implement full viscous effects is then inspected. Finally, further work is

discussed in the conclusion.
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Chapter 1

Introduction

1.1 Aims and Motivations

This thesis project concentrates on moving towards a quantitative model for the human

bladder, part of the lower urinary tract [48]. Another main part which is the urethra is

also examined in a thesis by Glavin [43]. The bladder model addressed here is simply a

reservoir with a small outlet and the urethra model is a narrow tube. The present thesis

project is very specific to the lower urinary tract application for which, more broadly

and for the longer term, it aims to help with increased understanding of symptoms

such as incontinence [3], [23]. The ageing population and people’s demand for a better

quality of life mean that the number of Stress Urinary Incontinence patients who need

to be cured is increasing [63].

Around 15% of women and 7% of men suffer from incontinence while benign prostatic
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Figure 1.1: Diagram [112] of sections through the urinary tract and more specifically

the ureters, parts of the bladder and the urethra.

hyperplasia occurs in more than 80% of men aged 75 [1]. Therefore, diagnosing and

curing problems of the lower urinary tract is vital. This is the aim of urodynamics.

Indeed in urodynamics, examination measurements such as pressure in various regions

of the lower urinary tract, volume of urine and flow rate are taken and then used to

indicate underlying pathologies. It is important to understand the physical properties

of the tract and its contained flow of urine as several pathologies can exhibit similar

symptoms. Developing a mathematical tool is potentially important in this regard

as it could be used to check or validate current tests and measurements. It can also

indicate further predictive tests that may prove useful in diagnosis by providing a better
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understanding of the mechanics of the lower urinary tract. The complexity of a system

such as the bladder means that a lot of important properties could be taken into account

and hence investigated.

1.2 The Lower Urinary Tract

The urinary tract consists of a system of tubes, valves and reservoirs that guide and

propel urine from the kidneys to the outside world [48] (see Figure 1.3). Urine in

the kidneys is continuously formed in order to maintain the body’s fluid and chemical

balance. The kidneys are connected to the ureters passing the urine to the bladder.

The ureters are mostly closed, apart from when every few seconds a bolus of urine

passes along it towards the bladder. This is pushed through by a wave of muscular

contraction in the ureteral wall. This is how urine is accumulated in the bladder. The

bladder is connected on the other end by a tube called the urethra which passes the

urine to the outside world. Apart from the time of micturition, the urethra is kept shut

by muscular contraction. The modelling of many aspects of the lower urinary tract is

done and it ranges from effects in ureteric stents in urine flow [30] to crystal aggregation

and deposition in the catheterised lower urinary tract [6].

When a considerable volume of urine is accumulated in the bladder (normally between

350−500ml), it is sensed by the nervous system and when socially convenient micturi-

tion occurs. The muscular walls of the bladder contract acting as a pump that expells

the urine through the relaxed urethra to the outside world. Outflow is at a rate of about

25ml/s. Backflow into the ureters is normally prevented by a non-return valve at the
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junction of each ureter with the bladder. When the bladder empties, its wall relaxes

and starts storing urine from the kidneys again. Therefore, the urethra closes.

1.2.1 The bladder

The urinary bladder is located immediately behind the pubic bones within the pelvis [102]

as shown in Figure 1.2. The bladder, which is the part of the urinary tract that this

thesis aims to model, is approximately a hollow sphere with an internal radius of about

5 cm. (The approximation as a sphere is rather a simplification since the bladder shapes

vary hugely from person to person as described later on.) This muscular balloon shaped

organ has two functions. It first collects the urine from the kidneys, thus acting as a

reservoir, and then, during micturition by the use of the detrusor muscle, - an expla-

nation of detrusor follows - it expels the urine out into the urethra. As far as we are

aware, it appears that usually there is no air in the bladder. The bladder consists of

a tissue which has a constant volume. Hence, the more the bladder fills the thinner

the wall becomes. The thickness of it is typically just a few millimetres. The spherical

shape of the bladder is preserved as long as it has more than about 100ml. Anything

below these levels makes the shape to fold up. At the end of micturition, the bladder

usually remains with about 2ml of urine.

The bladder wall consists mainly of a smooth muscle called the detrusor (see Figure 1.1).

It has two slits where the ureters are connected to it and a third one where the urethra

starts. The muscle of the bladder is different between the three slits. It is anatomically

different from the detrusor and is called the trigone. This is a smoother surface than
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Figure 1.2: Sagittal section of the male pelvis [45]. The bladder, the peritoneum, the

prostate and other parts around the area of concern are shown.

the rest of the bladder wall. However, the mechanical properties of the bladder are

essentially those of the detrusor. Its fibres are visible and when they contract, they

apply an approximately uniform surface tension within the bladder which generates a

uniform pressure within the spherical modelled bladder. Near the urethra, the fibres of

the detrusor along with those of the trigone and the urethra form the bladder neck.

The bladder is a special vessel as regards its shape. It alters in shape massively. Natu-

rally, the quantity of urine in it is one of the reasons for the shape. When the bladder
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empties, it collapses creating folds as mentioned earlier. On top of the bladder is the

peritoreum as seen in Figure 1.2. This covers the bladder from the vertex to the line

where the ureters enter the bladder. It is movable over the bladder and forms a trans-

verse reserve fold which straightens out when the bladder is full. If it is filled to capacity,

the vertex of the bladder ascends between the abdominal wall and the peritoneum [69].

Thus, folding and different shapes at all times are very common, posing considerable

difficulty in terms of creating a useful tractable model. A large prostate can also affect

the capacity of the bladder as well as its shape [48].

1.2.2 The urethra

The urethra is an output tube for the bladder and is used during micturition. The

urethra is different for the two sexes. In particular, the male one is longer. Yet, in both

cases it is a distensible, partly muscular, curved tube. At rest the walls are folded up

and the urethra is closed [48]. Its cross sectional shape varies throughout its length and

it is not plain circular. It even has different shapes at different parts of itself. It has

an approximate diameter of 5mm but this varies throughout the length of the urethra.

Indeed, it can be thicker at some parts than others.

Female Urethra

The female urethra is about 3.8 cm long [103]. It starts from the neck of the bladder

to the external meatus where it opens into the vestibule approximately 2 cm below the

clitoris. At the sides of the external meatus there are some small openings called the
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paraurethral glands [103]. Much of the inner part of the wall is composed of smooth

muscle with fibres running in a longitudinal direction and with a thin outer layer of

circular fibres. This muscle is surrounded by a layer of grooved muscle fibres running in a

circular direction within the urethral wall [48]. These grooved muscles exert a sustained

contraction. This can be used to shut the urethra in order to hinder undesired leakage if

the bladder should involuntarily contract. The periurethral sphincter is also responsible

for this.

Male Urethra

The male urethra is about 20 cm long and extends from the neck of the bladder to the

external meatus on the glans penis [103]. It is divided into three parts, the prostatic

urethra (3 cm in length), the membranous urethra (1.5 cm in length) and the penile

urethra (15.5 cm in length). The prostatic urethra is the widest and the most dilatable

part of all. The membranous urethra is surrounded by the urethral sphincter and is

the least dilatable. The external meatus (the end lips of the urethra) of the penile

urethra is the narrowest part of the whole urethra [103]. The penile urethra is mainly

non-muscular during micturition [48].
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Figure 1.3: Diagram [112] of the lower urinary tract. Urine is formed in the kidneys

and passes through the ureters to end up in the bladder where it is stored. When the

time comes for micturition, urine is excreted to the outside world by the urethra.

1.3 Medical Background

1.3.1 Nervous Control

The muscles of the bladder and the urethra are controlled by the nervous system. The

co-ordinated contraction associated with micturition is produced by stimulation of the

detrusor. This happens due to motor impulses from the pelvic nerves which run from

the lowest part of the spine to the bladder (parasympathetic branch). At the same
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time, some of the urethral and peri-urethral muscles relax allowing fluid to pass more

easily. This simultaneous contraction and relaxation is called a micturition reflex and

is co-ordinated at the micturition centre in the sacral part of the spinal chord. The

feedback input tending to trigger the reflex is believed to be an afferent signal in the

pelvic nerve originating from the receptors in the bladder wall stimulated as the bladder

fills with urine. If this were all then micturition would occur automatically at a certain

bladder volume. Indeed, this may be the case in babies and people with certain types of

spinal injury. However, the spinal centre that co-ordinates the reflex is also subject to

learned voluntary control, descending from the brain via the spinal cord. As such, the

trigger level can be voluntarily adjusted and the bladder volume at which micturition

occurs can be controlled, within limits, at will. The bladder and urethra are also influ-

enced by the sympathetic branch of the autonomic nervous system via the hypogastric

nerves which originate from the middle part of the spinal cord. Sympathetic efferent

signals inhibit contraction of the detrusor between micturitions and keep the urethra

shut by stimulation of the urethral muscle. Finally, the peri-urethral sphincter can

be consciously stimulated to contract by the somatic nervous system via the pudendal

nerves which originate from the sacral part of the spine [48].

1.3.2 Pathology

The symptoms of the lower urinary tract are divided into three categories [23]. Here

the description of [23] is adopted in a slightly modified form. As the name suggests, the

storage symptoms are experienced during the storage phase in the bladder. The voiding
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symptoms take place during the voiding phase while the post micturition symptoms

happen straight after micturition.

The storage symptoms are the following:

• Increased daytime frequency - This is when the patient feels that he voids too

often.

• Nocturia - This is when the patient has to wake up at night to void.

• Urgency - The patient has a sudden strong desire to void.

• Urinary incontinence - Involuntary leakage by the patient.

The voiding symptoms are as follows:

• Slow stream - Reduced flow rate.

• Splitting or spraying - The patient experiences splitting or spraying of the urine.

• Intermittent stream (intermittency) - Urine flow that starts and stops several

times during micturition.

• Hesitancy - Difficulty to initiate micturition when ready to pass urine.

• Straining - Muscular effort used to initiate, maintain or improve the stream.

• Terminal dribble - Prolonged final part of micturition when flow has slowed.

The post micturition symptoms are as follows:

• Feeling of incomplete emptying
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• Post micturition dribble - Involuntary loss of urine straight after finishing from

the toilet.

For all the above symptoms there is a variety of causes that are split into three cate-

gories:

• Simple mechanical defect in the urinary tract (i.e. obstruction or mechanical

weakness of the bladder).

• Malfunctioning of the neuromuscular control system.

• Both of the above at the same time.

Mechanical problems in the bladder tend to relate to low or high compliance of the

detrusor muscle tissue. Medics often refer to a floppy bladder (high compliance) as

being hypotonic and a stiff bladder (low compliance) as being hypertonic.

1.3.3 Urodynamics

An excellent description of urodynamics is given by [48] and others. Urodynamics is

a group of diagnostic procedures (as hinted at the beginning of this chapter) that are

performed to evaluate disorders related to the bladder and the urethra. The parameters

which are measured during a urodynamic procedure mainly include pressure and flow

rate. Figure 1.4 shows a normal flow rate plot against time taken from both academic

and experimental results found in [1] and [98]. Thus far, procedures have been rela-

tively insufficient in suggesting treatments for the problems involved. Developments in

treatments depend to a large extent on understanding the behaviour of the system. The
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present research aims at addressing mathematically part of that behaviour by tackling

the mechanical behaviour of the bladder and its contained fluid. The high distensibility

of the system in parallel with the large disturbances in the shape make this task quite

hard to tackle and tend to put it outside the range of previous modelling as far as

we know [115], [116]. It is very hard to understand the mechanical behaviour of the

bladder due to its complex anatomy. Hence, in order to make any progress in tackling

urodynamic problems, a grasp of the purely mechanical behaviour is vital [48].
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Figure 1.4: Graph of the actual representative normal flow rate during micturition.
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1.4 Mechanics of the Bladder

1.4.1 Pressures

We will begin with the pressure relation that holds in the bladder as described and

explained in [48],

pdet = pves − pabd, (1.4.1)

where pdet is the detrusor pressure due to forces in the bladder wall, pabd is the abdominal

pressure due to forces outside the bladder and pves is the intravesical pressure, namely,

the pressure within the bladder. pves exists when a bladder is full and static, and is

also uniform and measurable from point to point. It is therefore a purely hydrostatic

pressure. Now, since pabd is defined as the contribution to pves, it seems only sensible to

define pdet and pabd as purely hydrostatic pressures averaged over the bladder. However,

measuring pabd is difficult or almost impossible and as a result we cannot calculate pdet.

Now, the stresses caused by pabd are likely to be non-uniform and have shear components

which are to be removed by averaging. To avoid this difficulty, clinicians measure in

practice the hydrostatic pressure within a second cavity inside the abdomen and close to

the bladder. The intrinsic contribution to the pressure from the cavity walls is neglected

so that the measured piezometric pressure is the same as pabd for the cavity [48].

When in equilibrium, urine has a vertical gravitational pressure gradient implying that

pressures must be referred to a particular level. Since pves is the pressure in the bladder

with respect to atmospheric pressure measured at the top of the bladder, a difference

exists. However, the relevant differences are only minor, in fact quite small, compared
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with the micturition bladder pressures. Micturition bladder pressures range from 20−
100 cmH2O, whereas gravitational pressures tend to be only a few cmH2O [48].

A quick estimate can be measured from the pressures at the top of the bladder to the

bottom of the bladder near the urethra. Hence, the pressure at the urethra pur is

pur ≈ ρu2 ≈ ρ(300)2, (1.4.2)

where ρ is the urine density and u the speed of the fluid exiting the bladder. A value

of 300 cm/s, which is perhaps a relatively high estimate for the speed, is taken. On

the other hand, the pressure pgr at the highest position of the spherical bladder, the

hydrostatic one, is

pgr ≈ ρgh ≈ ρ(981)(10), (1.4.3)

where g is the gravitational acceleration taken as 981 cm/s2 and h is the bladder height

taken to be 10 cm (twice the radius of the bladder). Taking a ratio of the two gives

pgr
pur
≈ 0.1, (1.4.4)

which is reasonably small. On the other hand, a relatively low estimate [48] of 100 cm/s

for the speed yields a pressure ratio of about 1. In any case, we decide to omit the

gravity effect for now.
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1.4.2 Filling and Evacuation Phases

Filling

This section starts with a discussion of the filling (storage) phase. Typically the ureters

fill the bladder at the combined rate of approximately 1ml/min - about 1.5L/day -

depending, obviously, on the recent fluid intake. By making the oversimplification that

the bladder behaves like a thin-walled sphere, the detrusor pressure pdet due to forces

in the bladder wall can then be expressed as [52]

pdet =
F

πR2
, (1.4.5)

where R is the bladder radius and F = F (t) is the total force (tension) [48] depending

on time t acting over the bladder circumference.

As the bladder is filled, the wall becomes gradually more stretched and so the force

F increases. In addition, the radius R increases since the bladder gets larger. Now,

looking at the above equation, it is seen that any increases in F and R2 can cancel

each other out, so that pdet normally remains quite low and nearly constant until the

bladder is really full. At low volumes the bladder folds up. As mentioned before, this

folding effect makes the modelling of the bladder rather difficult since it is in effect

almost possible for the bladder to take any shape. The force F and therefore the

detrusor pressure pdet also depend on the rate of bladder filling. During fast filling,

higher detrusor pressures are recorded. This is obviously an oversimplification and it

only applies when the bladder is spherical. However, as mention above, it is still hugely

simplified.
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Evacuation

Finally, the voiding (evacuation) phase is considered. The voiding is described by two

entirely separate mechanical concepts:

• The detrusor pressure strength.

• The urethral resistance.

The detrusor pressure is not by itself a complete measure of the strength of the detrusor

contraction since an adequately contracting detrusor can either produce a high detrusor

pressure and low flow rate or a low pressure and high flow rate, depending on the

urethral resistance [52]. This trade-off relation (bladder output relation) between the

pressure generated and the flow rate produced is a consequence of the force/speed of

the shortening relation, characteristic of any contracting muscle [48], [49].

One way to measure the detrusor contraction strength is by interrupting the stream

during voiding and using the isovolumetric values of the detrusor pressure. Yet, this

method is not suitable for following changes in contraction strength as the bladder

empties.

A better way to measure the strength of the contraction is by using a variable WF

(Watts Factor) [52], coming from the fundamental force/velocity law. This law is

similar to the bladder power but has a near constant value for each trade-off curve and

does not vary too widely during the normal bladder emptying [50], [51]. For any point

during the void, the variable WF represents the power of the bladder during shortening

and is calculated from pdet, the flow rate and the bladder volume [120]. Even though

36



it requires no additional manoeuvres to be performed by the patient, it is hard to

calculate [16]. This allows measurement of the contraction strength without disturbing

the micturition.

WF/volume plots can be used to predict both the contraction strength and dysfunctions

during voiding by having in mind the following:

• The contraction does not diminish and probably becomes stronger until the blad-

der is essentially empty.

• If WF remains high until zero volume, meaning that the bladder is empty, then

this corresponds to normal voiding.

• If WF goes to zero before the volume is zero, leaving the urine residual, this

corresponds to malfunction of voiding i.e. obstruction, thickened bladder wall

preventing complete collapse.

However, trying to model the detrusor contraction simply by using one variable (WF ),

no matter how complex that is, involves a large degree of approximation [52]. As

such, a more sophisticated description might be more suitable sometimes according

to [47], [119].
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1.5 Medical Modelling

1.5.1 General

In recent years, a desire for a faster or more assured pace of development in medicine has

(it seems) called for the involvement of modelling and more specifically mathematical

modelling [19]. In order to be able to understand certain features relating to the human

body and the various dynamics involved, a more mathematical approach has been felt to

be of potential benefit, depending on what part or aspect of the body is of interest. This

perceived need for medical modeling though had apparently an affect in mathematical

developments as well. For example, the immersed boundary method [90] was developed

by Peskin and McQueen [88] in order to model the human heart. Since then, the method

has come a long way in terms of the applications [73], [93] it has tackled and most of

all in medical modelling [62]. Other computational methods such as [17] have also been

developed as a result of medical modelling challenges concerned with shape.

The progress of medical understanding in league with mathematical modelling has been

considerable. Now, if not all, many parts of the body, from the skin down to the smallest

cell have been or are modelled, . The numerous advances in computing power mean

that numerical schemes can be used in order to model an ever-increasing variety of

phenomena and processes. Many numerical schemes that will be used in this thesis and

also others are mentioned later on.
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1.5.2 Lower Urinary Tract Modelling

In recent years, modelling of medical issues that improve the quality of life is an area

that has seen high demand. Even though the mechanics of the lower urinary tract

have been modelled for a long time (see [47] D.J. Griffiths), the complex features of the

bladder and its complex mechanics with respect to its obscure collapse mean that, in

relative terms, not a lot of progress has been made. Currently, most models that are

used for patient evaluation use statistical data. There is no direct or predictive model

for the bladder collapse and the urethra response in order to aid their evaluation.

Currently, many researches study the pelvic floor dysfunction due to the decreasing

biomechanical properties of the supporting tissue in the pelvic floor [33], [104]. An-

giography and dynamic MRI examination during micturition were compared by Gufler

et al [55]. The results showed that when the pelvic floor is functioning, there is no

statistical difference in the position of bladder neck, urethral angle, bladder-urethra

posterior angle and the position of vaginal vault through urinary bladder.

The development of non-invasive diagnoses by previous researchers in the area of the

measurement of the bladder wall thickness, the prostatic size, the prostatic resistant

index and the use of an inflatable penile cuff are some of the issues tackled in the

past [7], [53], [72], [118]. Measurements by ultrasound visualisation is another tool that

is recently used to get accurate results of bladder wall thickness and to diagnose pro-

static hyperplasia. The detrusor muscle hypertrophy process is caused by the increase

of the lower urinary tract obstruction [56], [66], [78]. The use of ultrasound visualisation

means that the results are fast and effortless but they are not accurate.
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Uroflowmetry is currently the representative non-invasive method for the diagnosis of

the lower urinary tract symptoms and is used to measure the strength of uroflow. If

the maximum uroflow rate is less than 10ml/s, then there is a 90% possibility of

obstruction (abnormal). If we get a value between 10ml/s to 15ml/s, there is a 65%

possibility of obstruction (equivocal). Finally, if the reading is higher than 15ml/s,

then the possibility of obstruction is 30% (normal). However, it is difficult to identify

a lower bladder obstruction and detrusor contractile dysfunction [2], [57].

Computer technology means however that it is possible to utilise three-dimensional

numerical methods to model bladder and urethra dynamics. Research also takes place

on animal bladders such as for the cat [70]. In addition, a lot of simple models are

developed [21], [117] but these are not very accurate since they cannot be applied to

individual cases and hence they have no (or no direct) application in the clinical world.

At the same time, there is a lot of three-dimensional research concerning the pelvic

floor [4] and the urethra [84], [89]. Nonetheless, to date there is no realistic model

around. A recent attempt to model the bladder and urethra dynamics is in [65] but

even though flow is modelled using incompressible Navier-Stokes equations, the wall

is treated as a rigid body ignoring its elastic characteristics. Other attempts were

also made to model micturition based on urodynamic recording [113], [114] using the

computational fluid dynamics method of [89].

The above then suggest that little progress has been made in recent years regarding the

modelling of the lower urinary tract. Moreover, most of the studies involved cannot be

used in clinical situations or even if they can, they are rather too oversimplified. Thus,

it seems that a lot more progress needs to be made.
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1.6 Numerical Schemes Used in the Thesis

1.6.1 Iterative Finite Difference Method

The main numerical scheme (see also the next section) that this thesis will widely use is

the iterative finite difference method. This well established method is used extensively

here but is modified in such a way that it is made more efficient around the boundary

of the model shapes of interest. The conceptual and mathematical simplicity of this

method make it more or less ideal to tackle the very enormously altered shapes of the

containing vessels that will be examined here provided the issues of accuracy and flex-

ibility are dealt with. The main disadvantage of the method is usually the fact that

it is not very efficient around arbitrary curves and is more suitable for simple geome-

tries [86]. However, the modification that is added on this method makes it in principle

more accurate than without it and sufficiently flexible for the task of calculating fluid

flows in a wide range of odd-shaped vessels. This method will be widely used here due

to its simplicity.

1.6.2 Boundary Element Method

Another numerical scheme briefly used in this thesis is the boundary element method.

This powerful numerical technique has many advantages for solving elliptic partial dif-

ferential equations such as Laplace’s equation, which is of concern to the work in the

thesis. The strength of the method is in principle derived from its ability to solve

efficiently and accurately problems in domains with complex and possibly evolving ge-
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ometry where traditional methods can be inefficient or unreliable [91]. The boundary

element method is also very efficient from a computational point of view in the sense

that for the same level of accuracy, similar to other methods, it uses fewer nodes and

elements. This results in less computer time and storage. It is also easy to define and

vary the boundary elements. Its main disadvantages include fully or dense blockwise

populated matrices, the difficulty in handling non-linear and inhomogeneneous prob-

lems [41], [54] and the fact that it requires the knowledge of a suitable fundamental

solution. Furthermore, it is still perhaps a relatively recent method not very well known

amongst users [41]. This method is more appropriate for problems with complex geome-

tries such as the bladder but implementing the numerical scheme fully proves complex.

We therefore develop and use this method up to a certain level.

1.7 Thesis Summary

The thesis at heart is interdisciplinary involving medical modelling and applied math-

ematics at the very least. The particular area of study concerning the human bladder

and its contained fluid dynamics is in many senses a new area and that leads to a novel

set of questions to be addressed. The complexity of the shapes that the bladder can

take during its collapse make this task rather awkward and a unique aspect of the study.

The main task though is to provide for a good mathematical basis to tackle shapes like

the ones shown in the cystourethrograms in Figures 1.5 and 1.6.

The background of the thesis and a review of the chapters that follow are presented

next.
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(a) (b) (c)

Figure 1.5: Starting shapes of bladder, taken by a Voiding Cystourethrogram (a) [34],

(b) [85], (c) [92]. The bladder is the light circular patch in the middle. Also visible

around it are bones and in (b) the ureters can be seen coming down. See also Figure

1.6.

1.7.1 Background

This thesis therefore will use a simple and quite basic approach to construct and address

a first model for the bladder collapse in order to aid the understanding of the associated

medical processes. The complex shape of the bladder, the consequent lack of knowledge

regarding its mechanics and the large changes in the vessel shape are central problems

here. The aim is to tackle the task both numerically to examine the massive changes

in the vessel shape and analytically to aid or direct its numerical aspects.

As mentioned in section 1.6, two methods will mostly be used to tackle the vessel

collapse; a modified iterative finite difference method and, to a lesser extend, a boundary

element method. Other methods might also have been appropriate for such modelling,

subject to the comments in the previous section.
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(a) (b)

(c) (d)

Figure 1.6: Shapes of different bladders later on during micturition, taken by a Voiding

Cystourethrogram (a) [27], (b) [29] , (c) [27], (d) [92]. Once again the light patch in

the middle is the bladder. Also visible are the bones and in some instances like in (c)

and (d) we can see the right ureter.

As a matter of fact we have considered using conformal mappings [97] in order to tackle

the two-dimensional models in the thesis. The feature that this method is very well

established for solving Laplace’s and related equations in two dimensions, is counterbal-
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anced by the disadvantage that the method is in reality applicable only in two spatial

dimensions. Obviously, the plan of the present thesis is to use a flexible method that

can be built on and taken easily from two to three dimensions. Another disadvantage

of conformal mapping is the fact that the grid density is not controlled readily in the

physical domain [36].

Another possibility would be using a volume of fluid (VOF) method [106]. This would

be achieved by discretizing the volume fraction of one of the fluids in a two-fluid con-

text say by using a conservation law to capture the motion on the interface for the

volume fraction and the Navier-Stokes equations simultaneously. The need for mass

conservation would also be imposed. In addition, the difficulty in computing accurate

local curvature from volume fraction due to the sharp transition in volume fraction near

the interface means that probably it would not be the ideal technique to tackle vessel

collapse of such distorted shapes [126] as those of concern here.

The level set method is also another method that could possibly be used. The fact

that this method uses an implicit approach makes the tackling of topological changes

easy to handle. The approach can also be extended to higher dimensions with relative

ease [18]. However, its computational complexity and comparatively more difficult

implementation make this method unattractive on the whole here [107].

Another possibility that is increasingly popular is the immersed boundary method [90].

This method is designed to work with moving interfaces on fixed meshes. It uses extra

delta-function approximations near the boundary to account for interface conditions

and then a standard finite difference stencil. The simplicity of the method makes it
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very attractive but the findings are only first order accurate [107], [12], by the Dirac

delta function approximation. Also the method apparently is not able to produce

reliable gradients at the interface which has a certain drawback regarding its application

here [107].

This thesis in contrast explores a simple approach which stems in detail from that de-

veloped by Tadjfar and Smith (2004) [108] and Bowles, Ovenden and Smith (2008) [17]

and which, like theirs, has the advantage of being rather flexible in terms of the types of

shapes it can handle. It is clear that this flexibility is potentially important in the con-

text of bladder modelling especially since the variety of shapes that bladders can take

from person to person are remarkably extensive [32], [48], [83], [127]. The flexibility is

believed to extend in principle also to covering complicated three-dimensional geome-

tries and folding processes of the kind mentioned previously. The simple approach just

mentioned refers to a numerical methodology developed in the thesis, namely, a finite

difference treatment. Nevertheless, analysis methodology is also adopted in many parts

of this study, as remarked earlier on, and is proved very helpful in providing test cases

and independent comparisons for the numerical methodology.

1.7.2 Chapter Review

The main body of the thesis is split into five chapters. Chapters 2 and 3 describe

the analytical work. In particular, chapter 2 tackles two-dimensional problems and

chapter 3 axisymmetric problems. The analysis here is for rather simple shapes for

both the two-dimensional and axisymmetric cases. This work though is significant for
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the latter parts of the thesis as they provide the backbone of the numerical work that

is undertaken in chapters 4-6. Chapter 4 tackles simple two-dimensional models and is

mostly used to validate the numerical scheme with respect to the analysis performed

in chapter 2. Chapter 5 extends the method to tackle more complex shapes using the

scheme from [17]. Chapter 6 deals with the extension of the numerical method used and

developed in the previous chapters in order to use it for axisymmetric geometries.

1.8 Non-Dimensionalisation

Throughout this thesis, non-dimensional terms will be used. Hence, strictly no units

will be used. It is a simple matter however to extract the predictions below in physical

dimensional form, as is done in several parts of the presentation. Laplace’s equation

does not need any special treatment in that regard.
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Chapter 2

Analysis of Two-Dimensional

Shapes

The concern in this chapter is with setting the initial scene for the thesis by means

of certain two-dimensional models involving particular shapes, for each of which di-

rect analytical progress proves possible. In terms of application and motivation, it

is noted that in reality bladders especially do indeed take many different shapes and

sizes. The phenomenon of bladder-expansion or contraction is rather like that for a

balloon, a subject where the compressibility of the contained fluid (air) can play an

important role. However, in our setting the fluid (urine or water say) is incompressible.

In terms of analysis, it should be mentioned that some solutions below (see for exam-

ple (2.1.22)) represent exact solutions and others are results obtained from the use of

matched asymptotic expansions.
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The bladder is special in terms of its evolving shape; it deforms a great deal, more so

than perhaps any other major vessel in the human body over the particular time scales

involved. Tackling such a complex problem as the collapse of the human bladder could

entail careful consideration of many factors. However, it makes sense to start with a

simple model in the form of a two-dimensional circular vessel or “bladder” as in Figure

2.1 in order to try to obtain an analytical solution and hence some basic insight. The

extraction of the fluid is through the sink at the bottom of the vessel which is taken to

be a point. The flow is modelled within such a vessel which is collapsing inwards. The

vessel has a well prescribed shape (a circle for example) in two dimensions where the

point sink at the bottom of the vessel represents the opening of the urethra. The mass

flux Q into the point sink can be determined directly from a total mass conservation

balance if, as in the present study, the squeeze velocity (in the normal direction) at the

vessel walls displayed in Figure 2.1 is assumed given. The work in this thesis however

is intended to also determine the flow streamlines and velocities produced inside the

vessel.

The nondimensionalisation applied here is based on a representative velocity of the

fluid U∗ say and a length scale L∗ such as the typical effective bladder diameter. The

Reynolds numbers U∗L∗

ν∗
of concern have generally large values (see the next paragraph),

where ν∗ is the kinematic viscosity of the fluid, and as a first approximation these act

to justify the use of inviscid modelling. The pressure is made nondimensional with

respect to ρ∗U∗2 where ρ∗ is the fluid density, while the time scale T ∗ may be estimated

as L∗

U∗
or conversely the velocity scale may be defined as L∗

T ∗
for a given time scale T ∗.

However, many of the results found below can be immediately applied in dimensional
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Figure 2.1: Simple circular structure for the vessel showing the prescribed normal

velocity condition (the “squeeze”) at the vessel wall, the Cartesian and polar reference

coordinates and the sink. The radius of the vessel here is F (t) at time t.

terms as it will become apparent.

Generally the Reynolds numbers for the collapsing bladder have quite large values.

When the bladder is full it has an approximately spherical shape with a diameter of

about 0.1 m. The representative speed of urine during micturition at the urethra is

between 1-4 m/s [48]. As an estimate based on two-dimensional mass conservation

and taking the thickness of the urethra to be 0.005 m, the speed of the urine in the

bladder is between 0.05-0.2 m/s. Taking the kinematic viscosity of urine [77], [99], [122]

at body temperature of 37oC to be approximately 0.7x10−6 m2/s, we end up with a
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Reynolds number of 7142 (using a velocity of 0.05 m/s). In cases where the speed of

the flow is higher, the Reynolds number becomes even larger of course. In cases where

the bladder has a small diameter, for example when near the end of its collapse say

at 0.02 m (the bladder does reduce much more than this), the Reynolds number is

still the same at 7142 (since two-dimensional mass conservation then gives an increased

speed in the bladder of 0.25-1 m/s). As a consequence, the flow may be taken to be

unsteady, incompressible and irrotational, and as such the governing equation of the

streamfunction within the domain is

∇2Ψ(x, y, t) = 0 (2.0.1)

where ∇2 = ∂2

∂x2 + ∂2

∂y2
is the Laplacian operator, Ψ is the streamfunction, t denotes time

and x, y are the Cartesian co-ordinate axes as in Figure 2.1. This partial differential

equation is Laplace’s equation in two dimensions. The streamfunction is a scalar field

which is related, as below, to the fluid velocity v in order to satisfy continuity, in other

words ∇ · v = 0. It is also suitable to mention at this point the potential function, a

scalar field often written as Φ and also related to v, in order to satisfy irrotationality,

that is ∇× v = 0. Laplace’s equation (2.0.1) is equivalent here to this irrotationality

condition.

The aim is to determine the streamfunction at every interior point of the domain D,

the inner part of the vessel, and then find the velocity v = (u, v) using

u =
∂Ψ

∂y
, v = −∂Ψ

∂x
, (2.0.2)

where u is the horizontal velocity of the flow in the x direction and v the vertical in

the y direction. This will be done here by first finding an analytical solution for the
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streamfunction at any point inside the vessel, and then using (2.0.2) to calculate the

velocities of the flow at any point inside.

2.1 Analytical Solution for Fluid Flow in a Circular

Bladder with a Point Discontinuity

2.1.1 Use of Poisson Integral Formula

Use will be made of the Poisson Integral Formula [20], [46], [64] applied within a disk.

Let f(θ) be a real valued function that is bounded and may be either continuous or

piecewise continuous for −π < θ < π. Then, when the integral exists, the function

ψ(r, θ) =
1

2π

∫ 2π

0

(R2 − r2)f(φ)dφ

R2 − 2rR cos(φ− θ) + r2
(2.1.1)

is harmonic inside the disk 0 ≤ r ≤ R, and on the boundary of the disk r = R. This

assumes that the boundary condition ψ(R, θ) = f(θ) wherever f(θ) is continuous or

piecewise continuous.

An attempt is made to evaluate this integral in the case where f(φ) = φ− sin(φ) (see

below), and for convenience substitute φ with θ̂. This boundary condition includes a

sink at the required point (in our case the origin). Also, for simplicity and without loss

of generality, we assume that R = 1, hence 0 ≤ r ≤ 1. Substituting into (2.1.1), we

have

ψ(r, θ̂) =
1− r2

2π

∫ 2π

0

θ̂ − sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂. (2.1.2)
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The function describing f(θ) here arises from the kinematic boundary condition (see

equation (2.1.16) in the next section) on the vessel which in this case is circular. There-

fore (2.1.2) gives us the analytical formula for the streamfunction in the vessel in terms

of an integral which is studied in the following subsections.

Kinematic Boundary Condition for a Circle or an Ellipse

In order to ensure that in the normal direction the fluid at the wall of the vessel is

moving with the same velocity as the vessel wall, as shown in Figure 2.1, we need to

embed in our mathematical formulation the kinematic boundary condition [9]. The

fluid is as if inviscid in the present setting. At an impermeable boundary, the flow of

fluid relative to the boundary must be tangential to it. The sink is at the bottom of the

setup and it remains fixed with the vessel collapsing towards it. If the boundary is fixed

in space, this means that the component of fluid normal to the boundary must be zero.

However, if the boundary is moving (as in our case), then the normal component of the

fluid flow velocity must be equal to the velocity of the boundary normal to itself.

So, if F (x, t) = 0 is the equation of the bounding surface, always consisting of the same

particles, then

DF

Dt
= 0 on F = 0, (2.1.3)

where D
Dt

= ∂
∂t

+u.∇ is the material derivative. This is the kinematic boundary condition

and expresses the fact that a bounding surface is a fluid material surface, at all points

on the surface. Therefore, for the two-dimensional case

∂F

∂t
+ v

∂F

∂y
+ u

∂F

∂x
= 0. (2.1.4)
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From the fact that u = ∂Ψ
∂y
, v = −∂Ψ

∂x
the kinematic boundary condition becomes

∂F

∂t
− ∂F

∂y

∂Ψ

∂x
+
∂F

∂x

∂Ψ

∂y
= 0. (2.1.5)

To begin with, the vessel here is modelled using the shape of an ellipse, that includes

the circle as a special case. In other words,

F (x, y, t) =
x2

a2
+

(y − b)2

b2
− 1, (2.1.6)

with a = a(t) and b = b(t) denoting the lengths of the semi-major and semi-minor axis

respectively and in general being time dependent. The ellipse is placed in such a way

that its lowest point lies at the origin as in Figure 2.2. Now, differentiating F with

respect to t, x and y,

∂F

∂t
= −2x2a′

a3
− 2b′(y − b)

b2
− 2b′(y − b)2

b3
,

∂F

∂x
=

2x

a2
and

∂F

∂y
=

2(y − b)
b2

. (2.1.7)

Here a′ = ∂a
∂t

and b′ = ∂b
∂t

.

Parametric co-ordinates are used to describe the ellipse which is shown in Figure 2.2

where θ and r are measured from the centre of the ellipse as shown in Figure 2.1 with

the urethra at the bottom. Namely,

x

a
= r sin(θ) and

y − b
b

= −r cos(θ). (2.1.8)

This of course satisfies F (x, y, t) = 0 in our case as we take r = 1 in this setup. This

implies the need to use the following chain rules

∂Ψ

∂x
=
∂Ψ

∂r

∂r

∂x
+
∂Ψ

∂θ

∂θ

∂x
,

∂Ψ

∂y
=
∂Ψ

∂r

∂r

∂y
+
∂Ψ

∂θ

∂θ

∂y
, (2.1.9)
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Figure 2.2: Ellipse-shaped vessel, the major and minor axes, the sink (at the origin)

and the lower and upper halves of the ellipse for future reference.

in order to change from Cartesian to parametric coordinates. Thus, we need to work

out ∂r
∂x

, ∂r
∂y

, ∂θ
∂x

, ∂θ
∂y

by converting equations (2.1.8) in order to have an equation for r

dependent on just x and y and similarly θ dependent only on x and y. This is done in

order to evaluate the partial derivatives. Doing that we have

r =

√√√√((x
a

)2

+

(
y − b
b

)2
)
, θ = arctan

( −xb
a(y − b)

)
. (2.1.10)

Working out ∂r
∂x

, ∂r
∂y

, ∂θ
∂x

and ∂θ
∂y

and substituting in (2.1.9) yields

∂Ψ

∂x
=

sin(θ)

a

∂Ψ

∂r
+

cos(θ)

ar

∂Ψ

∂θ
, (2.1.11)

and

∂Ψ

∂y
= −cos(θ)

b

∂Ψ

∂r
+

sin(θ)

br

∂Ψ

∂θ
. (2.1.12)
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Now, substituting in (2.1.5) yields(
− 1

ab

)
∂Ψ

∂θ
= −a

′(sin(θ))2

a
+
b′ cos(θ)

b
− b′(cos(θ))2

b
, (2.1.13)

which upon rearrangement becomes

∂Ψ

∂θ
= ba′(sin(θ))2 − ab′ cos(θ) + b′a(cos(θ))2. (2.1.14)

The derivatives of Ψ with respect to r cancel out. The result (2.1.14) for an ellipse-

shaped vessel is subsequently used in the thesis.

In the case of a circle, a = b and a′ = b′. Hence, (2.1.14) becomes

∂Ψ

∂θ
= aa′(1− cos(θ)), (2.1.15)

which implies that, to within an arbitrary constant,

ΨB = aa′(θ − sin(θ)), (2.1.16)

where ΨB is the stream function at the boundary. This is in keeping with the form

written in the previous subsection and more specifically in equation (2.1.2). As we have

observed previously, a and a′ are only dependent on time t and thus can be regarded

as constant when it comes to the integral of interest (2.1.2). The working here helps to

derive equation (2.1.2) and more specifically f(θ) which is part of it.

The Integral for the case of a Circle

Focusing specifically on the circle, we now address (2.1.2) for the circular shape in detail

in order to determine the exact explicit solution for the circular vessel, which will enable
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us to compare with numerical results later on in chapter 4. To start with, we split the

integral into two parts such that

1− r2

2π

∫ 2π

0

θ̂ − sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂

=
1− r2

2π


∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂︸ ︷︷ ︸

(A)

−
∫ 2π

0

sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂︸ ︷︷ ︸

(B)

 . (2.1.17)

We first attempt to integrate part (A) of (2.1.17),

A =

∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂, (2.1.18)

through various integration techniques. The step by step full solution of the integral

can be found in Appendix B. Hence, we obtain the following result

1− r2

2π

∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂

=

 θ + π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for 0 6 θ < π ,

θ − π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for π 6 θ < 2π .

(2.1.19)

Next, we attempt to integrate part (B), namely,

B = −
∫ 2π

0

sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂. (2.1.20)

Once again this is shown in full detail in the Appendix B, and we have

1− r2

2π

∫ 2π−θ

−θ

sin(ϕ+ θ)

1− 2r cos(ϕ) + r2
dϕ = r sin(θ). (2.1.21)
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Therefore, adding together parts (A) and (B), we have

ψ(r, θ̂) =
1− r2

2π

∫ 2π

0

θ̂ − sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂

=

 θ − r sin(θ) + π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for 0 6 θ < π ,

θ − r sin(θ)− π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for π 6 θ < 2π .

(2.1.22)

This is the analytical result for the stream function value at any point inside the circle

dependent on r and θ. Plotting this result on Matlab, we end up with Figure 2.3.

2.1.2 Use of Complex Functions

Another way to tackle analytically the two-dimensional problem described in section

2.1.1 is using complex functions. This will be another way to double check our result and

provide a foundation for future work since a similar method can be used in axisymmetric

flows.

Let there be once again an irrotational flow of incompressible inviscid fluid. Then, it

satisfies the irrotationality and incompressibility conditions, namely,

∂u

∂y
− ∂v

∂x
= 0,

∂u

∂x
+
∂v

∂y
= 0. (2.1.23)

In this context, x and y denote the usual position vectors whereas u and v the horizontal

and vertical velocities respectively. As it is common, the velocity can be written in terms

of a scalar potential in order to satisfy identically the irrotationality condition, and also

in terms of the stream function in order to satisfy the incompressibility condition.
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Figure 2.3: Analytical result: the two-dimensional streamlines in the vessel derived by

the Poisson Integral Formula. Streamlines are of course not normal to the wall as there

is usually tangential velocity as well. Also plotted are the horizontal (b) and vertical

(c) velocity along the horizontal centreline.
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Hence, the flow that satisfies equations (2.1.23) has the property that

u =
∂Φ

∂x
=
∂Ψ

∂y
, v =

∂Φ

∂y
= −∂Ψ

∂x
. (2.1.24)

Once again Φ is the velocity potential and Ψ the stream function.

Considering the complex function defined by

ω = Φ(x, y) + iΨ(x, y), (2.1.25)

i.e. the complex potential, the real and imaginary parts of ω also satisfy the Cauchy-

Riemann equations. Hence, ω is also analytic and can only be written as a function of

the complex position z, namely ω = ω(z).

Now, let f(z) be the complex potential of a flow with no rigid boundaries and with no

singularities within a distance a from the origin. Then, by introducing an impermeable

circular cylinder into the flow field, we are led by the method of images [9] into forming

the complex potential

ω(z) = f(z) + f̄

(
a2

z

)
, (2.1.26)

where the overbar denotes the complex conjugate. This is the circle theorem. The

proof is simple. Since |z|2 = zz̄ = a2 on the boundary of the circle, equation (2.1.26)

becomes

ω(z) = f(z) + f̄ (z̄) . (2.1.27)

It follows that ω(z) is real-valued on |z| = a and hence gives zero stream function as

required on the boundary. This methodology forms the basis for the approach developed

below.
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Formulation of the Present Problem

The solution for the circular problem of current concern is obtained as follows. Bear

in mind three main features which are: the sink at the urethra, the squeeze velocity at

the moving boundary and the fact that the urethra position remains fixed throughout.

See Figure 2.1. We first allow for a flow due to a point source in the centre of a circle (a

sink at the origin will be added in subsequently to cancel out that source). From [80]

and [82] we know that the complex potential for a source is

ω(z) = m ln(z − z0), (2.1.28)

where m is the source strength and is equal to the volumetric discharge from the source

per unit length into the plane of the flow. Also, z0 = (x0, y0) is the point where

the source is placed in the complex plane. Define the source at O as having complex

potential

ω1(z) = m1 ln(z), (2.1.29)

with m1 the volumetric flow at O as shown in Figure 2.4. We also define a sink directly

below it at C in Figure 2.4, namely,

ω2(z) = −m2 ln(z + i), (2.1.30)

with m2 the volumetric flow at C. We then add the corresponding two images arising

from the circle theorem (2.1.26), obtaining the image term

ω3(z) = m1 ln(
1

z
) (2.1.31)

from equation (2.1.29), and also from equation (2.1.30) the image term

ω4(z) = −m2 ln(
1

z
− i), (2.1.32)
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Figure 2.4: Simple circular structure for the vessel showing the positions of the sink C

and effective source O as well as the Cartesian and polar reference points. Cartesian

axes are centred at the urethra as shown. The squeeze velocity at the boundary and

the sink also apply here in the same way as Figure 2.1 (see arrows).

with m1 and m2 as defined above.

The next step is to put together the source at O of (2.1.29) and the sink at C of

(2.1.30) along with their images in (2.1.31), (2.1.32) and admit a sink at the origin (as

mentioned in the previous paragraph) to cancel out the source at the origin, thereby

allowing for the normal squeeze velocity at the boundary of the circle. Finally, we add

a uniform downward flow in order to keep the urethra position of our vessel fixed while

squeezing takes place. Adding up all the terms and canceling out accordingly, we have
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simply

ω(z) = −m(2 ln(z + i) + iz), (2.1.33)

where the second term on the right hand side of (2.1.33) is due to the uniform downward

flow. Now, using equation (2.1.25), equation (2.1.33) is split into real and imaginary

parts ending with

Φ = −my −m ln(x2 + (1 + y)2), Ψ = mx− 2m tan−1[x, 1 + y], (2.1.34)

where tan−1[y, x] gives elements that lie in the closed interval [−π, π]. As we have been

working with the stream function thus far, we will continue to do so and proceed to

plot this.

Use is made of the same parametric coordinates as before in order to describe the circle

with the urethra at the bottom, namely,

x = r sin θ, y = −r cos θ, (2.1.35)

with r being the radius of the circle and θ the angle measured from the bottom vertical

as shown in Figure 2.4. Hence, substituting these coordinates in the second equation

of (2.1.34), we find

Ψ = mr sin θ − 2m tan−1[r sin θ, 1− r cos θ]. (2.1.36)

Plotting on MatLab, we obtain Figure 2.5. The results here make good physical sense

in terms of the streamlines and their shapes as fluid is squeezed inward (pushed) at the

vessel wall and drawn down (pulled) by the sink at the lowermost position.

Comparing Figure 2.3 with Figure 2.5, it is seen that the two results are identical and

hence the analyses performed are equivalent. The analysis using complex variables is
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Figure 2.5: Analytical result for the two-dimensional flow in a circular vessel derived by

the complex function analysis showing the streamlines. Also plotted are the horizontal

(b) and vertical (c) velocity along the horizontal centreline.
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especially useful later in the thesis as we can apply a similar analysis for axisymmetric

flow. Therefore, it is encouraging to see that the result from the Poisson integral also

matches the complex variable flow result.

2.2 Analysis for Elliptical Thin Two-Dimensional

Shapes of Vessel

We now examine the flow solution for thin elliptical shapes of the vessel, further to the

work on the kinematic boundary condition earlier in the chapter. Of course the analysis

carried out here is for extreme cases with the shape being extremely thin. However,

this gives us values and directions of the flow in order to make comparisons with our

computational results later on. The work on thin vessels is similar to that on fluid

guns [101] and on free surfaces with small gravity effects [60], [100], [111].

As with the circular shape, the flow is initially modeled within a vessel of a well pre-

scribed shape (an ellipse in this case) in two dimensions. The vessel collapses inwards

with a point sink at the bottom of the ellipse.

2.2.1 Thin Horizontal Vessel

Considering Laplace’s equation (2.0.1) once again in two dimensions and taking x ∼ 1

but y = hȳ, with ȳ of O(1) but the thickness parameter h small, we have

Ψxx +
Ψȳȳ

h2
= 0. (2.2.1)
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Figure 2.6: Thin horizontal (left) and thin vertical (right) elliptical vessels. Mathemat-

ical analysis for the two cases is performed in the text. The so-called Euler region in

black is shown. Incoming flows induced outside that region are also shown. See section

2.2.3.

An asymptotic expansion can now be set up for the solution Ψ in terms of powers of h

in the majority of the flow field; thus, we have

Ψ = Ψ0(x, ȳ) + ... . (2.2.2)

Since h is small the governing equation of the streamfunction within the domain is to

leading order simply

Ψȳȳ = 0 (or more strictly Ψ0ȳȳ = 0), (2.2.3)

for any thin vessel, including the case of a thin horizontal ellipse. We refer here to

Figure 2.6 and we also refer forward to section 2.2.3 for consideration of the small Euler

region which is also present. Using the kinematic boundary condition of (2.1.4), (2.1.5)
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in the form

Ft + u
∂F

∂x
+ v̄

∂F

∂y
= 0, (2.2.4)

the prescribed shape now has F (x, y, t) = y − f(x, t) say. Hence,

∂F

∂t
= −ft, ∂F

∂x
= −fx, ∂F

∂y
= 1. (2.2.5)

Substitution in (2.2.4) thus leads to another traditional form,

v̄ = ft + ufx, (2.2.6)

where y = f(x, t) is the prescribed vessel shape.

For a general thin ellipse, (2.2.3) implies that

Ψ = A(x, t)y +B(x, t), (2.2.7)

where A(x, t), B(x, t) are effectively constants of integration. Therefore

u =
∂Ψ

∂y
= A(x, t) , v̄ = −∂Ψ

∂x
= −Ax(x, t)y −Bx(x, t). (2.2.8)

Taking B(x, t) = 0 for now for simplicity, we obtain from equation (2.2.6) the equa-

tion

ft = −(ufx + fux). (2.2.9)

This is one of the classical slender-flow or shallow water equations as expected [31], [95].

In particular, we now take y = f1(x, t) = ba+b
√
a2−x2

a
being the upper half of the ellipse

and y = f2(x, t) = ba−b
√
a2−x2

a
the lower half, where a = a(t) and b = b(t). Now, the

kinematic boundary condition at the top wall of the ellipse is v̄ = (f1)t + u(f1)x and at

the bottom wall v̄ = (f2)t + u(f2)x. In general, B(x, t) 6= 0; so we end up with

−uxf1 +Bx = (f1)t + u(f1)x, (2.2.10)
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and

−uxf2 +Bx = (f2)t + u(f2)x. (2.2.11)

Subtracting the two equations from each other, we have

−uxF = Ft + uFx, (2.2.12)

where F = f1 − f2 is the scaled width of the ellipse.

Thus, we see in effect that the kinematic boundary condition can be written here

as

Ft + (UF )x = 0, (2.2.13)

where u = U(x, t) is unknown and

F =
2b
√
a2 − x2

a
. (2.2.14)

Integrating in x then gives

U(x, t) = − 1

F

(∫
Ft dx+ c(t)

)
, (2.2.15)

where c(t) is a constant of integration.

Substituting (2.2.14) into (2.2.15), yields the form

U(x, t) = − a

2b
√
a2 − x2(

(b′a− a′b) x
a2

√
a2 − x2 + (b′a+ a′b) arcsin

(x
a

)
+ c(t)

)
. (2.2.16)

We then use the end conditions U = ±a′ at x = ±a to find c(t) and hence our equation

for U(x, t). In doing so, we find

c(t) =

 (ba′ + b′a)π
2

for 0 < x < a ,

−(ba′ + b′a)π
2

for −a < x < 0.
(2.2.17)
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Hence, the induced velocity is

U(x, t) = −
a

2b
√
a2−x2

(
(b′a− a′b) x

a2

√
a2 − x2 + (b′a+ a′b)

(
arcsin

(
x
a

)− π
2

))
for 0 < x < a ,

− a
2b
√
a2−x2

(
(b′a− a′b) x

a2

√
a2 − x2 + (b′a+ a′b)

(
arcsin

(
x
a

)
+ π

2

))
for −a < x < 0.

(2.2.18)

We will now assume that the vessel contracts inwards with its sides collapsing at the

same rate as the top but the bottom remaining fixed. We then use the following for

a(t) and b(t) as a simple representation,

a(t) = a0 − a0

b0

t, b(t) = b0 − t, (2.2.19)

where a0 and b0 are the initial values of a and b respectively. Hence,

b

a
=
b0

a0

for all t. (2.2.20)

In order to demonstrate the above form of U(x, t), we substitute numerical values for

a and b. We let a0 = 12, b0 = 4 which implies that a′ = −3, b′ = −1. We first examine

the case where t = 0 which implies that a = a0 and b = b0. Hence, we obtain

U(x, t) =
36√

144− x2

(
arcsin

( x
12

)
+
π

2

)
, −12 < x < 0, (2.2.21)

and

U(x, t) =
36√

144− x2

(
arcsin

( x
12

)
− π

2

)
, 0 < x < 12. (2.2.22)

Plotting the above on MatLab produces Figure 2.7. It is noticeable that the induced

horizontal velocity is directed inwards towards the vessel centre, which is not surprising
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Figure 2.7: Plot of the velocity U (vertical axis) against x (horizontal axis) at time

t = 0 for initial conditions a = 12, b = 4 (implies a′ = −3, b′ = −1). See also section

2.2.3.

in view of the overall squeeze effect taking place. Moreover, the fluid speed increases

towards the centre leaving a discontinuity there on the present length scales.

Similarly, we can plot the same graph for the same initial conditions but at t = 3, where

a = 3 and b = 1, giving

U(x, t) =
9√

9− x2

(
arcsin

(x
3

)
+
π

2

)
, −3 < x < 0, (2.2.23)
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and

U(x, t) =
9√

9− x2

(
arcsin

(x
3

)
− π

2

)
, 0 < x < 3, (2.2.24)

yielding a similar graph as shown in Figure 2.8. Comments similar to those at the end

of the previous paragraph apply here as well.
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Figure 2.8: Plot of the velocity U (vertical axis) against x (horizontal axis) at time

t = 3 with initial conditions a = 12, b = 4 (implies a′ = −3, b′ = −1). This looks

similar to Figure 2.7 but in a shorter scale due to the vessel collapse. See section 2.2.3.

For the streamlines of this flow, the relationship u(x, t) = ∂Ψ
∂y
⇒ Ψ = uy is used to
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within an additive function of x. As a result, we use (2.2.18) to find

Ψ =

 −(b′a− a′b) xy
2ab
− ay(b′a+a′b)(arcsin(xa)−π2 )

2b
√
a2−x2 for 0 < x < a ,

−(b′a− a′b) xy
2ab
− ay(b′a+a′b)(arcsin(xa)+π

2 )
2b
√
a2−x2 for −a < x < 0.

(2.2.25)

Plotting once again on Matlab results in Figure 2.9. Again, we refer forward to section

2.2.3 as regards matters of length scale.

!

Figure 2.9: Contours of the streamfunction Ψ ≈ Ψ0 at time t = 0 with initial conditions

a = 1, b = 1
100

. The streamlines are all directed towards the centre x = 0. Concerning

the shaded area in the middle, see Figure 2.15 for the solution closer to x = 0.

2.2.2 Thin Vertical Vessel

A similar analysis to the one carried out above can be performed for an ellipse that

is vertically thin, a case which is shown in Figure 2.6. As before, the flow is taken to

be unsteady, incompressible and irrotational. Using Laplace’s equation and asymptotic

expansions once again and taking in this case y ∼ 1 and x = kx̄, with k very small, we
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have

Ψyy +
Ψx̄x̄

k2
= 0, (2.2.26)

and thus the expansion in powers of k develops in the form

Ψ = Ψ̂0(x̄, y) + ... , (2.2.27)

(see also Euler region later in section 2.2.3). Now, since k is small, we obtain the

governing equation of the streamfunction within the domain as

Ψx̄x̄ = 0 (or more strictly Ψ̂0x̄x̄ = 0), (2.2.28)

for a thin vertical ellipse. Now, we also use the kinematic boundary condition, namely,

DF

Dt
=
∂F

∂t
+ u · ∇F = 0, (2.2.29)

and therefore for two dimensions it takes the form

Ft + ū
∂F

∂x
+ v

∂F

∂y
= 0. (2.2.30)

In our case, the prescribed shape has an equation of the form F (x, y, t) = x − f(y, t).

Differentiating with respect to x, y and t and substituting in (2.2.30), we end up

with

ū = ft + vfy, (2.2.31)

where x = f(y, t) is the prescribed shape of the vessel. Using similar calculations to

the thin horizontal shape, we obtain

ft = −(vfy + fvy). (2.2.32)
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In this case, we will take x = f1(y, t) =
a
√

2yb−y2
b

being the left half of the ellipse and

x = f2(y, t) = −a
√

2yb−y2
b

the right half where a = a(t) and b = b(t). In other words, we

define our shape as an ellipse centred at (0, b) once again but now our major axis is b.

Following a similar analysis to section 2.2.1, we have a similar result of the form

−vyF = Ft + vFy, (2.2.33)

where F = f1 − f2 is the scaled width of the ellipse, and hence

V (y, t) = − 1

F

(∫
Ft dy + c(t)

)
, (2.2.34)

where F =
2a
√

2yb−y2
b

. Differentiating F with respect to t, substituting in equation

(2.2.34) and integrating, we end up with the result

V (y, t) = − b

2a
√

2by − y2((
(a′b− b′a)(y − b)

b2
− 2ab′

b

)√
2by − y2 + (a′b+ b′a)

(
arccos

(
b− y
b

)
− π

))
,

(2.2.35)

with the constant arriving from the initial conditions at y = 2b where V = −b′ to find

c(t) and hence our equation for V (y, t). We also take the same assumptions as in the

horizontal case about the rate of collapse, so (2.2.20) is used.

To generate some insight for the above equation for V (y, t), we substitute specific

numbers in (2.2.19) for a and b that also satisfy (2.2.20). We let a = 4, b = 12 which

implies a′ = −1
3
, b = −1 and t = 0. Hence, we have

V (y, t) = −1 +
12√

24y − y2

(
arccos

(
12− y

12

)
− π

)
, 0 < y < 24. (2.2.36)
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Figure 2.10: Plot of the induced fluid velocity V at time t = 0 for initial conditions

a = 4, b = 12 with a′ = −1
3
, b′ = −1. See section 2.2.3 concerning the region near the

bottom of the vessel.

Plotting the above on MatLab, we obtain the graph shown in Figure 2.10. Similarly, we

can plot the same graph for the same initial conditions at t = 3. Doing so gives

V (y, t) = −1 +
9√

18y − y2

(
arccos

(
9− y

9

)
− π

)
, 0 < y < 18, (2.2.37)

leading to a similar graph as is shown in Figure 2.11. In both cases of the figures, the

fluid velocity inside the vessel is plainly seen to be directed downwards towards the

lowermost position (the sink) and to significantly increase in magnitude there. Indeed,
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there is a change of scale in velocity as well as in typical lengths as an Euler region is

centered close to the sink. This is discussed in the next subsection.
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Figure 2.11: Plot of the induced fluid velocity V at time t = 3 for initial conditions

a = 4, b = 12 with a′ = −1
3
, b = −1. See section 2.2.3 concerning the region near the

bottom of the vessel.

It is also helpful to examine the streamlines of this flow. In other words, using the

relationship v = −∂Ψ
∂x

implies Ψ = −vx to within an additive function of y; therefore,
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we use equation (2.2.35) and find

Ψ =
(a′b− b′a)(y − b)x

2ab
− b′x+

b(a′b+ b′a)x

2a

(
arccos

(
b−y
b

)− π√
2by − y2

)
. (2.2.38)

Plotting on Matlab gives Figure 2.12.

!

Figure 2.12: Contour of the streamfunction or streamlines Ψ ≈ Ψ̂0 at time t = 0 inside

the majority of the vertical thin ellipse with initial conditions a = 1
100
, b = 1. The

streamlines here are all directed downwards towards the sink at the origin. Concerning

the shaded area see Figure 2.18 for the solution closer to y = 0.
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2.2.3 Euler/Laplace Region

We now consider the part of the vessel that is shown in Figure 2.6 on the left and is

shaded in black. This is an Euler/Laplace region of size O(h) by O(h) in which the full

Euler equations still hold at leading order when h is small, leading to the entire Laplace

equation in our setting of zero vorticity. This localised region occurs in the middle of

the thin horizontal ellipse on the left and at the bottom end of the thin vertical ellipse

on the right in Figure 2.6, thereby surrounding the urethra position at the origin. It

requires the use of a new expansion of the stream function and of matching with the

bulk of the flow solution in the ellipse. The new expansion is

Ψ = Ψ̄(x̄, ȳ) + ..., (2.2.39)

with both x and y now being of O(h), specifically (x, y) = h(x̄, ȳ) so that x̄, ȳ are of

O(1). Substitution into (2.0.1) shows of course that Ψ̄ satisfies Laplace’s equation in

terms of x̄, ȳ. As far as the boundary conditions are concerned, matching requires

Ψ̄(x̄, ȳ)→ Ψ0(0±, ȳ) as x̄→ ±∞, (2.2.40)

in view of the scalings involved in (2.2.2) and (2.2.39) while Ψ̄ must remain constant

along the walls ȳ = a ∼ 1 for all x̄, ȳ = 0 for x̄ < 0 and ȳ = 0 for x̄ > 0, taking different

values there because of the sink embedded at the origin. The walls here are parallel to

leading order. The matching in (2.2.40) accommodates exactly the incoming uniform

streams that are induced by the larger-scale behaviour as indicated in Figures 2.6-2.9.

(An analogous matching condition applies in the thin vertical case which brings the Ψ̂0

effect into play.) The localised solution can be written down explicitly: see under the

78



headings “Horizontal Vessel” and “Vertical Vessel” below. Moreover, there is general

application here in the sense that this local flow structure surrounding the urethra

applies to inviscid flows with or without vorticity and to any vessel shape provided the

vessel is thin.

Horizontal Vessel

For the horizontal setting we use the classical complex-variable result from [82] con-

cerning the flow into a channel through a narrow slit in the wall. However, in our case

the flow is reversed as depicted in Figure 2.13. The channel has an O(1) breadth of b̄.

The fluid moves from the vessel out of it through the slit (sink) at O, which is placed at

the origin in the z-plane where z = x̄+ iȳ; we drop the overbars here for convenience to

leave z = x+ iy and likewise write Ψ instead of Ψ̄. The far-upstream or far-downstream

points A,B,C,D are mapped conformally onto the real axis of a ζ-plane as indicated

in Figure 2.13. Here, B and C are taken to be coincident. The map opens out the

B P

z − plane ζ − plane

A

A D
C

B , C
D

O

O

Figure 2.13: Plot of the local flow problem in both the z-plane and the ζ-plane.
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walls into the real axis of the ζ-plane so that B and C become the origin ζ = 0. We

now have a sink at ζ = 1 at the point marked O and a source at ζ = 0 corresponding

to B,C. Thus we obtain a complex potential which is

ω = φ+ iψ = m log sinh
πz

2b̄
. (2.2.41)

Separating the complex potential into its real and imaginary parts, we find the velocity

potential φ and the stream function ψ,

φ =
1

2
m log

(
cosh

(πx
2b̄

)2

sin
(πy

2b̄

)2

+ cos
(πy

2b̄

)2

sinh
(πx

2b̄

)2
)
, (2.2.42)

and

ψ = m arctan
(

sin
(πy

2b̄

)
cosh

(πx
2b̄

)
, sinh

(πx
2b̄

)
cos
(πy

2b̄

))
. (2.2.43)

Now, arctan(y, x) gives elements that lie in the closed interval [−π, π]. As in the

previous sections, we work with the stream function ψ and we plot this result on

MatLab, yielding Figure 2.15 (a).

These analytical results are very helpful as we can use them in order to compare, once

again, with numerical results. Thin cases can be very tricky for numerical codes as

accuracy can easily become elusive in these cases.

A direct computational approach based on finite differences similar to that adopted

later in chapter 4 was also applied as a numerical scheme here using simple boundary

conditions in order to describe the outer boundary of the z-plane in Figure 2.13. We

apply the following normalised boundary conditions for the vessel

• ψ = 0, along OD,
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• ψ = y, along DA,

• ψ = b̄, along AB,

• ψ = 2b̄− y, along BC,

• ψ = 2b̄, along CO,

where the constant b̄ = 0.1, and then implement Laplace’s equation inside the thin

horizontal rectangular region. This produces Figure 2.14. Zooming-in to its middle

square for a close-up view of the solution gives us Figure 2.15 (b) which is seen to

be virtually identical to the analytical result shown in Figure 2.15 (a). We can also

compare between its vertical and horizontal velocities which are also identical showing

good numerical agreement as displayed in Figures 2.15 (c), (d).

!

Figure 2.14: Computational streamlines of the flow for the thin horizontal Eu-

ler/Laplace local case shown in Figure 2.13. A close-up view of this computed solution

is presented in the next figure.
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Figure 2.15: Analytical (a) and computational (b) streamlines of the two-dimensional

flow for the horizontal Euler/Laplace local case shown in Figure 2.13. The streamlines

are directed towards the origin. Also plotted are the horizontal (c) and vertical (d)

velocity along the horizontal centreline for both the computational (small circles) and

analytical (line) results.
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Vertical Vessel

As with the horizontal case just studied, a local Euler analysis also applies to the vertical

case. A slight alteration that will be discussed soon makes the present case essentially

the same case but with the channel splitting from the point of symmetry, and rotated

together to form the configuration drawn in Figure 2.16. As a result of that, the stream

function is the same with only the axis rotated. Essentially, we find

ψ = m arctan
(

cos
(πx

2ā

)
sinh

(πy
2ā

)
, cosh

(πy
2ā

)
sin
(πx

2ā

))
. (2.2.44)

Here ā is an O(1) constant. Plotting on MatLab gives us the result shown in Figure

O
PP

B AC, D

Figure 2.16: Set-up for the local Euler flow region in the thin vertical vessel; compare

Figure 2.13.

2.18 (a). The stream lines are all directed towards the sink lying at the origin. A direct

computational approach similar to the one of the horizontal vessel is also applied here.

We apply the following normalised boundary conditions for the vessel
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• ψ = 0, along OP,

• ψ = 0, along PA,

• ψ = 2ā− x, along AB,

• ψ = 2ā, along BP,

• ψ = 2ā, along PO.

Applying the code for the thin vertical case to satisfy Laplace’s equation in the thin

rectangle, we produce Figure 2.17. Zooming-in to its middle square for a close-up view

of the solution gives us Figure 2.18 (b) which is seen to be virtually identical to the

analytical result shown in Figure 2.18 (a). We can also compare in Figure 2.18 (c), (d)

the vertical and horizontal velocities which are also identical showing good numerical

agreement.

The slight alteration mentioned just before equation (2.2.44) concerns the fact that

strictly the Euler region for the vertical vessel is bounded by parabola-shaped walls.

The scaled velocity therefore decreases in magnitude towards zero as the distance from

the sink increases matching asymptotically with equation (2.2.35) and Figures 2.10 and

2.11. However, the flow features can be expected to resemble those in Figures 2.17 and

2.18.

We can clearly see from Figure 2.18 that the computational results agree with the

analytical ones, which is very encouraging, and they give us at the same time some

guidance on the flow for certain vessel shapes. The insight is mainly as to what to

expect from the flow in the vessels near the sink and near the vessel walls. Obviously,
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Figure 2.17: Computational streamlines of the flow for the thin vertical Euler/Laplace

case of Figure 2.16. See also the zoom-in in the following figure.

there are more physical aspects to consider alongside this but the analytical findings

also provide helpful and clear results. These results will be especially useful when it

comes to comparing with computational results later in the thesis.
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Figure 2.18: Analytical (a) and computational (b) streamlines of the two-dimensional

flow for the vertical Euler/Laplace local case shown in Figure 2.16. The streamlines

are directed towards the origin. Also plotted are the horizontal (c) and vertical (b)

velocity along the horizontal centreline for both the computational (small circles) and

analytical (line) results.
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2.3 Summary & Results

This chapter has presented mostly analytical and certain numerical findings for certain

basic shapes, namely the circle and also thin horizontal and vertical shapes. The Eu-

ler/Laplace region for the thin shapes was also studied. These findings will be used for

comparison purposes with numerical results later in the thesis, specifically in chapter

4. The findings are extended to more realistic axisymmetric shapes in the following

chapter.

The results of section 2.1, even though useful in being analytical, are far from completely

realistic when it comes down to the collapse of the human bladder. The bladder shape

does not remain circular throughout its collapse. It is though realistic to say that the

bladder, when full and during the start of micturition, has a vessel shape which is

approximately circular. The results are of course very important as they provide the

basis for our numerical scheme. The simple boundary condition allowed us to solve

analytically using a Poisson integral for the flow inside a circular vessel. The same

problem is then solved in section 2.1.2 by use of complex functions. Apart from the

fact that this result confirms the solution of section 2.1.1 (see and compare Figures 2.3

and 2.5), it also allows us to extend this method in a similar way to tackle axisymmetric

cases. This analysis is performed in chapter 3.

It is also appropriate to mention that the value for the horizontal velocity on the

boundary at x = −1 is − 1
17

= a′(t), where a(t) is the value of the horizontal axis at each
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time step for our circular or elliptical vessel as shown in Figure 2.2. Therefore,

a(t) = a0 − ka0

b0

t ⇒ a′(t) = −ka0

b0

= −k as a0 = b0 = 1. (2.3.1)

Similarly for the case at x = +1, a′(t) = 1
17

. We also apply at the top a vertical velocity

also depending on the vertical axis of our elliptical vessel

b(t) = b0 − kt ⇒ b′(t) = −k. (2.3.2)

Notice here that the vertical velocity in Figures 2.3 (c) and 2.5 (c) has a value of

v = 2k ≈ 0.118 at x = ±1 and v = 3k ≈ 0.176 at x = 0, where k = 1
17
≈ 0.0588.

Section 2.2 is also of importance. The analytical results in the thin areas of the vessel

are examined in sections 2.2.1 and 2.2.2. The non-thin areas (Euler/Laplace regions)

are examined in section 2.2.3 (see shaded areas of Figures 2.9 and 2.12.)

With regard to the thin areas we can see the representative plots of vessels in Figures

2.7 and 2.8. The horizontal velocity is low near the extremes of the vessel and increases

nearer the middle of the vessel and more specifically around the urethra. We add that

Figure 2.7 is near the start of the collapse and Figure 2.8 at a later stage of the collapse

but with the ratio of major to minor axis remaining the same (three). The horizontal

velocity during these two stages of the collapse remains similar. This is mostly due

to the fact that the ratio of major to minor axis is constant. Similar comments apply

for the thin vertical case about Figures 2.10, 2.11 and 2.12. In this case, the vertical

velocity plotted in Figures 2.10 and 2.11 is similar once again and we can see a high

velocity value near y = 0 - vertical length in Figures 2.10 and 2.11 - (urethra).

The Euler/Laplace region which is shown in the shaded rectangles in Figures 2.9 and
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2.12 (these are not to scale and are actually squares) is considered in section 2.2.3.

With regard to the thin horizontal vessel the analytical representative streamlines are

plotted in Figure 2.15 (a). In order to assess the numerical scheme that we will be using

in later chapters, a basic problem has been set here in the form of a thin rectangle to

which we have applied some basic boundary conditions that are similar to what we

might expect for our vessel. The aim here though is once again to check the validity

of the numerical scheme later as sometimes thin grids have convergence problems. The

result that we obtain when applying the boundary conditions is shown in Figure 2.14.

In this case we have used a major axis of one and a minor axis of one tenth. This is only

representative as mentioned before, and any value significantly smaller than the length

of the horizontal axis could have been applied. A zoom-in of Figure 2.14 is shown in

Figure 2.15 (b), along with comparisons of their centre line velocities (both the vertical

and horizontal, Figure 2.15 (c) and (d)). These are compared between the numerical

and analytical results and are seen to be virtually identical. We can also compare the

results of Figure 2.15 (c) with Figures 2.7 and 2.8. We can see that the outer results

(thin-vessel results in Figures 2.7 and 2.8) and the thin Euler/Laplace region results of

Figure 2.15 (c) show continuity/matching with each other. Similar comments apply for

the vertical case.

It is also worth comparing the results of the two Euler/Laplace cases. Notice especially

the higher values of the vertical velocity for the thin vertical case in Figure 2.18 (d)

compared with Figure 2.15 (d). On the other hand, the horizontal velocities of both

cases shown in Figures 2.15 (c) and 2.18 (c) have closely similar values. These high

velocities could potentially be harmful in practice when the bladder takes such shapes.
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This is of course on cases where the bladder works dysfunctionally as thin vertical

shapes for the vessel are rare. Further discussions on the results and especially for thin

elliptical cases take place in later chapters where more findings are presented.
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Chapter 3

Analysis of Axisymmetric Shapes

3.1 Axisymmetric Shapes

This part of the investigation concerns axisymmetric shapes and most notably the

sphere, for which an exact analytical solution is found. Yet, the features involved here

carry over to a large extent to other more general three-dimensional shapes.

3.1.1 Ideas and Set-up

We now move on to an axisymmetric case that requires modelling using some of the

conclusions from the flow studies for the two-dimensional case. In this case, we will

model the bladder as an axisymmetric sphere. This is another well prescribed and basic

shape.
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Our task now is to solve the potential flow equations holding in the interior of the

sphere subject to boundary conditions corresponding to a constant inward squeeze. Let

us begin however with the axisymmetrical irrotational flow of incompressible inviscid

fluid with no rigid boundaries. This is characterised by the stream function Ψ0(r, θ) say

all of whose singularities are at a distance greater than a from the origin and Ψ0 = O(r2)

at the origin. If the rigid sphere r = a is then introduced into the appropriate flow, the

stream function becomes

Ψ(r, θ) = Ψ0 −Ψ∗0 = Ψ0(r, θ)− r

a
Ψ0

(
a2

r
, θ

)
. (3.1.1)

This is Butler’s theorem which makes use of “images” applied in the current axisym-

metrical configuration [80], [82]. As a check, we need to show that the stream function

given by (3.1.1) satisfies the following properties:

(i) the irrotationality condition,

(ii) has a constant value on the sphere surface r = a,

(iii) is nonsingular inside the sphere (r ≤ a),

(iv) approaches the same flow as Ψ0(r, θ) at infinity with zero net mass flow rate.

The above can be proved relatively quickly but, before we do so, we need to mention that

it is common for axisymmetric flows to be described in either axisymmetric spherical

coordinates (r, θ) or axisymmetric cylindrical polar coordinates (R, z). The two systems

are related by R = r sin θ and z = r cos θ and have their reference points for our context

as shown in Figure 3.1. The condition of irrotationality is now

∂ur
∂θ
− ∂

∂r
(ruθ) = 0, (3.1.2)
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Figure 3.1: Spherical and cylindrical reference points for a simple axisymmetric spher-

ical structure.

with r and θ as above. By introducing the Stokes stream function ψ as inferred from

the continuity equation for the incompressible fluid and as defined by

ur =
1

r2 sin θ

∂Ψ

∂θ
, uθ = − 1

r sin θ

∂Ψ

∂r
, (3.1.3)

we can then substitute (3.1.3) into (3.1.2) which gives the governing partial differential

equation for the stream function, namely,

∂

∂r

(
1

sin θ

∂Ψ

∂r

)
+

1

r2

∂

∂θ

(
1

sin θ

∂Ψ

∂θ

)
= 0. (3.1.4)

Here (3.1.4) is not the Laplace equation, meaning that the stream function is not a

harmonic function in the present axisymmetric potential flows.

Now, in order to prove the four points, we start with condition (i). We proceed there
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by substituting the second term of equation (3.1.1) into (3.1.4). Making the change of

variables ξ = a2/r, we find

ξ2 ∂
2

∂ξ2 Ψ0(ξ, θ) + sin θ
∂

∂θ

(
1

sin θ

∂

∂θ

)
Ψ0(ξ, θ) = 0, (3.1.5)

which has the same form as equation (3.1.4) acting on Ψ0. Hence, the modified flow

given by (3.1.1) is irrotational if the original flow is irrotational. Condition (ii) is

satisfied by the proposed condition since at r = a, Ψ(a, θ) = 0. At the same time

condition (iii) is satisfied since r and a2/r are inverse points with respect to a sphere

of radius a, if r > a, then a2/r < a and vice versa. Therefore, (iii) requires that all

singularities of Ψ0(r, θ) are inside the sphere, and hence the singularities of Ψ0(a2/r, θ)

are outside the sphere. Condition (iv) is proved in a similar way. In other words, we

use the idea of image points. If Ψ0(r, θ) = O(r2) as r → 0, then Ψ0(a2/r, θ) = O(1/r2)

as r → ∞. From (3.1.3) we can see that the velocity induced by the second term of

the right hand side of (3.1.1), which arises from the presence of the sphere, must vary

as O(1/r3) as r →∞.

3.1.2 Formulation for the Sphere Problem

The exact solution for the spherical case in the present setting is constructed in a

similar way to the two-dimensional case described in section 2.1.2. We consider three

main features which are: the sink at the urethra, the squeeze velocity at the moving

boundary and the fact that the urethra position remains fixed throughout. Let there

be a flow due to a point source at the centre O of the axisymmetric sphere (a sink at

the origin will be added in subsequently to cancel out that source), as in Figure 3.2.
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From [67] we know that the stream function due to the point source is

Ψ = − Q
4π

(1 + cos θ), (3.1.6)

where Q is equal to the volumetric flow rate emitted from the source and θ is the

horizontal angle with respect to the point P. Defining the source at O as

Ψ1 = −Q1

4π
(1 + cos θ1), (3.1.7)

with Q1 the volumetric flow at O and θ1 as shown in Figure 3.2 with respect to point

P, we also define a sink directly below it at C, namely,

Ψ2 = −Q2

4π
(1 + cos θ2), (3.1.8)

with Q2 the volumetric flow at C and θ2 as shown in Figure 3.2 with respect to P.

The next step involves placing P and C on the sphere leading to the property that

θ2 =
1

2
θ1, (3.1.9)

where θ1 is the angle measured from the vertical axis in the middle of the sphere and

the line OP and similarly θ2 with the line CP. This property is used a little later.

We then proceed by adding the images arising from Butler’s theorem (3.1.1) yield-

ing

Ψ3 =
Q1r

4πa
(1 + cos θ1), (3.1.10)

where Ψ3 is the stream function term arising by applying the theorem to (3.1.7) and

then similarly, by applying Butler’s theorem to (3.1.8), we obtain

Ψ4 =
Q2r

4πa
(1 + cos θ2), (3.1.11)
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Figure 3.2: Set-up of the formulation for determining the flow inside the sphere. See

also Figures 2.1 and 2.4.

with Q2 and θ2 as above, r the radius at any point relative to O, and a the radius of the

sphere. In order to make the argument more understandable, we convert all expressions

into terms of the angle θ1. Using angle relationships as well as a few trigonometric

identities, we find the following relationship

cos θ2 =

(
c
r

+ cos θ1

)
(
c2

r2
+ 2c

r
cos θ1 + 1

) 1
2

. (3.1.12)

The next step is to put together the source at O of (3.1.7), the sink at C of (3.1.8),

their images in (3.1.10), (3.1.11) as well as a vertical downward flow stream Ds say in

the vessel to keep the urethra position fixed (i.e. the bottom of the sphere fixed) while

squeezing takes place. Then, we admit a sink at the origin (as previously mentioned) to
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cancel out the source at the origin, thereby allowing for the normal squeeze velocity at

the moving boundary of the sphere. Adding up all terms and canceling appropriately,

we obtain the solution

Ψ =
Q1r

4πa
(1 + cos θ)− Q2

4π

1 +
a
r

+ cos θ(
a2

r2
+ 2a

r
cos θ + 1

) 1
2


+
Q2r

4πa

1 +
r
a

+ cos θ(
r2

a2 + 2r
a

cos θ + 1
) 1

2

+Ds, 0 < θ < π. (3.1.13)

where θ = θ1 and we have let c→ a.

Now, on the sphere r = a and also θ2 = 1
2
θ1 as mentioned before. Hence, using also the

trigonometric identity cos 2θ = 2 cos2 θ − 1, we find that

Ψr=a =
Q1

4π
(1 + cos θ) + (Ds)r=a. (3.1.14)

Since the radial velocity on the sphere is ur = 1
r2 sin θ

∂Ψ
∂θ

, on the sphere at r = a, we

have

ur =
1

a2 sin θ

Q1

4π
(− sin θ) = − Q1

4πa2
, (3.1.15)

which is a constant, as required for the inward squeeze, and gives the squeeze velocity

as

V =
Q1

4πa2
. (3.1.16)

This result makes good sense physically in terms of the surface area 4πa2 of the

sphere.

Now, to determine the constant Q2, we consider Ψ on the vertical axis (the z-axis).

Above O, see Figure 3.2, the fact that θ1 = θ2 = 0 implies that Ψ = Q2

4π

(
−2 + 2r

a

(
Q1

Q2
+ 1
))

.
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Below O, θ1 = π, θ2 = 0 implies that Ψ = Q2

2π
. Since there is no singularity at O, the

above means that Q2 = −Q1.

We note that at the top of the sphere, see once again Figure 3.2, Ψ = Q1

2π
if we exclude

the Ds contibution for now. At the same time, we know that above and below O

the value Ψ = −Q2

2π
holds and the very bottom has Ψ = 0. The above confirms that

Q2 = −Q1 to make the solution smooth at the top whereas at the bottom (modelling

the urethra) we see a discontinuity consistent with a sink. In other words, Ψ = 0 on

the sphere there but Ψ = −Q2

2π
on the vertical axis.

Finishing this off, we are left with the downward stream flow Ds to determine. Hence,

we use

Ψstream =
1

2
Ur2 sin2 θ, (3.1.17)

where U is the velocity component along the axis of symmetry and r and θ are as defined

previously. Canceling out the inward-squeeze velocity effect V in equation (3.1.16) at

the bottom, we find that U = −V . This leaves us with the overall analytical result for

the flow in a sphere as

Ψ = arV (1 + cos θ) + a2V

1 +
1
r

+ cos θ(
1
r2

+ 2
r

cos θ + 1
) 1

2


− arV

(
1 +

r + cos θ

(r2 + 2r cos θ + 1)
1
2

)
− r2V

2
sin2 θ, 0 < θ < π. (3.1.18)

Plotting the result (3.1.18) on MatLab, we obtain the solution curves of Figure 3.3.

The results seem to make reasonable sense.
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Figure 3.3: Contour plot of the streamlines inside the spherical vessel. The flow direc-

tions are all associated with downward motion (downward arrows). Also plotted are

the horizontal (b) and vertical (c) velocity along the horizontal centreline. The sphere

here is shifted up so that the urethra is at the origin.
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It is also good to comment here on the negative value of the radius R in Figure 3.3 and

any other figures where axisymmetric results are plotted (chapter 6). The positive side

of the radius takes the value of φ = 0 and the negative value of R takes the value φ = π,

where φ is the angle as starting from the positive side of the radius R perpendicular to

the page and coming round the negative R side and back 2π (= 0).

We now convert (3.1.13) into axisymmetric cylindrical polar coordinates. This gives

Ψ = aV
(√

R2 + z2 + z
)

+ a2V

(
1 +

z + 1

(R2 + z2 + 2z + 1)
1
2

)

− aV
(√

R2 + z2 +
z +R2 + z2

(R2 + z2 + 2z + 1)
1
2

)
− V

2
R2, (3.1.19)

where R = r sin θ and z = r cos θ. Again a quick check shows that this also satisfies the

irrotationality condition where in axisymmetrical cylindrical coordinates

uR =
1

R

∂Ψ

∂z
, uz = − 1

R

∂Ψ

∂R
. (3.1.20)

We will be using these results later in the thesis in order to compare with results from

our numerical scheme for axisymmetric flows. It is felt to be potentially useful to

have an exact foundation as these analytical results, even though axisymmetric, form

a beginning for the three-dimensional modelling.

3.2 Thin or Slender Axisymmetric Shapes

The idea and subsequent working of section 2.2 for thin two-dimensional vessels can be

extended to axisymmetric shapes.
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For a thin horizontal axisymmetric vessel, for example, the controlling equation of

(3.1.4) becomes in the majority of the vessel

∂

∂θ

(
1

sin θ

∂Ψ

∂θ

)
= 0, (3.2.1)

i.e.
∂2Ψ

∂z2
= 0, (3.2.2)

to leading order since θ is close to π/2. Hence, Ψ = A(R, t)z + B(R, t) and so on. A

significant non zero (in fact increasing) inward motion is again left over on the approach

to the origin here. This leads to a non-uniformity locally which brings into play a square

or cube of full Laplace/Euler motion. This surrounds the actual sink or urethra position

in similar fashion to that in Figure 2.15.

Likewise, for a slender vertical axisymmetric vessel the dominant effect of (3.1.4) is to

produce

∂2Ψ

∂R2
− 1

R

∂Ψ

∂R
= 0. (3.2.3)

This and its implications are directly analogous to the working for the thin vertical

case in section 2.2, together with the non-uniformity near the urethra where the flow

velocities are considerably enhanced.

3.3 Summary & Results

The analytical results described in this chapter are once again potentially significant;

even though axisymmetric. Apart from that, these results will provide a helpful check
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when it comes to developing our numerical scheme for axisymmetric configurations in

chapter 6.

The results of section 3.1 are analytical but they are once again not very realistic when it

comes down to the collapse of the human bladder. The analytical model here is similar

to the analytical case described in section 2.1 for the two-dimensional case. Similarly,

here the shape of the bladder preserves its spherical form as it collapses. As with the

two-dimensional results though, they are also significant as they provide the basis for the

numerical scheme described later in the thesis. The result of section 2.1.2 for the two-

dimensional case was performed and checked with the result of section 2.1.1 (see once

again Figures 2.3 and 2.5). The same analysis that was performed in two dimensions

in section 2.1.2 is applied here in section 3.1. The result is checked numerically later in

the thesis in chapter 6 as it satisfies E2Ψ = 0 where E2 = ∂2

∂R2 − 1
R

∂
∂R

+ ∂2

∂z2
= 0. This

is also defined in chapter 6. Similarly to the two-dimensional thin cases described in

section 2.2, we also touched on the thin slender axisymmetric shapes briefly in section

3.2. They are not pursued further though as we expect results similar to the two-

dimensional case.
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Chapter 4

Numerical Solutions for Simple

Two-Dimensional Shapes

The preceding chapters focused on analytical modeling of the vessels and their contained

flows. We now move onto solving some of the fundamental problems numerically. The

analytical solution for the flow inside a circular vessel from (2.1.22) will be used to verify

our computational results. We first tackle the flow in a circular vessel using an iterative

finite difference method. We then tackle elliptical shapes for the vessel. Finally, a

simple model of a circular vessel collapsing in time to a flat ellipse is examined. We

also evolve a boundary element method to tackle the flow in a circular vessel.
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4.1 Methodology

As mentioned in the introduction and more specifically in section 1.6, the main numeri-

cal schemes that are used in this thesis are the boundary element method and the finite

difference method. The boundary element method is a boundary-detailing method and

the finite difference method a boundary-accommodating method. Both methods are

praiseworthy. Other boundary-detailing methods include contour dynamics [79], [80],

conformal mapping methods [97] and boundary element approaches [41], [54]. They

are usually very accurate and elegant. The boundary-accommodating methods include

Cartesian based methods with boundary interpolation. These are rather similar to those

of the successful and widely used VOF (Volume of Fluid) techniques [106] applied in im-

pacting droplet motions. They are also similar to the work of Tadjfar and Smith [108]

and Bowles et al [17] who used simple in-out boundary conditions to accommodate

quite complicated boundary shapes.

The boundary-accommodating approach is very flexible, is readily extendable to three

spatial dimensions, requires relatively sparse information about the boundary and it

can even cope with complicated topology and changes in topology fairly easy. Coping

with large changes and varied complicated shapes is required in the context of bladder

squeezing and closure; just as it is required in droplet-motion calculations. The option of

boundary-accommodation methodology was chosen for the studies in this thesis and this

appeared to work well, although we should immediately add that other methodologies

could also work or have worked well of course.

The boundary element method was also used to tackle the problem and it is further
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described in this chapter. As mentioned above the method is very elegant and extremely

accurate with complex geometries. It is a very well established method and the results

we obtained from a first scheme are very promising. This method can also be used to

further develop a model for the collapsing vessel.

Figure 4.1: Diagram of the Yin-Yang grid [76].

Grids are again now a ‘hot topic’ in the field of numerical weather predication - the UK

Met office have a so-called ‘Lat-Lon’ grid [22] which uses just latitudes and longitudes

on the sphere - this has unpleasant CFL (Courant-Friedrichs-Lewy) problems at the

pole. The CFL stability condition states that an explicit time stepping scheme for

a convention-type equation cannot be stable if the geometric shape of the stencil is
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such that information cannot propagate sideways as fast as it does in the governing

equation. Therefore, this implies an upper limit of k/h, where tiny values of the spatial

step size h near the poles severely restrict the time steps k that can be used [38]. Thus,

in order to overcome this problem, several constructions have been proposed with the

most popular being the Yin-Yang grid. This represents an overset gridding method [68]

meaning that two different grids are composed to construct a mesh covering the whole

sphere. The Yin-Yang grid is constructed of two rotated partial ‘Lat-Lon’ grids as in

Figure 4.1. The two top spheres of Figure 4.1 are a rotation of each other. The problem

with this method is the overlapping that can be viewed again in Figure 4.1 when the

two grids are put together in the bottom sphere. There are several methods that tackle

this problem either minimizing or eliminating the overlap. Aerodynamics is also an

area where grids have always been crucial as in [96]. It is also seen in [96] that a special

arrangement can also be made in order to accommodate the boundary.

The boundary-accommodating methods of Tadjfar and Smith [108] and Bowles et al [17]

turn out to be of direct relevance for the shape-effect studies that will be described

later in the thesis. Those two studies showed close agreement both with analysis and

with alternative computational techniques. The present problem is also tackled by

the boundary element method for which details are given later in the chapter. This

method is very elegant and accurate. However, the accuracy of the Cartesian based

grid method as well as its simplicity both in using and understanding made us decide

to further extend it. (The boundary element method could in principle also be used to

apply the work of this thesis.)
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4.2 Circular and Horizontal/Vertical Elliptical Shapes

using an Iterative Finite Difference Method

4.2.1 Background

The limiting cases of the previous chapters are used as guidance for this chapter. In fact,

they are compared with the results that come out from the next part of the research. We

use a finite difference method here to solve the Laplace equation numerically. Solving

the equation in a domain with this method requires, as with the boundary element

method, a boundary condition of course. It can be either a Dirichlet condition, when

the function itself is specified on the boundary, or a Neumann condition, when the

normal derivative of the function is specified on the boundary. In this next part, we

have a Dirichlet condition on the boundary.

4.2.2 Finite Difference Method with Dirichlet Conditions

We convert Laplace’s equation into a linear system of algebraic equations and write

them in matrix notation. We solve this problem in a standard iterative way instead of

inverting the whole matrix.

Now, consider the stencil from Figure 4.2 and for simplicity assume that the grid size

is h. Since we want to satisfy Laplace’s equation,

∂2ψ(i,j)

∂x2
+
∂2ψ(i,j)

∂y2
= 0, (4.2.1)
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Figure-3 : 5-point stencil for Laplace equation.
By substituting Eqn.(7) in the Laplace equation, we find

!i!1,j ! 2!i,j ! !i!1,j ! !i,j!1 ! 2!i,j ! !i,j!1 " 0

or

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1"     (8)

Eqn.(8) is a wonderful result that leads to:

Corollary : If ! satisfies Laplace equation, then !, at any point in the domain D, is the
average of the values of ! at the four surrounding points in the 5-point stencil of Figure-3.

This corollary is the basis of the iterative method.
We need to make a small modification in Eqn.(8) when we wish to solve the Poisson

equation

"2! " F!x,y"

where F!x,y" is a known function. In this situation, Eqn.(8) is modified to

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1" ! h

2

4
Fi,j     (9)

Dirichlet Problem
Consider the simple problem of Figure-4 posed in a box with only four interior points. ! is

given on the East, West, North, and South walls. Thus, !!1,2", !!1,3", !!2,4", !!3,4",
!!4,3", !!4,2", !!3,1", and !!2,1" are known. We have to calculate the values of !!2,2",
!!3,2", !!2,3", and !!3,3".We begin the iterative process by assuming

!!0"!2,2" " !!0"!3,2" " !!0"!2,3" " !!0"!3,3" " 0     (10)

Figure 4.2: Example of 5-point stencil on our grid.

and hence using central finite difference approximation of the second derivatives of ψ

with respect to x and y, we have

ψ(i+1,j) − 2ψ(i,j) + ψ(i−1,j)

h2
+
ψ(i,j+1) − 2ψ(i,j) + ψ(i,j−1)

h2
= 0. (4.2.2)

Now, upon rearranging, we obtain the following iterative formula [26], [61],

ψ(i, j) =
1

4

(
ψ(i+1,j) + ψ(i−1,j) + ψ(i,j+1) + ψ(i,j−1)

)
, (4.2.3)

which is the resulting equation for calculating the streamfunction at any point inside

our ellipse (or other shape of vessel).

The method is standard and relatively straightforward. Furthermore, we define the

required vessel shape on a Cartesian grid and approximate it simply on that grid. We

define the boundary conditions and then the code calculates the flow inside the vessel or

approximated vessel satisfying Laplace’s equation. Further refinements on the method

are shown and discussed later on.
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4.2.3 Convergence

The method used in order to accelerate the convergence of the iterative procedure is

also conventional, known as successive over-relaxation [35], [40], [61]. We show how we

apply this for the present scheme by modifying the iterative equation as follows,

ψ̃(i, j) =
1

4
(ψ(i+ 1, j) + ψ(i− 1, j) + ψ(i, j + 1) + ψ(i, j − 1)) , (4.2.4)

which calculates an intermediate value ψ̃(i, j) for ψ(i, j). Then, the following equation

determines the new converged values of the streamfunction ψ(i, j),

ψ(i, j)(N) = (1− ω)ψ(i, j)(O) + ωψ̃(i, j). (4.2.5)

This is a weighted combination of the intermediate value ψ̃(i, j) and the old one

ψ(i, j)(O), where for any rectangular grid m xn the optimum relaxation value factor

ω is given by [40], [61],

ω =
4

2 +
√

4− (cos( π
n−1

) + cos( π
m−1

)
)2
. (4.2.6)

This greatly increases the rate of convergence by using over-relaxation. Since in our

case we have a rectangular region with Dirichlet boundary conditions, ω is estimated

from (4.2.6), where n − 1 is the number of spatial increments in the x direction and

m − 1 the number of spatial increments in the y direction. The formula assumes for

convenience a grid aspect ratio of 1.
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4.2.4 Boundary Interpolation

This aspect is non-standard. Accuracy on the boundary is very important as this is

the place where most of the computational error of the above iteration occurs after

comparing the analytical results of the circle with the results for our scheme without

this refinement (see Figure 4.4). In order to minimise the error, we embed into our

numerical scheme a boundary interpolation. The interpolation is done by relatively

accurate means at the boundary.

In Figure 4.3 which shows an elliptical vessel in a grid, we can clearly see that most

of those nodes that are just inside the boundary have part of their stencil outside

the boundary but still on the grid. Now, since we are only interested in solution values

inside and on the boundary and not outside, this feature needs to be tackled. Boundary

interpolation is adopted.

The general formula for the nodes described and shown in Figure 4.3 satisfies the

following equation(
2

hi+1hi−1

+
2

hj+1hj−1

)
Ψ(i, j)

=
2Ψj+1

hj+1(hj+1 + hj−1)
+

2Ψi+1

hi+1(hi+1 + hi−1)

+
2Ψj−1

hj−1(hj−1 + hj+1)
+

2Ψi−1

hi−1(hi−1 + hi+1)
, (4.2.7)

with hi+1, hi−1, hj+1, hj−1 denoting the distances between the nodes. Each of these

distances can have a value of either h or smaller depending on the boundary and as

depicted in Figure 4.3.
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y(t)

P

O

Q

Figure 4.3: Example of a possible elliptical boundary in our grid. The nodes are

generally separated by a distance h. Yet, near the boundary this is not always the case.

As you can see in the figure, hi+1 = hi−1 = hj−1 = h. This is not the case with hj+1

which is smaller. We therefore employ the formula (4.2.7) for this point P. In the case

of the point Q on its right, we will have two points which will be smaller than h. The

formula (4.2.7) tackles this case too.

It is possible to have one, two or even three points of our stencil outside the grid.

Therefore, depending on the position of the stencil inside the shape, different points of

the stencil will be outside of the vessel and hence the above formula will vary accord-

ingly.
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For the case where we have one point of the stencil outside the shape, and more specif-

ically the point (i, j + 1), then the iterative equation is as follows:

Ψ0 =
1

(Dj+1 + h)2

(
Dj+1(Dj+1 + h)

2
(Ψi−1 + Ψi+1) + h2ΨB + hDj+1Ψj−1

)
, (4.2.8)

where h is the distance between stencil points, Dj+1 the new distance between Ψ0 and

the boundary in the (j+1) direction, and ΨB the value of Ψ on the boundary. Similarly,

for the other three directions, we derive the following three equations. For the bottom

one we have

Ψ0 =
1

(Dj−1 + h)2

(
Dj−1(Dj−1 + h)

2
(Ψi−1 + Ψi+1) + h2ΨB + hDj−1Ψj+1

)
, (4.2.9)

for the left one we have

Ψ0 =
1

(Di−1 + h)2

(
Di−1(Di−1 + h)

2
(Ψj−1 + Ψj+1) + h2ΨB + hDi−1Ψi+1

)
, (4.2.10)

and for the right one

Ψ0 =
1

(Di+1 + h)2

(
Di+1(Di+1 + h)

2
(Ψj−1 + Ψj+1) + h2ΨB + hDi+1Ψi−1

)
. (4.2.11)

Similarly, for the case where we have two points of the stencil outside our shape, and

more specifically (i, j + 1) and (i+ 1, j), then the iterative equation is as follows:

Ψ0 =
1

(Dj+1 +Di+1)(Dj+1 + h)(Di+1 + h)(
Dj+1(Dj+1 + h)(hΨB +Di+1Ψi−1) +Di+1(Di+1 + h)(hΨB +Dj+1Ψj−1)

)
, (4.2.12)

where the notation is as in the case of one stencil point outside the shape. Similarly,

there are three more cases with two points of the stencil outside the shape. For the
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case where the points (i+ 1, j) and (i, j − 1) are outside the stencil, we have

Ψ0 =
1

(Dj−1 +Di+1)(Dj−1 + h)(Di+1 + h)(
Dj−1(Dj−1 + h)(hΨB +Dj+1Ψj−1) +Di+1(Di+1 + h)(hΨB +Dj−1Ψj+1)

)
, (4.2.13)

for (i, j − 1) and (i− 1, j) we have

Ψ0 =
1

(Dj−1 +Di−1)(Dj−1 + h)(Di−1 + h)(
Dj−1(Dj−1 + h)(hΨB +Di−1Ψi+1) +Di−1(Di−1 + h)(hΨB +Dj−1Ψj+1)

)
, (4.2.14)

and finally for (i− 1, j) and (i, j + 1)

Ψ0 =
1

(Dj+1 +Di−1)(Dj+1 + h)(Di−1 + h)(
Dj+1(Dj+1 + h)(hΨB +Di−1Ψi+1) +Di−1(Di−1 + h)(hΨB +Dj+1Ψj−1)

)
. (4.2.15)

Finally for the case where three points of the stencil are outside the shape, the following

cases apply. In the event that (i, j + 1), (i + 1, j) and (i, j − 1) are outside the vessel

shape, the iterative equation is as follows:

Ψ0 =
hDj+1Di+1Dj−1

(Dj+1Dj−1 + hDi+1)(
ΨB

Dj+1(Dj+1 +Dj−1)
+

ΨB

Di+1(Di+1 + h)
+

ΨB

Dj−1(Dj+1 +Dj−1)
+

Ψi−1

h(h+Di−1)

)
,

(4.2.16)

for the case where (i + 1, j), (i, j − 1) and (i − 1, j) are outside the vessel shape we
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have

Ψ0 =
hDi−1Di+1Dj−1

(hDj−1 +Di+1Di−1)(
Ψj+1

h(h+Dj−1)
+

ΨB

Di+1(Di+1 +Di−1)
+

ΨB

Dj−1(h+Dj−1)
+

ΨB

Di−1(Di−1 +Di+1)

)
,

(4.2.17)

for the case where (i, j + 1), (i, j − 1) and (i − 1, j) are outside the vessel shape we

have

Ψ0 =
hDj+1Di−1Dj−1

(Dj+1Dj−1 + hDi−1)(
ΨB

Dj+1(Dj+1 +Dj−1)
+

Ψi+1

h(Di−1 + h)
+

ΨB

Dj−1(Dj+1 +Dj−1)
+

ΨB

Di−1(h+Di−1)

)
,

(4.2.18)

and for the case where (i+ 1, j), (i, j + 1) and (i− 1, j) are outside the vessel shape we

have

Ψ0 =
hDi−1Di+1Dj+1

(hDj+1 +Di+1Di−1)(
ΨB

Dj+1(h+Dj+1)
+

ΨB

Di+1(Di+1 +Di−1)
+

Ψj−1

h(h+Dj+1)
+

ΨB

Di−1(Di−1 +Di+1)

)
.

(4.2.19)

Equation (4.2.7) and the twelve conditions that are derived from it and have been em-

ployed (equations (4.2.8)-(4.2.19)) make the code more memory intensive than without

them but a lot more accurate around the boundary. In the event that this interpolation

is not employed in the boundary, the numerical scheme is less accurate if the same

number of grid points is used. It can be seen in Figure 4.4 that, in the event of a
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128x128 grid, the accuracy of the results is not as accurate as those in Figure 4.5. It

can be seen that nearer to the boundary the error is slightly higher than in the middle.

Nevertheless, it is quite clear that the interpolation on the boundary reduces the error

and increases the accuracy.
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Figure 4.4: Plots of the horizontal (a) and vertical (b) velocity along the horizontal

centreline for both computational - without the boundary interpolation - (small circles)

and analytical (line) results. The boundary condition used is ΨB = θ − sin(θ).

4.2.5 Numerical Results

We apply the numerical scheme described in section 4.2 in order to develop a numerical

scheme on MatLab. The scheme can be used to examine numerical solutions for many

different shapes and different rates of collapse for the vessel that will be tackled in the

next chapters.
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For the circle in particular, we first use the usual condition on the boundary for a

circular vessel with a point discontinuity at the bottom. In other words

ΨB = θ − sin(θ), (4.2.20)

is to be used to test the validity of the Cartesian-based code. Using condition (4.2.20)

on the boundary, then the analytical solution at any point inside the vessel is

Ψ = θ − r sin(θ)− 2 arctan

(
(1 + r) tan

(
θ
2

)
(1− r)

)
+ π, 0 < θ < π, (4.2.21)

and

Ψ = θ − r sin(θ)− 2 arctan

(
(1 + r) tan

(
θ
2

)
(1− r)

)
− π, π < θ < 2π, (4.2.22)

with r and θ as above.

Plotting the results of both the numerical and analytical approaches, we obtain the

plots in Figure 4.5. Comparing the two plots, we can clearly see that the computational

results appear to be very accurate. The grid used here has 128x128 points in unitary

xxy dimension of the grid (1x1). In fact, the error in the computational results is

significantly less than half a percent. We define our error as the percentage difference

between our analytical results (equations (4.2.21) and (4.2.22)) and the computational

results. In order to see the efficiency of the scheme we compare the results for several

coarse grids. These are shown in Figure 4.6. As we can see, the general flow structure

of configuration remains intact but most of the error takes place down at the urethra.

This makes sense as the discontinuity at the urethra makes it more vulnerable to errors.

As such, the error at the urethral point is much higher than elsewhere, especially with

116



!

(a)

!

(b)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

x

u

(c)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.18

−0.17

−0.16

−0.15

−0.14

−0.13

−0.12

−0.11

x

v

(d)

Figure 4.5: Contour plot for computational results (a) and analytical results (b) using

the boundary condition ΨB = θ − sin(θ). Streamlines are of course not normal to the

wall as we also have tangential velocity. Also plotted are the horizontal (c) and vertical

(d) velocity along the horizontal centreline for both computational (small circles) and

analytical (line) results.
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these coarse grids. The apparent error decreases consistently if we investigate the grid

refinements as Figure 4.6 shows.

4.2.6 Steady Ellipses

We move on to apply the numerical scheme to the case of elliptical shapes. We can

also fairly easily compare these results with the analytical thin shape results of section

2.2.

We use the kinematic boundary condition (2.1.14),

∂ΨB

∂θ
= ba′(sin(θ))2 − ab′ cos(θ) + b′a(cos(θ))2. (4.2.23)

Integrating this with respect to θ and rearranging we end up with

ΨB =

(
b′a+ ba′

2

)
θ +

(
b′a− ba′

2

)
sin(2θ)− ab′ sin(θ). (4.2.24)

Rearranging our code and implementing in the numerical scheme all the above, we

derive the following contour plots for different ellipses. These can be seen in Figures

4.7 and 4.8. It is important to mention here that we have kept our stencil the same

as before (same distance horizontally and vertically). In order to assess the efficiency

of the numerical scheme for the case of the ellipses, we once again present results from

more coarse grids in Figure 4.9. We have used as an example the case where the ratio

of the major axis to the minor one is 3. The apparent error once again decreases with

the grid refinements. The general flow structure though remains intact but most of the

error takes place down at the urethra as is seen especially with these coarse grids.
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Figure 4.6: Contour plots for computational results using the boundary condition ΨB =

θ − sin(θ). Also plotted are the horizontal and vertical velocity along the horizontal

centreline. The testing of the code efficiency is demonstrated through the showing of

more coarse grids. First a 4x4 (contour plot (a), horizontal velocity (b) and vertical

velocity (c)), then an 8x8 ((d)-(f)), 16x16 ((g)-(i)), 32x32 ((j)-(l)) and 64x64 ((m)-(o))

grid are presented respectively.
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Figure 4.7: Contour plot for an ellipse with major axis to minor axis ratio of 3 using

the boundary condition from (4.2.24). Also plotted are the horizontal (b) and vertical

(c) velocity along the horizontal centreline.
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Figure 4.8: Contour plot for an ellipse with major axis to minor axis ratio of 5 using

the boundary condition from (4.2.24). Also plotted are the horizontal (b) and vertical

(c) velocity along the horizontal centreline.
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We can see here that the two plots from the horizontal elliptical-shaped vessels follow

the trend of the analytical results shown in section 2.2, specifically in Figure 2.9. The

streamlines away from the centre have a similar flow.
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We take a similar approach with vertical elliptical-shaped vessels and also compare with

the vertical thin elliptical-shaped vessels of section 2.2. Similarly to the previous results

from the horizontal elliptical-shaped vessels case, we can also see that these plots follow
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Figure 4.9: Contour plots for computational results for an ellipse with major axis to

minor axis ratio of 3 using the boundary condition from (4.2.24). The assessment of

code efficiency is demonstrated here through the showing of more coarse grids. Also

plotted are the horizontal and vertical velocity along the horizontal centreline. First a

4x4 - in a 1x1 xxy grid - (contour plot (a), horizontal velocity (b) and vertical velocity

(c)), then an 8x8 ((d)-(f)), 16x16 ((g)-(i)), 32x32 ((j)-(l)) and 64x64 ((m)-(o)) grid are

presented respectively.
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closely the trend of the analytical results for thin elliptical-shaped vessels as described

in section 2.2, Figure 2.12.

4.2.7 Results & Comments

In this section, we set the ground work for our numerical scheme using a modified

iterative finite difference scheme. Notice in Figures 4.4 and 4.5 that comparing the

same number of grid points and more specifically a 128x128 grid, with regard to the

accuracy between a standard iterative finite difference method (shown in Figure 4.4)

and our modified iterative finite difference method (see Figure 4.5), the accuracy is

improved. The boundary interpolation around the boundary of the vessel improves

the accuracy at those points making the scheme more refined than a standard iterative

finite difference scheme.

It is seen from the plots of section 4.2.6 that as the shape thins, the results for the

elliptical shapes move closer to those of the thin-vessel analysis mentioned in chapter

2. This adds confidence in the validity of our numerical scheme to further extend it.

Looking at Figure 4.8 and more specifically part (b), we can see that the horizontal

velocity moves towards the thin-vessel results and it is comparable to the figures plot-

ted in chapter 2 (see Figure 2.7 for the outer thin region and Figure 2.15 (c) for the

Euler/Laplace region near −1 ≤ x ≤ 1). It is also worth seeing the vertical velocity of

the vertical ellipses along the vertical centre line and more specifically Figure 4.11 (c)

(the vertical velocity) as it also moves towards the results of the thin analysis results

shown in Figure 2.10.
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Figure 4.10: Contour plot for an ellipse with major axis to minor axis ratio of 0.5 using

the boundary condition from (4.2.24). Also plotted are the vertical velocity along the

horizontal centre line (b) and the vertical centre line (c).
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Figure 4.11: Contour plot for an ellipse with major axis to minor axis ratio of 0.2 using

the boundary condition from (4.2.24). Also plotted are the vertical velocity along the

horizontal centre line (b) and the vertical centre line (c).
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Notice that Figures 4.7 (b) and 4.8 (b) resemble the results of both the thin horizontal

analysis and the Euler/Laplace region as discussed in section 2.2. For x > 1 and

x < −1, in both figures the thin-vessel analysis results are noticed. The Euler/Laplace

region appears in the range −1 < x < 1 and also resembles the analysis. These results

are comparable with the results in section 2.2 and more specifically Figures 2.7 and

2.15 (b). It is also worth noticing the high vertical velocities in those cases as seen

in Figures 4.7 (c) and 4.8 (c). Similar comments also apply for the case of the thin

vertical analysis. Notice the results of Figure 4.10 (c) and 4.11 (c) showing the vertical

velocity at the vertical centre line y. It is also worth noticing the dip effect in Figure

4.10 (b).

4.3 Collapsing of Circular Shape to Flat Elliptical

Shape

4.3.1 Circle Collapsing into Flat Ellipse

The results in this chapter are now assembled to create a reasonably realistic model

or first model for the collapsing of the vessel at different time steps. We will assume

that the circumference of our vessel remains the same at all stages. We start with a

circle and by applying downward force at the top and outward force at the two sides

we deform the circle into an ellipse. We once again use the boundary condition from

(4.2.24). This also applies for the starting circle as when a = b we retrieve (4.2.20). A
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Figure 4.12: Shapes taken by the vessel at different times before it collapses to a thin

flat ellipse.

variety of times are chosen, as displayed in Figure 4.12, in order to show the streamlines

for the evolving shape as given in Figure 4.13. For this particular case, we have used

values for a(t) and b(t) that are dependent on each other. More specifically,

a(t) =
√

2− (b0 − kt)2 and b(t) = b0 − kt, (4.3.1)

where a0 and b0 are the initial values for a and b, t is the time in seconds for micturition

and also k is a parameter adjusting the time in terms of the total time for micturition.
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In this case, the total time is taken to be 17 units of time (it can strictly be converted

to seconds) rounding down our result that was previously used (17.5 seconds). This

does not make any difference at all as any value can be inputed into the numerical

scheme. Hence, k = 1
17

is used to indicate that the vessel will collapse in 17 units of

time. The changes in the streamlines in this model with time can be clearly seen. As

we can see over time as the circular vessel collapses into an ellipse, most of the flow is

in the middle. This is consistent with our thin analysis from section 2.2.

4.3.2 Results

The results shown in Figure 4.13 are for the first model of a collapsing vessel as defined

in section 4.3.1. The model tries to incorporate some of the features of a collapsing

vessel in general and at the same time it gives us some insight into and from our

analytical results. In contrast with our earlier analytical results which must keep to

a circular shape, we can see that the starting circle in these cases collapses into an

ellipse. The horizontal velocity plots are odd about x = 0 and similarly the vertical

velocities even about x = 0 as expected by symmetry. It is especially interesting and

encouraging to see the horizontal velocity plot in Figure 4.13 (q) which clearly moves

closer towards the thin-vessel analysis results of Figures 2.7 and 2.15 (b). Observe

the apparent counterpart of an Euler/Laplace area near the region −0.08 < x < 0.08

approximately. It is also worth noticing the relatively high vertical velocities of the plot

in Figure 4.13 (r) which is near the urethra.

136



!

(a)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

x

u

(b)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.18

−0.17

−0.16

−0.15

−0.14

−0.13

−0.12

−0.11

x

v

(c)

137



!

(d)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.05

−0.04

−0.03

−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

x

u

(e)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.18

−0.16

−0.14

−0.12

−0.1

−0.08

−0.06

x

v

(f)

138



!

(g)

−1 −0.5 0 0.5 1
−0.04

−0.03

−0.02

−0.01

0

0.01

0.02

0.03

0.04

x

u

(h)

−1 −0.5 0 0.5 1
−0.22

−0.2

−0.18

−0.16

−0.14

−0.12

−0.1

−0.08

−0.06

−0.04

x

v

(i)

139



!

(j)

−1 −0.5 0 0.5 1
−0.05

−0.04

−0.03

−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

x

u

(k)

−1 −0.5 0 0.5 1

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0

x

v

(l)

140



!

(m)

−1 −0.5 0 0.5 1
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

x

u

(n)

−1 −0.5 0 0.5 1
−0.45

−0.4

−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0

x

v

(o)

141



x

y

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(p)

−1 −0.5 0 0.5 1
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

x

u

(q)

−1 −0.5 0 0.5 1
−2.5

−2

−1.5

−1

−0.5

0

x

v

(r)

Figure 4.13: Contour plots of the flow inside the collapsing bladder described in section

4.3. Also plotted are the horizontal and vertical velocity along the horizontal centreline.

Times for the parts are 0 (contour plot (a), horizontal velocity (b) and vertical velocity

(c)), then 3((d)-(f)), 6((g)-(i)), 9((j)-(l)), 12((m)-(o)) and 16((p)-(r)) respectively.
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4.4 Circular Shape using Boundary Element Method

4.4.1 Boundary Integral Formulation

As mentioned in section 4.1, this method can also be used to tackle the bladder collapse.

A short overview with results is presented in this section. We need to compute the

solution of (2.0.1) at any point inside a two-dimensional circle given a known value of

Ψ on the boundary. We will be applying a Dirichlet boundary condition. Everything

described here in section 4.4.1 is the standard formulation of the Boundary Element

Formulation and is shown as a background.

Using a Green’s function, we formulate the solution in terms of two integral equations

that we can solve using the Boundary Element Method. Green’s function for Laplace’s

equation in two dimensions is represented by [91] G(x, x0) satisfying

∇2G(x, x0) + δ(x− x0) = 0, (4.4.1)

where:

• x = (x, y) is the variable “field point”.

• x0 = (x0, y0) is the fixed location of the “singular point” or “pole”.

• δ(x− x0) = δ(x− x0, y − y0) is Dirac’s delta function in two dimensions.

Let us also remind ourselves of Green’s theorem. One form of the theorem can be

derived to link two variables in the volume V. Assume the existence of two variables

G and Ψ with continuous first and second derivatives within the volume V. It can be
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readily shown [10] that the following integral transformation is valid∫
V

(
Ψ∇2G−G∇2Ψ

)
dV =

∫
S

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dS, (4.4.2)

where ∂
∂n

is the derivative of a function in the direction of the outward normal vector.

This equation is Green’s second identity and is used in Boundary Element applications

in order to reduce the dimensionality of a problem by one. The mathematical functions

are not arbitrarily chosen; Ψ is the unknown potential, or the streamfunction in our

case while G is the known fundamental solution of Laplace’s equation,

G(x, x0) = − 1

2π
ln
(√

(x− x0)2 + (y − y0)2
)
, (4.4.3)

applicable to any solution domain geometry. Applying Green’s second identity to these

two functions results in the following transformation from an area integral in dA to a

line integral in dΓ,∫
A

(
Ψ∇2G−G∇2Ψ

)
dA =

∫
Γ

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dΓ, (4.4.4)

where ∂
∂n

is as defined above, A is the arbitrary area that we are interested in and

Γ is the closed lines bounding the area A. The streamfunction Ψ satisfies Laplace’s

equation ∇2Ψ = 0 everywhere in the solution domain. The fundamental solution G

however satisfies ∇2G = 0 everywhere except at the point x0 itself where it is singular.

To deal with this singularity, we can surround the point x0 by a very small circle of

radius ε and examine the solution in the limit ε → 0. By excluding this small circle,

the new area is A − Aε and the new surface is Γ + Γε , and then equation (4.4.4)

becomes ∫
A−Aε

(
Ψ∇2G−G∇2Ψ

)
dA =

∫
Γ+Γε

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dΓ, (4.4.5)
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where Aε is the area of the circle of radius ε surrounding the singular point x0 and Γε is

the closed line bounding the area Aε. We know that within the area A− Aε, ∇2Ψ = 0

and ∇2G = 0 everywhere. This makes the left hand side of (4.4.5) equal to zero and

the surface integral Γ + Γε can then be split into two line integrals as follows:

0 =

∫
Γ

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dΓ +

∫
Γε

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dΓ. (4.4.6)

We now need to evaluate the Γε integral in the above equation. It is convenient to

use the angle α measured anticlockwise from the x-axis at point x0 and substitute

dΓ = ε dα. The following substitution can also be used

∂G

∂n
=
∂G

∂r

∂r

∂n
= − 1

2πr
(−1) =

1

2πr
. (4.4.7)

Taking the Γε integral to the limit as r → ε within the limits of α from 0 to 2π, the

second integral of (4.4.6) becomes

∫
Γε

(
Ψ
∂G

∂n
−G∂Ψ

∂n

)
dΓ =

1

2π

∫ 2π

0

(
Ψ

(
1

ε

)
− ln

(
1

ε

)
∂Ψ

∂n

)
ε dα

=
1

2π

∫ 2π

0

(
Ψ + (ε ln(ε))

∂Ψ

∂n

)
dα =

1

2π
(2πΨ) = Ψ, (4.4.8)

with Ψ evaluated at x0.

Substituting this result in (4.4.6) and rearranging the terms, results in the following

equation,

Ψ =

∫
Γ

(
G
∂Ψ

∂n
−Ψ

∂G

∂n

)
dΓ. (4.4.9)
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The above equation is called the Boundary Integral Equation [10], [15], [25], [87] and

forms the starting point for the subsequent numerical formulation.

In order to make the Boundary Integral Equation a truly “boundary only” one, we

must move the interior fixed location x0 to the boundary. This results in the following

equation [10], [15], [25], [87],

1

2
Ψ =

∫
Γ

(
G
∂Ψ

∂n
−Ψ

∂G

∂n

)
dΓ. (4.4.10)

4.4.2 Numerical Implementation

Up to this point, numerical approximations have not been used in arriving at the bound-

ary integral formulation of (4.4.9), (4.4.10). If the closed boundary of the domain can

be represented by a simple equation (a circular curve for example), then an analytical

solution of the boundary integral equation may be possible. However, to be able to

cover any geometry, there seems no option but to perform the integration of the bound-

ary integral equation numerically [5], [10], [11], [15], [25], [87]. As in most forms of

numerical integration, the integral is divided into small segments called the boundary

elements. These elements can be straight lines, quadratic curves or cubic splines. The

accuracy of the boundary element approach is critically dependent on the accuracy of

the numerical integration performed.

The boundary is divided into elements and each element is defined by nodal points.

Assume that we have N nodal points on the boundary; each node has two variables
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Ψ and ∂Ψ
∂n

associated with it so there is a total of 2N variables. Any problem with a

unique solution must have either Ψ or ∂Ψ
∂n

prescribed on every nodal point. Therefore,

we have N unknowns and we need N equations to solve the problem. Assume now a

hypothetical case: a potential placed at node 1. Using the fundamental solution, we

can calculate potentials and potential gradients at every node from 1 to N , yielding

our first linear equation using the boundary integral equation (4.4.9). In producing the

second linear equation, we now place the potential at node 2 and repeat the use of the

fundamental solution to calculate all variables at the other nodes. This operation is

repeated until the potential is placed at the last node N , which will give us the final

(Nth) equation. Therefore we end up with N equations for N unknowns which produce

(we assume) a unique solution.

We then divide the boundary of the solution domain into a number of connected ele-

ments. The variation of the geometry and the variables must be described over each

element. These variations can be constant, linear, quadratic, cubic or higher order.

Furthermore, it is possible to allow the geometry variation to be different from the

variation of the variables (e.g. a linear geometry description with a quadratic varia-

tion potential.) Increasing the order of variation of an element should produce more

accurate solutions but the penalty of higher CPU time must be paid.

The boundary is described using continuous rectilinear elements and the collocation

points are taken at the middle of the elements (a, b). We take the natural co-ordinate

to be ξ along the elements with ξ having values ±1 at the edges. As such,

xi(ξ) = Nj(ξ)xij(ξ), i = 1, 2 j = a, b, (4.4.11)
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where xi (i = 1, 2) is the co-ordinate at the intermediate point defined by ξ. Nj(ξ) is

the shape function associated to the extremes j = a, b given by

Na = −1

2
(ξ − 1), Nb =

1

2
(ξ + 1), (4.4.12)

with xij representing the ith co-ordinate of the jth extreme.

The functions involved in the formulation are Ψ(ξ) and ∂Ψ(ξ)
∂n

and are represented dis-

cretely by

Ψ(ξ) = Nj(ξ)Ψj,
∂Ψ(ξ)

∂n
= Nj

(
∂Ψ

∂n

)
j

, (4.4.13)

ending up with

Ψk(ξ) =
(
N1(ξ) N2(ξ)

) (
Ψk(k)

)
,

∂Ψk(ξ)

∂n
=
(
N1(ξ) N2(ξ)

)(∂Ψk(k)

∂n

)
,

(4.4.14)

where k is the number of the node, and
(
A B

)
is a matrix consisting of two matrix

blocks [A] and [B], both together.

Discretisation of Integral Equations

We now discretise the integral equations (4.4.9), (4.4.10) leading to the following form

for each equation respectively

Ψ(l) =
K∑
k=1

(
A1(l, k) A2(l, k)

)(∂Ψk(k)

∂n

)
−

K∑
k=1

(
B1(l, k) B2(l, k)

)
)
(
Ψk(k)

)
,

(4.4.15)

and for the boundary equation

1

2
ΨB(l) =

K∑
k=1

(
A1(l, k) A2(l, k)

)(∂Ψk(k)

∂n

)
−

K∑
k=1

(
B1(l, k) B2(l, k)

)
)
(
Ψk(k)

)
.

(4.4.16)
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Here, A1, A2, B1, B2 are constants arising when the equation is applied at node l

associated to each element k along which integration is performed. Hence, we end up

with the following values for the constants

Aj(l, k) =

∫
∂Dk

Nj(ξ)G(l, ξ)
Lk
2
dξ, for j = 1, 2 , (4.4.17)

and also

Bj(l, k) =

∫
∂Dk

Nj(ξ)
∂G(l, ξ)

∂n

Lk
2
dξ, for j = 1, 2 , (4.4.18)

with l being the collocation point, k the kth node and Lk the length of the kth ele-

ment.

We will compute these constants using numerical integration based on a trapezoidal

rule.

Computation of the Normal Derivatives on the Boundary

We now move on to calculate ∂Ψ
∂n

on the boundary using (4.4.16). Since we know the

function describing the streamfunction on the boundary (i.e. ΨB which is calculated

using the kinematic boundary condition), we arrive at a linear system of k equations

and k unknowns which upon rearranging gives a system of the form

AX = B, (4.4.19)

where A is a kxk matrix and X, B are both kx1 matrices. Thus, X is the solution to

the above equation computed by Gaussian elimination and hence we end up with the

values of ∂Ψ
∂n

on the boundary.
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Computation of Streamfunctions at Internal Points

Finally, we use the results calculated above and apply the discrete equation (4.4.15)

to calculate the value of Ψ at all of the internal points. We evaluate the constants of

integration as before to obtain our solution.

4.4.3 Numerical Solutions

We now use the method described in section 4.4 to develop a numerical scheme on

MatLab [14], [24], [28], [37], [58], [105]. The scheme can be used to examine numerical

solutions for different shapes and different rates of collapse of the vessel.

We start by validating the scheme in the case where the condition on the boundary

is

ΨB = sin(θ), (4.4.20)

and the shape of the bladder is circular. We compare the numerical results with the

analytical solution

Ψ = r sin(θ), (4.4.21)

where r is the radius of the circle and θ the polar angle at any point.

Giving the contour plots for both the exact and numerical results for a number of

internal points, as shown in Figure 4.15, we see that the two are virtually identical.

This suggests that the code is working satisfactorily. For this particular results, a

boundary with 128 nodes was used to replicate the computational results.
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Figure 4.14: The collapsing circle model showing the sink, general internal point P and

polar coordinates r and θ based at the centre of the vessel of diameter F(t). Cartesian

coordinates x and y are horizontal and vertical in turn with the sink as the origin.

We then continue our validation by examining the numerical solutions found when

solving the problem within a circle with a sink at the bottom. We use a more appropriate

boundary condition that creates a point discontinuity at the origin representing the

sink (associated with the opening of the urethra). We use the following boundary

condition

ΨB = aa′(θ − sin(θ)), (4.4.22)

where ΨB is the boundary stream function as calculated in equation (2.1.16).

This condition comes from the kinematic boundary condition representing both inward
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Figure 4.15: A basic test. Contour plot of exact streamfunction values (a) and numerical

values (b) in a circle. Also plotted are the horizontal (c) and vertical velocity (d) along

the horizontal centreline.
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and downward movement in order to keep the bottom fixed and potentially be more

realistic. Additionally, the jump of 2π in ΨB is located at the bottom and represents a

sink strength of 2π.

We validate this using the following analytical solution

Ψ = θ − r sin(θ)− 2 arctan

(
(1 + r) tan

(
θ
2

)
(1− r)

)
+ π, 0 < θ < π, (4.4.23)

and

Ψ = θ − r sin(θ)− 2 arctan

(
(1 + r) tan

(
θ
2

)
(1− r)

)
− π, π < θ < 2π, (4.4.24)

with r and θ as above.

We now adjust our numerical scheme, compute as above and plot the solution contours

for both the exact and numerical results for a number of internal points as shown in

Figure 4.16. Once again, for this particular example, we have used a boundary of 128

nodes resulting in a very good accuracy.

The analytical results of (4.4.23), (4.4.24) are matched by our numerical ones. This is

promising for the progress of the numerical modeling of the research. It is clear that

the results in both the simple case (4.4.20) and the more realistic (4.4.22) are quite

accurate. In fact, the errors are less than one percent.

4.4.4 Results & Comments

It is seen in this section (4.4) that it is also possible to tackle our problem with

boundary-detailing methods such as the boundary element method. The boundary
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Figure 4.16: Contour plot of exact streamfunction values (a) and numerical values (b)

in a circle with a point discontinuity at the base. Also plotted are the horizontal (c)

and vertical velocity (d) along the horizontal centreline.
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element method is a very powerful tool that can tackle the current problem as it is seen

here. The similarity in the results in terms of accuracy of both the modified iterative

finite difference method described in section 4.2 and the boundary element method

described in section 4.4 lead us to favour the simpler and perhaps easier-to-modify it-

erative finite difference method in order to further develop the numerical scheme.

4.5 Summary

The apparent reliability of the numerical scheme developed in this chapter gives us some

confidence as the results seem reasonable, make physical sense but most of all agree with

the results obtained from the earlier analysis. This tends to give us the confidence to

further develop the numerical scheme in order to tackle more complex vessels. That can

be done mostly by making further developments concerning the boundary condition.

The trend required is to make our model more realistic. Even though these shapes

are very simple, and in two dimensions, they approximate fairly well shapes that the

bladder might take: see for example Figure 1.5 in chapter 1. The circle is taken here

throughout as the starting point of the bladder. Further developments though have

to be made in order to incorporate more realistic shapes that match better with the

clinical results.
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Chapter 5

Numerical Solutions for More

Complex Two-Dimensional

Shapes

5.1 Cardioidal Shapes

We will now use the method from section 4.2 in order to tackle more complex (or

complicated) situations. A problem with this method is that calculating the bound-

ary condition for Ψ can be rather awkward. We can do somewhat better and avoid

such awkward calculations by working with the boundary condition on the tangential

derivative of the stream function. In other words, ∂Ψ
∂s

where ∂s =
√

(∂x2 + ∂y2) is

the distance element along the boundary. Working with the tangential derivative of
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the stream function is helpful especially because the new boundary condition now only

depends on the shape function F (x, y, t). This gives us more flexibility to tackle more

complex shapes. At the same time, we will construct (or rather model) below (see

Figure 5.2) some of those complex shapes that the vessel can have at any point during

micturition in the case of human bladder evacuation.

5.1.1 Analysis of Boundary Condition

For completeness, we now simplify the form of our input boundary condition which is

significant in analytical and computational terms.

Let F = y − f(x, t) and so Fy = 1, Fx = −fx, Ft = −ft, where Fy is the differential of

F with respect to y and similarly for the rest. Now, using the result of (2.1.5) for the

kinematic condition

Ft − FyΨx + FxΨy = 0, (5.1.1)

and substituting the above results in it, we have

−Ψx = fxΨy + ft, (5.1.2)

and upon rearranging and dividing both sides by (1 + f 2
x)

1
2 , we obtain

Ψx + fxΨy

(1 + f 2
x)

1
2

=
−ft

(1 + f 2
x)

1
2

. (5.1.3)

Using triangle (a) in Figure 5.1 to help our mathematical construction, we can clearly

see that

dx

ds
= cosα =

1

(1 + f 2
x)

1
2

and
dy

ds
= sinα =

fx

(1 + f 2
x)

1
2

. (5.1.4)
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Figure 5.1: Constructions of basic triangles used for the calculations.

Now using triangle (b) from the same figure we arrive at the equation for the normal

velocity component w,

w = v cosα− u sinα = −Ψx cosα−Ψy sinα = −∂Ψ

∂s
, (5.1.5)

as might be expected, where u = Ψy and v = −Ψx. Using equation (5.1.4), we see that

(5.1.5) becomes

∂Ψ

∂s
=

Ψx

(1 + f 2
x)

1
2

+
fxΨy

(1 + f 2
x)

1
2

, (5.1.6)

and thus we have

∂Ψ

∂s
=

ft

(1 + f 2
x)

1
2

. (5.1.7)

Generalizing the formula now, we let F = G (y − f(x, t)) and therefore its differentials

with respect to x, y and t are Ft = −ftG ′, Fx = −fxG ′, Fy = G ′. We then use equation

(5.1.7) and substitute the above results yielding

∂Ψ

∂s
=

ft

(1 + f 2
x)

1
2

= −
Ft
G ′

(1 + (Fx
G ′

)2)
1
2

= − Ft

(G ′2 + F 2
x )

1
2

= − Ft

(F 2
y + F 2

x )
1
2

. (5.1.8)
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Therefore we end up with the tidy general equation for ∂Ψ
∂s

in terms of F

∂Ψ

∂s
= − Ft

(F 2
y + F 2

x )
1
2

. (5.1.9)

5.1.2 Validation

We establish whether equation (5.1.9) works by comparing it in detail with the elliptical-

shape case of equation (2.1.14), i.e. with

∂Ψ

∂θ
= ba′(sin(θ))2 − ab′ cos(θ) + b′a(cos(θ))2, (5.1.10)

and we also use the exact same function to calculate it; hence

F (x, y, t) =
x2

a2
+

(y − b)2

b2
− 1, (5.1.11)

with a = a(t) and b = b(t) denoting the lengths of the semi major and semi minor axis

respectively for the ellipse. Now, differentiating F with respect to t, we have

∂F

∂t
= −2x2a′

a3
− 2b′(y − b)

b2
− 2b′(y − b)2

b3
, (5.1.12)

and similarly, with respect to x and then for y, we obtain

∂F

∂x
=

2x

a2
and

∂F

∂y
=

2(y − b)
b2

. (5.1.13)

We also use parametric co-ordinates to describe our ellipse with the urethra at the

bottom, namely, x
a

= r sin(θ) and y−b
b

= −r cos(θ). We substitute these in Ft, Fx and

Fy, and we end up with the following equations:

∂F

∂x
=

2r sin θ

a
, (5.1.14)
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∂F

∂y
= −2r sin θ

a
, (5.1.15)

∂F

∂t
= −2a′r2 sin2 θ

a
− 2b′r2 cos2 θ

b
+

2b′r cos θ

b
. (5.1.16)

Substituting equations (5.1.14)-(5.1.16) into equation (5.1.9), we find after tidying up

that

∂Ψ

∂s
=
ba′(sin(θ))2 − ab′ cos(θ) + b′a(cos(θ))2(

a2 cos2 θ + b2 sin2 θ
) 1

2

. (5.1.17)

Once again, using triangle (a) from Figure 5.1 and of course from Pythagoras’s theorem,

we know that

ds2 = dx2 + dy2. (5.1.18)

Switching to parametric and using the same definitions as above for x and y, namely,

x
a

= r sin(θ) and y−b
b

= −r cos(θ), we then have

ds2 = a2 (dr sin θ + rdθ cos θ)2 + b2 (dr cos θ − rdθ sin θ)2 . (5.1.19)

Since an ellipse has r = 1 in the present cases, and hence dr = 0, we find after

substituting these that

ds = dθ
(
a2 cos2 θ + b2 sin2 θ

) 1
2 . (5.1.20)

Replacing ds in equation (5.1.17) with this, we end up with (5.1.10)

∂Ψ

∂θ
= ba′(sin(θ))2 − ab′ cos(θ) + b′a(cos(θ))2. (5.1.21)

This validates equation (5.1.9).
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5.1.3 Construction of Shapes

It is seen that equation (5.1.9) reduces the analytical calculations involved in the bound-

ary condition. It becomes even more noticeable if the shape description is more com-

plicated than a circle or ellipse. Once again, we let our vessel collapse in time using

the three-dimensional steady flow equation from [17] but in two spatial dimensions

and time: time here replaces the third spatial dimension of [17]. (The feature being

recognised here is that the partial collapse spatially to a carina in the setting in [17]

is similar to the full collapse in temporal terms to a zero-volume vessel in the present

setting.) With the necessary alterations the function that describes the present collapse

becomes

Fu(x, y, t) = y − (1− x2
) 1

2 +
n∑

m=1

hmt
2e−8(x−km)2 , (5.1.22)

where hm is the collapsing factor at the x = km position of the vessel, of the m out of

n movements. This represents the upper half of the function, and we similarly have a

lower one given as

Fl(x, y, t) = y +
(
1− x2

) 1
2 −

q∑
p=1

hpt
2e−8(x−kp)2 , (5.1.23)

where hp is the collapsing factor at the x = kp position for the bladder, of the p out of

q movements. Using (5.1.9) and differentiating F = Fu with respect to x, y and t, we

derive

Fx =
x

(1− x2)
1
2

−
n∑

m=1

16hmt
2(x− km)e−8(x−km)2 , (5.1.24)

Fy = 1, (5.1.25)
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and

Ft =
n∑

m=1

2hmte
−8(x−km)2 . (5.1.26)

Substituting these results in equation (5.1.9), after some manipulation, we obtain

∂Ψu

∂s
= − Ft

(F 2
y + F 2

x )
1
2

= − (1− x2)
1
2

∑n
m=1 2hmte

−8(x−km)2(
1− 2x(1− x2)

1
2α + (1− x2)α2

) , (5.1.27)

where α =
∑n

m=1 16hmt
2(x− km)e−8(x−km)2 . In a similar way, we end up with a corre-

sponding equation for the lower surface

∂Ψl

∂s
= − Ft

(F 2
y + F 2

x )
1
2

=
(1− x2)

1
2

∑c
v=1 2hvte

−8(x−kv)2(
1− 2x(1− x2)

1
2α + (1− x2)α2

) , (5.1.28)

where α =
∑c

v=1 16hvt
2(x− kv)e−8(x−kv)2 .

5.1.4 Implementation of the Numerical Scheme

The numerical scheme performed here uses the same five-point modified iterative fi-

nite difference method described in Chapter 4. In this case though, the boundary

condition is treated by means of equation (5.1.9). More precisely, the method also in-

corporates the shape construction and hence the boundary conditions used are the ones

described in equations (5.1.27) and (5.1.28). We then apply the conditions all around

our boundary by means of the length of the element ds between two points. We then
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apply Laplace’s equation inside the boundary using also our boundary interpolation

simultaneously.

We would also like to mention or recap here that the shape of the collapsing vessel

of Figure 5.2 is motivated by actual bladders collapsing similarly to those in Figures

1.5 and 1.6. Of course the real-world bladder can take many other shapes during its

collapse but often of a similar structure. The numerical scheme can cope with many

kinds of bladder collapse and shapes.

This particular example displayed in Figure 5.2 uses five collapsing factors for the upper

structure of equation (5.1.22) and three for the lower structure displayed in equation

(5.1.23). Hence, we place the collapsing effect at x = 0 (i.e. k1 = 0) with a collapsing

factor h1 = 1.3, similarly, we have k2 = −k3 = 0.4 with a collapsing factor h2 = h3 = 1.2

and finally k4 = −k5 = 0.9 with a collapsing factor h4 = h5 = 1.1. In the same manner

the lower half of the vessel is constructed. A collapsing effect is placed at x = 0 (i.e.

k1 = 0) with a collapsing factor h1 = 0.01. Also, we have k2 = −k3 = 0.75 with a

collapsing factor of v2 = v3 = −0.1. The same structure is also used in Chapter 6 for

the same case but in an axisymmetric configuration.

5.2 Results

The results plotted in Figure 5.3 have many interesting features. First of all, it is

important to repeat that these sorts of shapes are what is expected for a real-world col-

lapsing bladder. These can be compared quite favourably with the cystourethrograms
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!

Figure 5.2: Shapes that the vessel takes at different times as it collapses with a

cardioidal-like shape, in the model of section 5.1. Horizontal x, vertical y.

described in the introduction and shown in Figures 1.5 and 1.6. The shape the collapse

takes here is perhaps a candidate to be taken into consideration for possible trans-

plants of the bladder. It seems that most of the squeeze velocity is vertical from those

scans. This is seen from the fact that the bladder starts off as a sphere and turns into

an elliptical or thin cardioidal vessel as it collapses, making minimum movement from

the sides. Contrary to Figure 4.12 where the vessel opens outwards and its horizontal
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Figure 5.3: Contour plots of the fluid motion within the modeled collapsing vessel. Also

plotted are the horizontal and vertical velocity along the horizontal centreline. Times

for the parts are 0.01 - just after the start of micturition - (contour plot (a), horizontal

velocity (b) and vertical velocity (c)), then 8((d)-(f)), 12((g)-(i)), 15((j)-(l)) and 16.8 -

just before the end of micturition - ((m)-(o)) respectively.
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length increases, the vessel shapes from Figure 5.2 have reduction (squeeze) in horizon-

tal length (size). This is what is expected from a normal bladder during micturition as

described in the introduction. It is also useful here to notice and compare the thin case

(streamlines and velocities) during the end of the collapse. As we see in Figure 4.13

(p)-(r), the horizontal and vertical velocity away from the urethra has a near zero veloc-

ity. This can be potentially risky, causing high urine volumes to remain in the bladder

and can have negative effects or cause problems in the bladder. The shape and collapse

of Figure 5.3 (m)-(o), which is more realistic, shows a non-zero velocity value on the

sides and the areas away from the urethra in general, thus avoiding this slow movement

and potential problems. Thus, the shape the vessel takes during its collapse is seen to

substantially affect the flow. Possible changes in the shapes, such as the one in Figure

4.13, can cause problems including stagnant regions or even eddies, and therefore have

medical implications on the bladder. In chapters 2 and 4 and more precisely in Figure

2.3 we addressed the analytical shape where the circular vessel collapses proportionally

from all sides and finishes as a very small circle during its full collapse. In contrast, we

now have quite a different case as we can see with Figure 5.3 and this is more similar to

the human bladder collapse in general. In particular, we can see in Figure 5.3 (b) that

at the start of micturition the horizontal velocity at the sides is effectively zero.

It is also appropriate to mention here that the streamfunction is time dependent as is

seen in equations (5.1.27) and (5.1.28). All the plots of the horizontal velocity along

the centre line in Figure 5.3 are odd about x = 0 and similarly the vertical velocity

of the centre line is even about x = 0. The horizontal velocity is zero along x = 0.

This makes physical sense as the urethra is right underneath in a sense and the velocity
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is mainly vertical at that point close to the axis x = 0. We can also see that as the

vessel collapses and becomes thinner, the horizontal velocity appears to approach the

earlier thin-vessel analysis results. This becomes obvious in Figure 5.3 (k) near the

range −0.3 ≤ x ≤ 0.3 and even more in Figure 5.3 (n) where the velocity (horizontal)

has its Laplace/Euler region in the range near −0.08 ≤ x ≤ 0.08 in effect. Therefore,

Figures 5.3 (n) and (o) (near the range −0.08 ≤ x ≤ 0.08) resemble those from the

Euler/Laplace analysis seen in Figure 2.15 (c), (d). This is encouraging even though the

shape of this vessel is different. Away from these regions the thin horizontal analysis

of section 2.2.1 applies. Also, in Figure 5.3 (e) we can see a small feature near the wall

which is attributed to the definition of the shape (the separation of the upper and the

lower half). A similar comment can be made about the vertical velocity as we can see

in Figure 5.3 (f) and (i). Even though in the horizontal velocity case (Figure 5.3 (e)) it

is not a large effect, the vertical velocity cases (Figure 5.3 (f) and (i)) seem to have a

larger effect which is most probably affected by the general collapse and shape rather

than what is specifically happening at that point. The largest velocity is at the x = 0

axis in all case. Finally, if we see the vertical velocity values of Figure 5.3 (o), we see

the very high values that occur near the urethra.

5.3 Summary

The treatment of the kinematic boundary condition here means that we can now tackle

the whole numerical task in a more efficient way. The combination of it with the

shape construction means that a substantial number of shapes can be tackled now with
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minimal effort in principle. The demonstration in Figure 5.3 is just for one possible

shape that the numerical scheme can tackle. Non-symmetrical shapes can also be

covered in the same way as the symmetric example in Figure 5.3.
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Chapter 6

Numerical Solutions for

Axisymmetric Shapes

The natural progression of the current work is to tackle numerically axisymmetric

shapes. Obviously, the analytical model described in chapter 3 was fairly simple both

in terms of the shape and also the fact that it was axisymmetric. It is nonetheless a

step forward. The modified iterative finite difference numerical scheme that we have

also described earlier in chapters 4 and 5 tackles two dimensions but is capable of be-

ing extended readily to the axisymmetric behaviour of current concern. This tends to

confirm that the method is very flexible especially compared with other methods such

as conformal mapping which is confined to two-dimensional problems. The simplicity

of the present model as well as the methodology makes it capable of adapting to all

sorts of vessel shapes. This is very important when we are dealing with a substantially
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distorting vessel such as the bladder.

6.1 Numerical Solution for Axisymmetric Sphere

We now aim to first tackle numerically the axisymmetric sphere. This will be a good

check for the altered numerical method that aims at tackling axisymmetric shapes for

our vessels. A stream function can be defined for axisymmetric flows because the conti-

nuity equation reduces to two terms only. When working in axisymmetric coordinates,

it is always convenient to move back and forth from spherical coordinates to cylindrical

and vice versa. In order to keep the present account as clear as possible, we will keep

for spherical coordinates the same notation that was used in chapter 3 (r, θ), and use

for cylindrical coordinates the notation (R, z) with R being the horizontal coordinate

(radius) and z the vertical (distance up the axis).

The continuity equation in cylindrical coordinates can be written as

∂

∂R
(RuR) +

∂

∂z
(Ruz) = 0, (6.1.1)

yielding

uR = − 1

R

∂Ψ

∂z
, uz =

1

R

∂Ψ

∂R
. (6.1.2)

The axisymmetric stream function has units m3/s in contrast to the stream function for

plane flow which has units m2/s. In addition, since our flow is also irrotational,

∂uR
∂z
− ∂uz
∂R

= 0. (6.1.3)

174



Now, substituting (6.1.2) into (6.1.3), we obtain

∂2Ψ

∂R2
− 1

R

∂Ψ

∂R
+
∂2Ψ

∂z2
= 0, (6.1.4)

or E2Ψ = 0, as it is sometimes known where E2 = ∂2

∂R2 − 1
R

∂
∂R

+ ∂2

∂z2
= 0. This is

different from the Laplace equation, ∇2Φ = 0, satisfied by the velocity potential.

6.1.1 Numerical Scheme using Finite Difference Method

As with Laplace’s equation in two dimensions, so it goes with equation (6.1.4). Once

again, we approximate the equation (in this case (6.1.4)) into a set of linear simultaneous

equations and write them in matrix notation. A standard iterative approach is used

to solve the problem. We proceed in the exact same way as before and we retain the

definition of our stencil as in Figure 6.1. Moreover, we use the standard iterative finite

difference results for the R-direction, namely,

∂2ψ(i,j)

∂R2
=
ψ(i+1,j) − 2ψ(i,j) + ψ(i−1,j)

h2
+O(h2). (6.1.5)

Now for the vertical or z-direction we have

∂2ψ(i,j)

∂z2
=
ψ(i,j+1) − 2ψ(i,j) + ψ(i,j−1)

h2
+O(h2), (6.1.6)

and also
∂ψ(i,j)

∂R
=
ψ(i+1,j) − ψ(i−1,j)

2h
+O(h2). (6.1.7)

Superimposing both the R and z directions and substituting (6.1.5), (6.1.6), (6.1.7) in

175



Figure-3 : 5-point stencil for Laplace equation.
By substituting Eqn.(7) in the Laplace equation, we find

!i!1,j ! 2!i,j ! !i!1,j ! !i,j!1 ! 2!i,j ! !i,j!1 " 0

or

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1"     (8)

Eqn.(8) is a wonderful result that leads to:

Corollary : If ! satisfies Laplace equation, then !, at any point in the domain D, is the
average of the values of ! at the four surrounding points in the 5-point stencil of Figure-3.

This corollary is the basis of the iterative method.
We need to make a small modification in Eqn.(8) when we wish to solve the Poisson

equation

"2! " F!x,y"

where F!x,y" is a known function. In this situation, Eqn.(8) is modified to

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1" ! h

2

4
Fi,j     (9)

Dirichlet Problem
Consider the simple problem of Figure-4 posed in a box with only four interior points. ! is

given on the East, West, North, and South walls. Thus, !!1,2", !!1,3", !!2,4", !!3,4",
!!4,3", !!4,2", !!3,1", and !!2,1" are known. We have to calculate the values of !!2,2",
!!3,2", !!2,3", and !!3,3".We begin the iterative process by assuming

!!0"!2,2" " !!0"!3,2" " !!0"!2,3" " !!0"!3,3" " 0     (10)

Figure 6.1: Example of 5-point stencil on our grid.

(6.1.4) after tidying up, we have

E2ψ = 2R
(−4ψ(i,j) + ψ(i,j−1) + ψ(i,j+1) + ψ(i+1,j) + ψ(i−1,j)

)
+h

(
ψ(i−1,j) − ψ(i+1,j)

)
= 0.

(6.1.8)

Upon rearranging we obtain the following iterative formula

ψ(i,j) =
1

4

(
ψ(i+1,j) + ψ(i−1,j) + ψ(i,j+1) + ψ(i,j−1)

)
+

h

8R

(
ψ(i−1,j) − ψ(i+1,j)

)
, (6.1.9)

which is the resulting iterative equation for calculating the stream function at any point

inside our vessel. The method is then as in the two-dimensional case in the sense that

a shape is defined on our grid. We define the boundary conditions using an in -or out-

sense (see section 6.1.2) and/or interpolation as before and we let the code calculate

the flow inside the vessel or approximated vessel.

Similarly to section 4.2.3, we use successive over-relaxation to accelerate the method.

The overall process is as described in section 4.2.3.
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6.1.2 Boundary Interpolation

Similarly to section 4.2.4, we briefly describe here this non-standard aspect of the

numerical scheme. Since accuracy on the boundary is very important due to the com-

plexity of the shapes, we adhere to the scheme of chapter 4. The boundary is where

most of the error is and we therefore aim to reduce that. In order to minimise the

error, we embed into our code a boundary interpolation. The interpolation is done by

relatively accurate means at the boundary.

In Figure 6.2 which shows an elliptical vessel in a grid, we can clearly see that most

of those nodes that are just inside the boundary have part of their stencil outside the

boundary but still within the total grid. Now, since we are only interested in solution

values inside and on the boundary and not outside, this feature needs to be tackled.

Boundary interpolation is adopted. The general formula for the nodes described and

shown in Figure 6.2 satisfies the following equation(
2

hi+1hi−1

+
(hi−1 − hi+1)

ri,jhi+1hi−1

+
2

hj+1hj−1

)
Ψ(i, j) =

2Ψj+1

hj+1(hj+1 + hj−1)
+

2Ψi+1

hi+1(hi+1 + hi−1)

+
2Ψj−1

hj−1(hj−1 + hj+1)
+

2Ψi−1

hi−1(hi−1 + hi+1)

+
hi−1Ψi+1

ri,jhi+1(hi+1 + hi−1)
− hi+1Ψi−1

ri,jhi−1(hi−1 + hi+1)
, (6.1.10)

with hi+1, hi−1, hj+1, hj−1 denoting the distances between the nodes. Each of these

distances can have a value of either h or smaller depending on the boundary and as

depicted in Figure 6.2. In addition ri,j is the value of R at point (i, j).
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!Figure 6.2: Example of a possible elliptical boundary within our grid. The nodes are

generally separated by a distance h. Near the boundary though this is not always the

case. As you can see in the figure, hi+1 = hi−1 = hj−1 = h. This is not the case with

hj+1 which is smaller. We therefore employ formula (6.1.10) for this point P. In the

case of the point Q on its right, we have two points which are smaller than h. The

formula (6.1.10) tackles this case as well. Horizontal R(t), vertical z(t).

Once again, it is possible to have one or two or even three points of our stencil outside the

grid. Hence, depending on the positioning of the stencil inside the shape, different points

of the stencil will be outside and hence the above formula will vary accordingly.

For the case where we have one point of the stencil outside the shape, and more specif-
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ically the point (i+ 1, j) outside, the iterative equation is as follows:

Ψ0 =
ri,jh

2Di+1

2ri,j(Di+1 + h) + h(Di+1 − h)(
(2ri,j − h)

ri,jDi+1(Di+1 + h)
ΨB +

1

h2
Ψj−1 +

(2ri,j +Di+1)

ri,jh(Di+1 + h)
Ψi−1 +

1

h2
Ψj+1

)
, (6.1.11)

where h is the distance between stencil points, Di+1 the new distance between Ψ0 and

the boundary in the (i+1) direction, and ΨB the value of Ψ on the boundary. Similarly,

for the other three directions, we derive the following three equations. For the bottom

one we have

Ψ0 =
h2Dj−1

2(Dj−1 + h)(
(2ri,j − h)

2ri,jh2
Ψi+1 +

2

Dj−1(Dj−1 + h)
ΨB +

(2ri,j + h)

2ri,jh2
Ψi−1 +

2

h(Dj−1 + h)
Ψj+1

)
;

(6.1.12)

for the left one we have

Ψ0 =
ri,jh

2Di−1

2ri,j(Di−1 + h)− h(Di−1 − h)(
(2ri,j −Di−1)

ri,jh(Di−1 + h)
Ψj+1 +

1

h2
Ψj−1 +

(2ri,j + h)

ri,jDi−1(Di−1 + h)
ΨB +

1

h2
Ψj+1

)
; (6.1.13)

and for the right one

Ψ0 =
h2Dj+1

2(Dj+1 + h)(
(2ri,j − h)

2ri,jh2
Ψi+1 +

2

h(Dj+1 + h)
Ψj−1 +

(2ri,j + h)

2ri,jh2
Ψi−1 +

2

Dj+1(Dj+1 + h)
ΨB

)
;

(6.1.14)
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is the appropriate iterative form. Similarly, for the case where we have two points of

the stencil outside our shape, and more specifically (i+ 1, j) and (i, j− 1), the iterative

equation is as follows:

Ψ0 =
ri,jDi+1Dj−1h

2ri,j(Di+1 +Dj−1) +Dj−1(Di+1 − h)(
(2ri,j − h)

ri,jDi+1(Di+1 + h)
ΨB +

2

Dj−1(Dj−1 + h)
ΨB

+
(2ri,j +Di+1)

ri,jh(Di+1 + h)
Ψi−1 +

2

h(Dj−1 + h)
Ψj+1

)
, (6.1.15)

where the notation is, as in the previous case of one stencil point, outside the shape.

In a similar way, there are three more cases with two points of the stencil outside the

shape. For the case where the points (i− 1, j) and (i, j − 1) are outside the stencil, we

have

Ψ0 =
ri,jDj−1Di−1h

2ri,j(Dj−1 +Di−1)−Dj−1(Di−1 − h)(
(2ri,j −Di−1)

ri,jh(Di−1 + h)
Ψi+1 +

2

Dj−1(Dj−1 + h)
ΨB

+
(2ri,j + h)

ri,jDi−1(Di−1 + h)
ΨB +

2

h(Dj−1 + h)
Ψj+1

)
; (6.1.16)

for (i, j + 1) and (i− 1, j) we have

Ψ0 =
ri,jDi−1Dj+1h

2ri,j(Di−1 +Dj+1)−Dj+1(Di−1 − h)(
(2ri,j −Di−1)

ri,jh(Di−1 + h)
Ψi+1 +

2

h(Dj+1 + h)
Ψj−1

+
(2ri,j + h)

ri,jDi−1(Di−1 + h)
ΨB +

2

Dj+1(Dj+1 + h)
ΨB

)
; (6.1.17)
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and finally for (i+ 1, j) and (i, j + 1)

Ψ0 =
ri,jDj+1Di+1h

2ri,j(Dj+1 +Di+1) +Dj+1(Di+1 − h)(
(2ri,j − h)

ri,jDi+1(Di+1 + h)
ΨB +

2

h(Dj+1 + h)
Ψj−1

+
(2ri,j +Di+1)

ri,jh(Di+1 + h)
Ψi−1 +

2

Dj+1(Dj+1 + h)
ΨB

)
, (6.1.18)

following the same pattern. There is also the case where we have three points outside

the vessel shape. In the event that (i+ 1, j), (i, j − 1) and (i, j + 1) are outside

Ψ0 =
ri,jDj+1Di+1hDj−1

2ri,jDj+1Dj−1 + (h−Di+1)Dj+1Dj−1 + 2ri,jDi+1h)(
2ΨB

Dj+1(Dj+1 +Dj−1)
+

2ΨB

Di+1(Di+1 + h)
+

2ΨB

Dj−1(Dj−1 +Dj+1)

+
2Ψi−1

h(h+Di+1)
+

hΨB

ri,jDi+1(Di+1 + h)
− Di+1Ψi−1

ri,jh(h+Di+1)

)
, (6.1.19)

for (i, j − 1), (i− 1, j) and (i+ 1, j) we have

Ψ0 =
ri,jDi−1Di+1hDj−1

2ri,jhDj−1 + (Di−1 −Di+1)hDj−1 + 2ri,jDi−1Di+1)(
2Ψj+1

h(h+Dj−1)
+

2ΨB

Di+1(Di+1 +Di−1)
+

2ΨB

Dj−1(Dj−1 + h)

+
2ΨB

Di−1(Di−1 +Di+1)
+

Di−1ΨB

ri,jDi+1(Di+1 +Di−1)
− Di+1ΨB

ri,jDi−1(Di−1 +Di+1)

)
, (6.1.20)

for (i, j − 1), (i− 1, j) and (i, j + 1) we have

Ψ0 =
ri,jDj+1Di−1hDj−1

2ri,jDj+1Dj−1 + (Di−1 − h)Dj+1Dj−1 + 2ri,jDi−1h)(
2ΨB

Dj+1(Dj+1 +Dj−1)
+

2Ψi+1

h(Di−1 + h)
+

2ΨB

Dj−1(Dj−1 +Dj+1)

+
2ΨB

Di−1(h+Di−1)
+

Di−1Ψi+1

ri,jh(Di−1 + h)
− hΨB

ri,jDi−1(h+Di−1)

)
, (6.1.21)
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and for (i− 1, j), (i+ 1, j) and (i, j + 1) we have

Ψ0 =
ri,jDi−1Di+1hDj+1

2ri,jhDj+1 + (Di−1 −Di+1)hDj+1 + 2ri,jDi−1Di+1)(
2ΨB

Dj+1(h+Dj+1)
+

2ΨB

Di+1(Di+1 +Di−1)
+

2Ψj−1

h(Dj+1 + h)

+
2ΨB

Di−1(Di−1 +Di+1)
+

Di−1ΨB

ri,jDi+1(Di+1 +Di−1)
− Di+1ΨB

ri,jDi−1(Di−1 +Di+1)

)
. (6.1.22)

As with the two dimensional case, equation (6.1.10) and the twelve conditions that

are derived from it and have been employed (equations (6.1.11)-(6.1.22)) make the

numerical scheme more memory intensive than without them, but a lot more accurate

around the boundary.

6.1.3 Numerical Results

We now apply the numerical scheme described in sections 6.1.1 and 6.1.2. The aim

is to develop a numerical scheme capable of examining numerical solutions for many

different shapes and different rates of collapse of the vessel.

For the sphere, in particular, we will use the boundary condition for a spherical vessel

with a sink at its lowest point. This can be worked out by letting r = a in equation

(3.1.18), then Ψ on the boundary of our axisymmetric sphere satisfies

Ψr=a = a2V (1 + cos θ)− a2V

2
sin2 θ. (6.1.23)

For simplicity we let V = 1 and also use a circle of radius one, hence a = 1. We

therefore have the boundary condition

Ψr=a = (1 + cos θ)− 1

2
sin2 θ. (6.1.24)
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This equation will be used to test the validity of our Cartesian-based code in the present

axisymmetric setting. We will use this as the boundary condition for our numerical

scheme to see if the analytical result is reproduced. It is known from Butler’s theorem

in chapter 3, and more specifically equation (3.1.18), that the analytical solution with

this condition at any point inside the vessel is

Ψ = r (1 + cos θ) +

1 +
1
r

+ cos θ(
1
r2

+ 2
r

cos θ + 1
) 1

2


− r

(
1 +

r + cos θ

(r2 + 2r cos θ + 1)
1
2

)
− r2

2
sin2 θ, 0 < θ < 2π & 0 < r < 1. (6.1.25)

Once again, for simplicity, we let a = 1 and also V = 1. In addition, r and θ are as

defined previously in this thesis.

Plotting the results of both the numerical and the analytical approaches, we obtain the

results of Figure 6.3. It can be seen that both the plots look very similar and they are

in fact virtually identical proving the accuracy of the computational method. The grid

used here is a 128x128. We also demonstrate in Figure 6.4 the efficiency of the code

through more coarse grids. As we increase the grid points though, the code becomes

even more efficient especially at the urethral point. We see that even with the 4x4 grid,

most of the flow in the vessel is captured.
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Figure 6.3: Contour plot of exact streamfunction values (a) and numerical values (b)

for the sphere using the boundary condition Ψ = (1 + cos θ)− 1
2

sin2 θ. Also plotted are

the horizontal (c) and vertical (d) velocity along the horizontal centreline.
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Figure 6.4: Contour plot for computational results for the sphere using the boundary

condition Ψ = (1 + cos θ) − 1
2

sin2 θ. Here, the demonstration of the code efficiency is

through the showing of more coarse grids. Also plotted are the horizontal and vertical

velocity along the horizontal centreline. First a 4x4 grid (contour plot (a), horizontal

velocity (b) and vertical velocity (c)), then we have an 8x8 ((d)-(f)), 16x16 ((g)-(i)),

32x32 ((j)-(l)) and 64x64 ((m)-(o)) grid respectively. Again the urethra is at the origin.
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6.2 Numerical Solutions for More Complex Axisym-

metric Shapes

6.2.1 Axisymmetric Cardioidal Shapes

The method described in section 6.1 will now be used to tackle more complex shapes.

The method is also an extension of chapter 5. Once again, the issue of the method

used in section 6.1 is that it can be quite awkward to calculate. We will therefore once

again treat it by working with the tangential derivative of the stream function. More

precisely, ∂Ψ
∂s

where ∂s =
√

(∂R2 + ∂z2) is the distance element along the boundary.

The fact that the boundary condition now depends solely on the shape function makes

this very helpful. The flexibility to tackle even more complex shapes, especially in

an axisymmetric configuration, is rather useful in making our model have increased

applicability.

Analysis of Boundary Condition

A simplification of our input boundary condition is significant both in analytical and

computational terms and is considered here.

Let F = z − f(R, t) and therefore Fz = 1, FR = −fR, Ft = −ft, where Fz is the

differential of F with respect to z and similarly for the other terms. Now, using the

result of equation (2.1.5) for the kinematic condition, gives

Ft =
1

R
FRΨz − 1

R
FzΨR. (6.2.1)
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After substituting the above results in it and upon rearranging and dividing both sides

by (1 + f 2
R)

1
2 , we obtain

ΨR + fRΨz

(1 + f 2
R)

1
2

=
Rft

(1 + f 2
R)

1
2

. (6.2.2)

!

dz

dR

ds

(a)

α

w,n v

u

(b)

Figure 6.5: Constructions of triangles used for the calculations.

Using triangle (a) in Figure 6.5 to help our mathematical construction, we can clearly

see that

dz

ds
= sinα =

1

(1 + f 2
R)

1
2

and
dR

ds
= cosα =

fR

(1 + f 2
R)

1
2

. (6.2.3)

Now, using triangle (b) from the same figure, we arrive at the equation for the normal

velocity component w. After substituting uR = 1
R

Ψz and uz = − 1
R

ΨR and also using

equation (6.2.3), we obtain

∂Ψ

∂s
=

1

R

Ψx

(1 + f 2
R)

1
2

+
1

R

fRΨR

(1 + f 2
R)

1
2

, (6.2.4)

and thus we have

∂Ψ

∂s
=

ft

(1 + f 2
R)

1
2

. (6.2.5)

Once again, for generalizing the formula, we let F = G (z − f(R, t)) and therefore its

differentials with respect to R, z and t are Ft = −ftG ′, FR = −fRG ′, Fz = G ′. We then
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use equation (6.2.5), substitute the above results and simplify to end up with

∂Ψ

∂s
= − Ft

(F 2
R + F 2

z )
1
2

, (6.2.6)

as the appropriate boundary condition.

6.2.2 Construction of shapes

As we have seen in effect in chapter 5, equation (6.2.6) reduces the analytical calcula-

tions involved in the boundary condition. This is more apparent if the shape description

is more complex than a sphere. Once again, the three-dimensional flow equation from

[17] is used but in this context there are two spatial dimensions of an axisymmetric

structure and time: this again replaces the third spatial dimension of [17]. With the

necessary alterations, the function describing the present collapse becomes

Fu(R, z, t) = z − (1−R2
) 1

2 +
n∑

m=1

hmt
2e−8(R−km)2 , (6.2.7)

where hm is the collapsing factor at the R = km position of the vessel, of the m out of

n movements. This represents the upper half of the function, and we similarly have a

lower half given as

Fl(R, z, t) = z +
(
1−R2

) 1
2 −

q∑
p=1

hpt
2e−8(R−kp)2 , (6.2.8)

where hp is the collapsing factor at the R = kp position for the bladder, of the p out of

q movements. Using (6.2.6) and differentiating F = Fu with respect to R, z and t, we
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derive after some manipulation to the condition

∂Ψu

∂s
= − Ft

(F 2
R + F 2

z )
1
2

= − (1−R2)
1
2

∑n
m=1 2hmte

−8(R−km)2(
1− 2R(1−R2)

1
2α + (1−R2)α2

) , (6.2.9)

where α =
∑n

m=1 16hmt
2(R − km)e−8(R−km)2 . In a similar way, we end up with a

corresponding condition for the lower surface

∂Ψl

∂s
= − Ft

(F 2
R + F 2

z )
1
2

=
(1−R2)

1
2

∑c
v=1 2hvte

−8(R−kv)2(
1− 2R(1−R2)

1
2α + (1−R2)α2

) , (6.2.10)

where α =
∑c

v=1 16hvt
2(R− kv)e−8(R−kv)2 .

6.2.3 Implementation of the Numerical Scheme

The numerical scheme performed here is similar to chapter 5. In this case though, the

boundary conditions (equations (6.2.9) and (6.2.10)) are only applied in the positive

radius side (φ = 0) and we use a constant value as a boundary condition at the line

R = 0. This is because on the axis we require the radial velocity uR = 0 and hence

∂Ψ
∂z

= 0 which means that Ψ is constant along the vertical axis. The outer wall boundary

condition (equations (6.2.9) and (6.2.10)) is then multiplied by the boundary length

of the boundary ds between two points. We then apply equation (6.1.9) inside our

boundary. The boundary interpolation performed in section 6.1.2 is also used. The
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structure in Figure 6.6 is the same as that used in Chapter 5 motivated by medical

cystourethrograms.

!

Figure 6.6: Shapes that the axisymmetric vessel takes at different times as it collapses

with a cardioidal-like shape. Horizontal axis is R, vertical is z.
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Figure 6.7: Contour plots of the fluid motion within the modeled collapsing vessel. Also

plotted are the horizontal and vertical velocity along the horizontal centreline. Times

for the parts are 0.01 -just after the start of micturition- (contour plot (a), horizontal

velocity (b) and vertical velocity (c)), then 8((d)-(f)), 13((g)-(i)), 15((j)-(l)) and 16.8

-just before the end of micturition- ((m)-(o)) respectively.

199



6.3 Results

As described previously in the two-dimensional results in chapter 5, the shapes that

are described here are fairly representative of what we expect from a normal bladder

during micturition (collapse). Axisymmetric shapes such as these are also very useful

potentially for real comparisons as we can see from the cystourethrograms in Figures

1.5 and 1.6 (b) and (c). As described earlier in chapter 5 and more precisely in section

5.2 most of the squeeze velocity is vertical. Hence, the analytical result from Figure 6.3

(c) shows that we have a high horizontal velocity. Similarly to the circle, the sphere

described in Figure 6.3 collapses proportionally from all sides keeping the urethra fixed

and the shape spherical. This is not the case of course in reality as most of the squeeze

is vertical. Thus we can see in the Figure 6.7 (b) that at the start of micturition the

horizontal velocity at the sides is zero. The streamfunction here is also time dependent

as we can see in equations (6.2.9) and (6.2.10).

All the plots of the horizontal and vertical velocity of the centre line in Figure 6.7 are

even about x = 0. The horizontal velocity is zero along x = 0 as required. We can

also see that as the vessel collapses and becomes thinner, the horizontal velocity tends

to approach the thin-vessel analysis results. This is once again obvious in Figure 6.7

(k) near the range −0.3 ≤ x ≤ 0.3 and even more in Figure 6.7 (n) where the velocity

(horizontal) has its Laplace/Euler region in the range −0.08 ≤ x ≤ 0.08 effectivelly.

Away from this region once again the thin-layer analysis applies as in section 3.2 and

also 2.2.1.

Also in Figure 6.7 (h) we can see once again a small feature on the sides which is
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attributed to the definition of the shape (the separation of the upper and the lower

half). A similar point can be made about the vertical velocity near the edges in Figure

6.7 (f) and (i); even though in the horizontal velocity cases (see Figure 6.7 (e) and (h))

it is not a big effect, the vertical velocity cases seem to have a larger effect which is most

probably affected by the general collapse and shape rather than by what is happening

specifically at that point. It is also worth mentioning that the vertical velocity of the

analytical result of the sphere in Figure 6.3 (d) and Figure 6.7 (c) exhibits a different

behaviour in the middle.

It is also interesting to compare the streamlines between the two dimensional and

axisymmetric cases. We can see similarities especially in the thin cases but in the

spherical or near-spherical shapes the lines are more curved in the axisymmetric cases

(the differences also apply for their respective horizontal and vertical velocities). Finally,

if we once again examine the vertical velocity values of Figure 6.7 (o), we see the very

high values that occur near the urethra.

6.4 Summary

In summary, we see in this chapter that the numerical results for the axisymmetric

cases are very similar to those in two dimensions. That is overall encouraging as it

means that the axisymmetric flow structure resembles to a significant extent that of

the two-dimensional case.
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Chapter 7

Concluding Remarks

7.1 Overview

In this thesis, we have developed a first mathematical model for the mechanical or fluid

dynamical characteristics of the human bladder. The research was done in cooperation

with the pharmaceutical industry (Astellas Pharma Ltd) through a Cooperative Award

in Science and Engineering (CASE) for the present project and with several linkages

with the UCL medical modelling group. The current models used in practice are mostly

based on statistical results from previous patients rather than the actual mechanical

issues of the bladder and its contained fluid. After all, its shape is different from

individual to individual and it changes based on the sex, the size of the cavity in which

it is contained [71], et cetera. Due to its elasticity (modulus of elasticity of about 0.05

MPa [21]) depending on the reasons mentioned and also its filling capacity, the huge
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changes and deformations of the bladder shape make it rather challenging to tackle, as

regards detailed modelling.

We suggest tentatively that our approach of tackling the modelling of this vessel de-

pending on its shape may prove to be rather practical in the long run since it can be put

into a clinical context (after vessel construction), in principle, and also be more precise

depending on the case of each individual. Lack or delay in mathematical modelling of

the urinary bladder may have slowed medical progress in this area. Yet, developing an

understanding for the mechanical and dynamical functions of the vessel, including its

fluid, can open new doors for further clinical and pharmaceutical research.

In particular, a main feature in this thesis has been the simplification of the input

boundary condition. Having a boundary condition that satisfies the kinematic boundary

condition which only depends on the shape of the vessel makes it potentially really useful

and user friendly. At the same time, the use of the function used in [17] for the shape

of the vessel means that we can alter our code to virtually model many different shapes

just by means of one equation or just by altering the parameters. These features appear

to have been particularly advantageous.

With regard to the numerical scheme, effort has been put in to make it overall as

time efficient as possible. Using a numerical scheme based simply on a modified finite

difference method meant that this was possible. Hence, almost all of the figures from

this thesis take only a few seconds to obtain. Time efficiency was an aspect of the

model that we wanted due to the perceived need for combining this model with others

(like [43]) modelling other parts of the lower urinary tract.
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The appendix of the thesis has a chapter on the possibility of extending all the work in

order to cover the Navier-Stokes equations and not just Laplace’s equation. In essence,

a possible relationship on the boundary for the streamfunction and vorticity can lead

the way in further expanding the current work as it is.

7.2 Summary Discussions for Each Section

Presented here is a brief discussion for each chapter and its results. Chapter 2 started

with the analysis of two-dimensional vessel shapes and more specifically a circle with a

point discontinuity at the lowest point. This shape was tackled in three ways, numer-

ically and analytically in terms of the Poisson integral formula and also with respect

to complex functions. All three results agreed with each other and so provided a first

guidance for this simple shape. This chapter was the backbone of the thesis. The

complex function result could be applied in a similar way to the axisymmetric model

later on. At the same time, analysis of thin vessels took place in this chapter. Apart

from the fact that it is possible in reality to have vessels with such thin shapes it also

provided for a limiting case for our numerical results when tackling elliptical configu-

rations in particular. The small Euler/Laplace region of nonuniformity with enhanced

fluid velocities for these cases was also studied complementing these results.

The axisymmetric analysis was outlined in chapter 3. This chapter was only presented

for an axisymmetric spherical shape. Nevertheless it was important when it cames to

justifying our numerical scheme. It also provided significant results with respect to the

flow validity. We also prepared the scene for subsequent numerical work. This chapter
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concluded all the analytical results with regard to the vessel. More analytical work

followed in later chapters with respect to the numerical scheme.

Chapter 4 introduced the beginning of the numerical work. A simple and accurate mod-

ified iterative finite difference scheme was used. The boundary element method was also

used to demonstrate that other methods could also tackle the problem. The modified

iterative finite difference scheme was further extended in the next chapters.

The analysis performed with respect to the boundary condition in chapter 5 was a

central part of the thesis. This meant that we could still apply the kinematic condition

on our vessels with minimal work compared with the previous boundary condition when

we were just using the full kinematic boundary condition. This work became even more

elegant when it was coupled with the involved shape structure from Bowles et al [17].

Even though we only presented symmetric shapes in this thesis, it is worth remarking

that the numerical scheme also covered non-symmetric vessel shapes. The symmetrical

results were presented because they could show the accuracy of the scheme in a visual

way.

Chapter 6 describes the numerical scheme for the axisymmetric configuration. This

is done in a similar way to the two-dimensional case but obviously it does not satisfy

Laplace’s harmonic equation. The fact that the axisymmetric scheme agrees well with

the complex function analysis is very encouraging. It is also worth mentioning here

that the results of the axisymmetric scheme are very similar qualitatively to those in

two dimensions. This is encouraging for a view that the two-dimensional work is a

reasonable foundation when it comes down to modelling the flow in the vessel.
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The work that incorporated Navier-Stokes equations in appendix A was in essence the

beginning of a further extension on the current research. A numerical scheme was devel-

oped in a similar way to the previous ones. Using the standard streamfunction/vorticity

equations, we solved the coupled equations numerically. The scheme was verified by

means of the classical driven cavity problem. Work can be done on extending the

developments in this appendix as our results appear to be quite encouraging.

7.3 Suggestions for Future Work

Completing the main body now, it is only relevant to make some suggestions for future

work.

The first extension that would make some considerable sense to cover is to solve the

contained-flow problem using the Navier-Stokes equations in two dimensions. This

could potentially be tricky when it comes to handling the boundary conditions with

accuracy combined with flexibility.

Another extension would be to further develop the numerical scheme in order to make

it more accurate. Although this is possible, it will obviously come at the expense of

computational time. Schemes with more stencil points offer a potential way to approach

this.

Another possible extension would be to include more characteristics of the bladder.

We have modelled the bladder wall throughout as a thin smooth vessel but this is not

strictly accurate compared with reality. Even though the outside surface is smooth,
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the bladder wall inside is rough. Hence, the wall is thicker at some places than others.

Another assumption that we took was with regard to the urethra. We have assumed

throughout this work that the urethra is in effect a point. Further developments can

be made in order to allow for the urethral neck to be increased in size depending on

each individual’s case.

The ideal setup for this case would be to have a fully working three-dimensional

collapsible-vessel Navier-Stokes scheme calculating pressures at all points in the human

bladder. There is still a long way to go for that but to start with a two-dimensional

collapsible model might be a sensible way forward, especially if we read more into our

two-dimensional and axisymmetric results. This will be very interesting and it will be

particularly intriguing to compare in great detail the two-dimensional Laplace results

and the Navier-Stokes ones.
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Appendix A

Navier-Stokes Effects

A.1 Ideas/Notation

The purpose here is to extend or begin extending the range of the study in order to

cover fluid flow equations that have more generality. Thus we abandon some of the

restrictions, on viscosity in particular, which were required for the earlier work.

Ideas similar to those of the previous chapters are now to be investigated in the context

of the Navier-Stokes equations rather than the Laplace or Laplace-like systems. We will

use the same type of complex geometry as before, namely, vessel shapes which deform

substantially. The application to fluid behaviour within the human bladder is again

very much in mind here including its large deformations and possible folding of the

vessel. Very little quantitative work has been done, as far as we know, on the folding

of the vessel.
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A.2 Numerical Scheme

A.2.1 Finite Difference Scheme

Similarly to Laplace’s equation, that was treated earlier in the thesis, we convert

the coupled streamfunction-vorticity version of the Navier-Stokes equations into finite-

difference form. For this, we use the following equations

∇2Ψ = −ζ, (A.2.1)

and

∇2ζ = Re

(
u
∂ζ

∂x
+ v

∂ζ

∂y

)
, (A.2.2)

where Re is the Reynolds number, ζ the vorticity and u, v, Ψ, x and y are as described

in the previous chapters. We approximate the equations into a set of linear simultaneous

equations and write them in matrix notation. Once again, the problem is solved in a

standard iterative way. We use the same stencil as before (Figure A.1) and for simplicity,

we treat the equations in a similar manner as in section 4.2.2. We obtain for equation

(A.2.1)

ψ(i, j) =
1

2
(

1
h2 + 1

k2

) (ψ(i+1,j) + ψ(i−1,j)

h2
+
ψ(i,j+1) + ψ(i,j−1)

k2
+ ζ(i, j)

)
, (A.2.3)
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and similarly for equation (A.2.2)

ζ(i, j) =
1

2
(

1
h2 + 1

k2

) (
ζ(i+1,j) + ζ(i−1,j)

h2
+
ζ(i,j+1) + ζ(i,j−1)

k2

− Re

4hk

(
(ψ(i,j+1) − ψ(i,j−1))(ζ(i+1,j) − ζ(i−1,j))

)
+

Re

4hk

(
(ψ(i+1,j) − ψ(i−1,j))(ζ(i,j+1) − ζ(i,j−1))

))
. (A.2.4)

These are the discrete finite-difference equations for calculating the streamfunction and

vorticity at any point inside our vessel. As one can clearly see here, the horizontal

and vertical velocity u and v respectively are treated in terms of the stream function,

namely,

u =
∂ψ

∂y
=
ψ(i,j+1) − ψ(i,j−1)

2k
and v = −∂ψ

∂x
=
ψ(i−1,j) − ψ(i+1,j)

2h
, (A.2.5)

in turn.

Once again, the method is standard and relatively straightforward, at least in principle.

We define the required vessel shape on a Cartesian grid and approximate it simply on

that grid. We also define the boundary conditions in a manner similar to that in the

previous chapters. The code then calculates the flow inside the vessel or approximated

vessel satisfying the Navier-Stokes equations.

A.2.2 Applications

The two applications on which we focus in sections A.3 and A.4 below are, respectively,

a classical one and a novel one relevant to the main thrust of the thesis.
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Figure-3 : 5-point stencil for Laplace equation.
By substituting Eqn.(7) in the Laplace equation, we find

!i!1,j ! 2!i,j ! !i!1,j ! !i,j!1 ! 2!i,j ! !i,j!1 " 0

or

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1"     (8)

Eqn.(8) is a wonderful result that leads to:

Corollary : If ! satisfies Laplace equation, then !, at any point in the domain D, is the
average of the values of ! at the four surrounding points in the 5-point stencil of Figure-3.

This corollary is the basis of the iterative method.
We need to make a small modification in Eqn.(8) when we wish to solve the Poisson

equation

"2! " F!x,y"

where F!x,y" is a known function. In this situation, Eqn.(8) is modified to

!i,j " 1
4
!!i!1,j ! !i!1,j ! !i,j!1 ! !i,j!1" ! h

2

4
Fi,j     (9)

Dirichlet Problem
Consider the simple problem of Figure-4 posed in a box with only four interior points. ! is

given on the East, West, North, and South walls. Thus, !!1,2", !!1,3", !!2,4", !!3,4",
!!4,3", !!4,2", !!3,1", and !!2,1" are known. We have to calculate the values of !!2,2",
!!3,2", !!2,3", and !!3,3".We begin the iterative process by assuming

!!0"!2,2" " !!0"!3,2" " !!0"!2,3" " !!0"!3,3" " 0     (10)

Figure A.1: Example of 5-point stencil on our grid.

A.3 Verification through Driven Cavity

To test the overall approach and the code development for the flow system itself, we

address the well studied numerical problem of the flow in a driven cavity. We will try

to keep it as simple as possible but at the same time we will try not to compromise on

accuracy. Most of the weight though is on the time efficiency of the code.

An incompressible fluid revolves steadily in a square-shaped cavity under the influence

of a sliding upper wall, which moves from left to right, and imparts motion to the fluid

via the no-slip boundary condition. This wall moves with a uniform velocity in its own

plane. The tangential velocity on all other boundaries is zero, while the normal velocity

on all boundaries is also zero. This classical problem has served over time as a model

problem for testing and evaluating numerical techniques. In order to evaluate accuracy,

we will be using several papers to check our the results [42], [75].
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We will be solving the driven cavity problem in terms of the vorticity/stream function

formulation described above incorporating equations (A.2.3) and (A.2.4). We try to

keep things basic with the boundary condition of this problem. We therefore implement

Thom’s formula [109], [110], on the sides and specifically,

ζ(0,j) =
2

h2
ψ(1,j) with ψ(−1,j) = ψ(1,j), (A.3.1)

with ζ and ψ as previously described and ψ(−1,j) the ghost grid point outside the

computational domain. This is a very simple way to describe the boundary requirement.

It is an old and well known formula which is in fact second order accurate even though

it was thought to be first order. Another very popular formula that could be used is

Wood’s formula [124] but since it is third order accurate and we are working with a

second order accuracy, it would not be appropriate or necessary.

Now, applying the iterative numerical scheme on MatLab, we aim to produce results

for the relatively low Reynolds numbers that we are most interested in. In order to

keep it more direct, we will be comparing results for Reynolds numbers of 1, 100 and

400. These results are well established and are in the range of interest. Plotting these,

we have Figures A.2, A.3 and A.4.

Close comparisons with [42], [75], [94], [121], [123] indicate that these results are very

accurate suggesting that the scheme can work well for the relatively low values of

Reynolds number that we have examined. As a matter of fact, the plots are virtually

indistinguishable from those in [42] and [75].
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Figure A.2: Contour plot of numerical streamfunction plots (a) and numerical vorticity

plots (b) for the driven cavity problem with the scheme developed for Reynolds number

of 1. The upper wall has a velocity of unity from left to right.

214



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b)

Figure A.3: Contour plot of numerical streamfunction plots (a) and numerical vorticity

plots (b) for the driven cavity problem with the scheme developed for Reynolds number

of 100.
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Figure A.4: Contour plot of numerical streamfunction plots (a) and numerical vorticity

plots (b) for the driven cavity problem with the scheme developed for Reynolds number

of 400.
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A.4 More Complex Two-Dimensional Shapes

The problem of fluid motion inside a significantly deformable vessel, as governed by

the Navier-Stokes equations, is now tackled. This is based partly on the approach of

the previous section and partly on an approach developed recently by Bowles et al [17].

Their study is on a three-dimensional steady flow concerned with branching vessels and

centering on the longitudinal vortex equations, namely,

u
∂u

∂X
+ V

∂u

∂y
+W

∂u

∂z
= −π′1(X) + Γ4u, (A.4.1)

u
∂V

∂X
+ V

∂V

∂y
+W

∂V

∂z
= −∂π2

∂y
+ Γ4V, (A.4.2)

u
∂W

∂X
+ V

∂W

∂y
+W

∂W

∂z
= −∂π2

∂z
+ Γ4W, (A.4.3)

where the parameter Γ = 1
α2Re

, ∇ is the usual gradient vector operator (∂X , ∂y, ∂z) in

scaled form and also 4 is the two-dimensional Laplacian operator (∂2
y + ∂2

z ). This is

because the longitudinal diffusion is negligible over the axial length scales used in their

branching-flow application. We also have the continuity equation

∂u

∂X
+
∂V

∂y
+
∂W

∂z
= 0, (A.4.4)

with the parameters et cetera as defined below. It is also necessary to mention the length

scales of the problem as defined in the paper [17]. The three-dimensional geometry is

taken to have a dimensional axial length scale L∗0 which is much larger than the cross-

sectional length based on the typical vessel radius R∗0. The geometrical aspect ratio is

defined as α =
R∗0
L∗0
� 1, with the typical angles of divergence of the daughter branches

assumed to be small and of order α. The dimensional Cartesian coordinates x∗, y∗, z∗ are
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used with x∗ being the axial coordinate. At the same time, we have the corresponding

axial components to be u∗, v∗, w∗ with the dimensional pressure represented as p∗. The

Reynolds number Re is based on the longer axial length scale and is given by

Re =
U∗0L

∗
0ρ
∗
0

µ∗0
, (A.4.5)

where U∗0 is a representative dimensional axial in-flow velocity and ρ∗0 and µ∗0 are the

fluid density and viscosity respectively. The non-dimensinalization of the variables is

as follows:

[x∗, y∗, z∗] = [L∗0X,R
∗
0y,R

∗
0z], [u∗, v∗, w∗] = [U∗0u, U

∗
0αV, U

∗
0αW ], (A.4.6)

with p∗ = ρ∗0U
∗2
0 (π1(X) + α2π2(X, y, z)). The scalings on velocity are implied by the

continuity balance while those involved in the pressure response stem from the axial

momentum balance as far as the O(1) term π, independent of y and z is concerned and

from the cross-section momentum equations for the O(α) contribution which depends

on y, z as well as X. The model wall shapes used for the work of [17] are similar to the

ones we have used earlier in chapters 5 and 6 provided allowance is made for the switch

from (X, y, z) coordinates for three-dimensional steady motion to (t, x, y) coordinates

for our two dimensional unsteady cases of concern. Hence, there is an ’upper’ z value

dependent on X and y given by

zupper(X, y) = bh(X)

(
1−

(
y

ah(X)

)2
) 1

2

−
M∑
m=1

Hm(X)Gm(y − ym(X)), (A.4.7)

and similarly the lower one being zlower given by −zupper. Here, H1(X) = h1F (X)

with the constant h1 being specified for each case while the functions H2(X), H3(X)

and so on vary depending on the case along with the number of carinas M in the
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geometry of [17]. The function F (X) is (X/X2)2 for X < X2 but (2X − X2)/X2 for

X > X2 where X2 is a station downstream of X−∞, taken to be unity. Furthermore,

[ah(X), bh(X)] = [a1, b1](1 − rF (X)) with the constants r, a1, b1 constants. A shift in

the centreline of the vessels is also incorporated in equation (A.4.7). The parameters

Gm are responsible for that along with the alterations of the branching geometry.

All the work above in [17] has been done in three dimensions. However, we recognise

that we can convert the above system to the configuration of a two-dimensional un-

steady flow of current concern. This can be done by effectively setting the axial velocity

component, u in this case, identically equal to unity, replacing the axial pressure gradi-

ent π′1 by zero and regarding the coordinate X as representing time in our case, leading

from (A.4.1)-(A.4.3) to the following

∂V

∂X
+ V

∂V

∂y
+W

∂V

∂z
= −∂π2

∂y
+ Γ4V, (A.4.8)

∂W

∂X
+ V

∂W

∂y
+W

∂W

∂z
= −∂π2

∂z
+ Γ4W, (A.4.9)

while the continuity equation (A.4.4) becomes

∂V

∂y
+
∂W

∂z
= 0, (A.4.10)

here.

For our cases, together with the switch (X, y, z)→ (t, x, y), we keep the shape functions

as defined specifically in chapters 5 and 6, namely,

Fu(x, y, t) = y − (1− x2
) 1

2 +
n∑

m=1

hmt
2e−8(x−km)2 , (A.4.11)
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where hm is the collapsing factor at the x = km position of the vessel of the m out of

n movements. This represents the upper half of the shape function, and we similarly

have a lower one given as

Fl(x, y, t) = y +
(
1− x2

) 1
2 −

q∑
p=1

hpt
2e−8(x−kp)2 , (A.4.12)

where hp is the collapsing factor at the x = kp position for the bladder, of the p out of

q movements.

The shape starts off at time zero (t = 0) as a circle and hence there is some immediate

interest in what happens to the starting flow. The results from Figure A.5 show that

indeed the majority of the decay which is seen in the amplitude of the flow solution

occurs quite rapidly, in fact, while the cross sectional shape is still more or less circular.

A helpful comparison is possible with the results of an analysis for the temporal decay

inside our circular shape.

The analysis is basically for, or related to, the stopping rotation of a fluid-filled circular

cylinder, as in Batchelor [8] for example, and it proceeds as follows:

The main governing equations written for convenience in polar coordinates r, θ with

corresponding velocity components ur(= V̄ say), uθ are

∂V̄

∂θ
= 0, (A.4.13)

for continuity from (A.4.10), implying that V̄ = V̄ (r, t) depends only on r, t and for the

azimuthal momentum balance

∂V̄

∂t
= ν

(
V̄rr +

V̄r
r
− V̄

r2

)
. (A.4.14)
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(a)
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(b)

Figure A.5: Plot of the shapes the vessel takes near time zero (a) and also the velocity

profiles of v (b). Here, y, v are in the vertical direction and x, u (or shifted x as time

increases) are in the horizontal direction.
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The equations are consistent with the Cartesian version above. All these assume that

the description for decaying motion is dominated by the mode independent of θ which

means in particular that the component uθ is effectively zero and the pressure p is

independent of θ. The pressure in fact satisfies ∂p
∂r

= V̄ 2

r
from the radial momentum

balance. The appropriate boundary conditions are to account for a singularity-free

behaviour at the origin and no slip at the circular surface of radius a say. As such,

V̄ = 0 at r = 0, a, (A.4.15)

while the initial condition would take V̄ as a multiple of r for the rotation stopping

scenario. Otherwise it can be left arbitrary here. The response for large times t is

expected to take the form

V̄ = f(r) exp
−λ2νt

a2 , (A.4.16)

with λ being an unknown constant giving the square root of the temporal decay rate

in effect. The function f(r) is to be determined. Substitution into (A.4.14), (A.4.15)

then shows that more precisely f(r) must be proportional to the Bessel function of the

first kind J1 giving

V̄ = AnJ1

(
λnr

a

)
exp

−λ2νt

a2 . (A.4.17)

Here, An remains an unknown constant of proportionality but λn is a root of J1. The

first root, λ1, is the most likely to arise in practice and it has the value λ1 = 3.83

approximately. The second root is λ2 = 7.02 approximately. The ratio
λ2
2

λ2
1

is in the

range 3-4 and so the first root contribution can dominate for a long duration.

To compare quantitatively the analytical result (A.4.17) with the computational results

in which the coefficients ν, a can be taken as unity, we address the issue of tempo-
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ral decay. The analysis with n taken as 1 suggests a decay factor of approximately

exp(−14.67t) from (A.4.17) indicating a factor close to 0.053 over a time duration of

0.2. This is found to agree fairly well with the Cartesian-based computational results

in Figure A.7 (c). For instance, here an early-time value of about 8 for the maximum

of the velocity component is seen to reduce to below 0.8 over the time scale of 0.2 even

for the comparatively low values of t involved here. This trend continues throughout

the flow solution at later times. The time intervals of the presentation in that figure are

0.02. Furthermore, the shape of the Bessel function J1 is also in line with the velocity

profile shapes observed in the numerical work.

The results from the three grids in Figure A.7 are seen to be fairly in agreement when

the overall accuracy of the methodology is taken into account, certainly in qualitative

terms and to a large extent also in quantitative terms. Coupled with the analytical

comparison described above, the grid effect provides some assurance about the accuracy

as well as the feasibility of applying in full the present approach to the Navier-Stokes-

based behaviour.

Thus far in the work of this chapter we have explored the evolution of the flow inside

the substantially deforming vessel when the effects of the initial conditions dominate

over those of the kinematic boundary conditions. We believe that the inclusion of the

latter would represent a further extension of much value.
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(a)
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(b)

Figure A.6: Plot for a shape which evolves slightly faster in time towards a non-circular

form. Here, the corresponding velocity profiles v are again presented and are somewhat

more involved than the previous ones of Figure A.5. The temporal decay is nevertheless

quite similar to that observed in the previous figure.
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(a)
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(b)
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(c)

Figure A.7: Plot (a) shows a more bladder-like evolution of the cross-sectional shape

which is in keeping with those studied in earlier chapters of the thesis. The numbers

shown on the shapes in the figure refer to entry numbers in the associated time-marching

data file and hence are a scaled measure of time t. The velocity results v for the case of

(a) are given in (b) and (c) and these include results for different grids, namely, 51x51,

76x76 and 101x101 in terms of x x y.
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A.5 Summary

In this chapter, the Navier-Stokes equations are put into use to develop the modelling

of the bladder. The numerical scheme is developed and we verify it through the driven

cavity. The development of velocities in the vessel for different shapes and times is then

compared.
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Appendix B

Evaluation of Poisson Integral

A more detailed step by step solution of (2.1.2) is shown here. This determines the

solution for the circular vessel. To start with, we split the integral in two parts such

that

1− r2

2π

∫ 2π

0

θ̂ − sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂

=
1− r2

2π


∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂︸ ︷︷ ︸

(A)

−
∫ 2π

0

sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂︸ ︷︷ ︸

(B)

 . (B.0.1)

We first attempt to integrate part (A) of (B.0.1),

A =

∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂, (B.0.2)
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and we substitute θ̂ − θ = ϕ to give the following

A =

∫ 2π−θ

−θ

θ + ϕ

1− 2r cos(ϕ) + r2
dϕ

=

∫ 2π−θ

−θ

θ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(C)

+

∫ 2π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(D)

. (B.0.3)

We consider

C =

∫ 2π−θ

−θ

θ

1− 2r cos(ϕ) + r2
dϕ. (B.0.4)

This can be calculated by means of the complex plane by substituting the following

z = eiϕ ⇒ dϕ = dz
iz

. We end up with

C =
−θ
i

∮
C

dz

r(z − r)(z − r−1)
. (B.0.5)

This result gives two poles for z. The only one inside the circle is at point r, with r−1

outside. It therefore yields the contribution

C =
2πθ

1− r2
. (B.0.6)

We now integrate part (D) of equation (B.0.3) which can be split once again into∫ 2π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ

=

∫ π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(E)

+

∫ 2π−θ

π−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(F)

. (B.0.7)
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Making the substitution ϕ = 2π −B in part (F) of equation (B.0.7) gives∫ θ

π+θ

−(2π −B)

1− 2r cos(B) + r2
dB

=

∫ π+θ

θ

2π

1− 2r cos(B) + r2
dB −

∫ π+θ

θ

B

1− 2r cos(B) + r2
dB, (B.0.8)

and we now substitute B = ϕ into (B.0.8) and add (E) of equation (B.0.7) to equation

(B.0.8). As such, we now have∫ 2π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ

=

∫ π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(α)

+

∫ π+θ

θ

2π

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(β)

−
∫ π+θ

θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(γ)

.

(B.0.9)

If we now look carefully at (α) and (γ), we can see that we have the same integral over

a different range. Yet, part of it overlaps. Hence, we can cancel the overlapping parts

(from θ to π − θ) and we are therefore left with∫ θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(δ)

−
∫ π+θ

π−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(ε)

+

∫ π+θ

θ

2π

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(ζ)

.

(B.0.10)

The two remaining integrals now need to be tackled, one for a range of −θ to θ and

another for π−θ to π+θ. (β) is also left to be solved. The (δ) part of equation (B.0.10)

is odd therefore, ∫ θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ = 0. (B.0.11)
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We now tackle part (ε) and we will do that by means of a substitution. Let ϕ = π + V

yielding to

−
∫ π+θ

π−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ = −

∫ θ

−θ

π + V

1− 2r cos(V ) + r2
dV

= −
∫ θ

−θ

π

1− 2r cos(V ) + r2
dV︸ ︷︷ ︸

(η)

−
∫ θ

−θ

V

1− 2r cos(V ) + r2
dV︸ ︷︷ ︸

(κ)

. (B.0.12)

Since (κ) is the same with (δ), it also vanishes. Hence, we end up having to integrate

only

−
∫ θ

−θ

π

1− 2r cos(V ) + r2
dV, (B.0.13)

which is achieved by the substitution of t = tan(V
2

). In other words, V = 2 arctan(t)

and hence differentiating V with respect to t gives

dV

dt
=

2

1 + t2
⇒ 2dt

1 + t2
= dV,

and also follows that

cos(V ) =
1− t2
1 + t2

.

Substituting into the integrand, making some cancelations and adjusting the limits, we

have

−
∫ θ

−θ

π

1− 2r cos(V ) + r2
dV =

−2π

(1− r)2

∫ tan( θ
2

)

tan(−θ
2

)

dt

t2 + (1+r)2

(1−r)2
. (B.0.14)

The fact that the function is even yields to

−4π

(1− r)2

∫ tan( θ
2

)

0

dt

t2 + (1+r)2

(1−r)2
. (B.0.15)
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Integrating this gives us the answer to (ε) and hence,

−
∫ π+θ

π−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ =

−4π

(1− r2)
arctan

(
(1− r) tan( θ

2
)

(1 + r)

)
. (B.0.16)

So we are now done with (α) and (γ) and are only left with (β) (or (ζ)) of equation

(B.0.9) to evaluate. It is worked out in the same way as the above (i.e. by substituting

t = tan(ϕ
2
)) giving∫ π+θ

θ

2π

1− 2r cos(ϕ) + r2
dϕ

=
4π

(1− r2)

(
arctan

(
(1 + r) tan(π+θ

2
)

(1− r)

)
− arctan

(
(1 + r) tan( θ

2
)

(1− r)

))
. (B.0.17)

Adding together (B.0.16),(B.0.17) gives us the result for (D) in equation (B.0.3)∫ 2π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ

=
4π

(1− r2)

(
arctan

(
(1 + r) tan(π+θ

2
)

(1− r)

)

− arctan

(
(1 + r) tan( θ

2
)

(1− r)

)
+ arctan

(
(1− r) tan( θ

2
)

(1 + r)

))
. (B.0.18)

We then simplify our result by means of

cot

(−θ
2

)
= − cot

(
θ

2

)
, tan

(
π

2
+
θ

2

)
= cot

(−θ
2

)
, cot

(
θ

2

)
=

1

tan
(
θ
2

) ,
and hence equation (B.0.18) becomes

4π

(1− r2)

(
arctan

(
(1 + r) cot(−θ

2
)

(1− r)

)

− arctan

(
(1 + r) tan( θ

2
)

(1− r)

)
− arctan

(
(1− r)

(1 + r) cot( θ
2
)

))
. (B.0.19)
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Now, using the convenient definition that

arctan(x) =

 −
π
2
− arctan

(
1
x

)
, for x < 0 ,

π
2
− arctan

(
1
x

)
, for x > 0 ,

substituting into the equation above and doing the necessary algebra, we find that

1− r2

2π

∫ 2π−θ

−θ

ϕ

1− 2r cos(ϕ) + r2
dϕ

=

 π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for 0 6 θ < π ,

−π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for π 6 θ < 2π .

(B.0.20)

So, we finally add (C) of equation (B.0.3). Adding up with (A) of (2.1.17) we end up

with

1− r2

2π

∫ 2π

0

θ̂

1− 2r cos(θ̂ − θ) + r2
dθ̂

=

 θ + π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for 0 6 θ < π ,

θ − π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for π 6 θ < 2π .

(B.0.21)

Next, we attempt to integrate part (B) of equation (2.1.17), namely,

−
∫ 2π

0

sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂. (B.0.22)

Once again, we substitute ϕ = θ̂ − θ. Forgetting for simplicity the negative sign for

now, we end up with∫ 2π−θ

−θ

sin(ϕ+ θ)

1− 2r cos(ϕ) + r2
dϕ

=

∫ 2π−θ

−θ

sin(ϕ) cos(θ)

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(AA)

+

∫ 2π−θ

−θ

sin(θ) cos(ϕ)

1− 2r cos(ϕ) + r2
dϕ︸ ︷︷ ︸

(BB)

, (B.0.23)
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using the double angle formula. Now, tackling first integral (AA) by substituting u =

cos(ϕ) and du = − sin(φ)dϕ gives the following result:

− cos(θ)

∫ cos(2π−θ)

cos(−θ)

du

1− 2ru+ r2
= 0, (B.0.24)

since cos(−θ) = cos(2π − θ). Therefore, we are left with (BB)

sin(θ)

∫ 2π−θ

−θ

cos(ϕ)

1− 2r cos(ϕ) + r2
dϕ. (B.0.25)

Now, we write cos(ϕ) = − 1
2r

(1 + r2 − 2r cos(ϕ)) + 1+r2

2r
and substitute this in our

integral. Hence,

−sin(θ)

2r

∫ 2π−θ

−θ
dϕ︸ ︷︷ ︸

(CC)

+
(1 + r2) sin(θ)

2r

∫ 2π−θ

−θ

dϕ

1 + r2 − 2r cos(ϕ)︸ ︷︷ ︸
(DD)

. (B.0.26)

We first integrate (CC) which is quite simple

−sin(θ)

2r

∫ 2π−θ

−θ
dϕ = −π sin(θ)

r
. (B.0.27)

Then, we move on to (DD) which is the the same as integral (B.0.4) apart from the

constant yielding to

(1 + r2) sin(θ)

2r

∫ 2π−θ

−θ

dϕ

1 + r2 − 2r cos(ϕ)
=

π sin(θ)

r(1− r2)
+
πr sin(θ)

1− r2
. (B.0.28)

Hence,∫ 2π−θ

−θ

sin(ϕ+ θ)

1− 2r cos(ϕ) + r2
dϕ = −π sin(θ)

r
+

π sin(θ)

r(1− r2)
+
πr sin(θ)

1− r2
, (B.0.29)

and, after multiplying by the constant, we obtain

1− r2

2π

∫ 2π−θ

−θ

sin(ϕ+ θ)

1− 2r cos(ϕ) + r2
dϕ = r sin(θ). (B.0.30)
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Therefore, adding together parts (A) and (B) from equation (2.1.17), we have

ψ(r, θ̂) =
1− r2

2π

∫ 2π

0

θ̂ − sin(θ̂)

1− 2r cos(θ̂ − θ) + r2
dθ̂

=

 θ − r sin(θ) + π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for 0 6 θ < π ,

θ − r sin(θ)− π − 2 arctan
(

(1+r) tan( θ
2

)

(1−r)

)
for π 6 θ < 2π .

(B.0.31)
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