Weak line water vapor spectrum in the 13,200 – 15,000 cm\(^{-1}\) region
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New Fourier Transform spectra of water vapor are presented in the range 6,500 – 16,400 cm\(^{-1}\) obtained using pathlengths of up to 800 m and long integration times. These spectra have a significantly higher signal-to-noise than previous measurements in this wavenumber range. Wavenumbers, absolute intensities and self-broadening coefficients, all with associated uncertainties, are presented for 3604 lines the 13,200 – 15,000 cm\(^{-1}\) region. Analysis of these lines using variational linelists has been conducted along with other unassigned lines from previous studies. This leads to 952 new line assignments to transitions involving 35 different vibrational states of H\(_2\)O, a smaller number of lines are assigned to H\(_2\)O and H\(_2\)O.
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1. INTRODUCTION

There is at present a serious discrepancy between the observed and the modelled values of the atmospheric radiation budget [1, 2]. The difference, in the simplest case — a clear sky — is of order 8\%, and appears to be due to additional absorption in the visible and near-infrared. Resolving this problem is important, not only in its own right but also because it is much larger than the probable change in the magnitude of greenhouse effects and thus has an impact on the credibility of this very serious topic. Among the possible causes is absorption due to a large number of (as yet unobserved) weak lines in the water vapor spectrum. A simple statistical analysis of the known part of the water spectrum suggests that unobserved weak lines in the red part of the spectrum (13200 – 16500 cm\(^{-1}\)) could contribute about 2.5 to 3\% additional opacity [3]; in the rest of the visible region the contribution should be of order 8 to 11\%.

Using a long path absorption cell and a visible/infrared Fourier transform spectrometer (FTS), we have made observations of the spectrum of water with a detection limit considerably better than that achieved in previous studies. We aimed to have both the cell and the FTS working at the limit of their performance. Very high reflectance optics for both the long path cell and the auxiliary optics were employed in order to achieve optical path lengths of up to 800 m, which requires about 100 reflections. Modifications to the FTS detector head amplifier and electrical filters are described — these are essential to guarantee photon noise limited performance. In addition to these technical moves it was also necessary to use narrow band optical filters and long integration times. This strategy delivered spectra with a signal-to-noise ratio of order 3500:1 compared with a value around 1250:1 realised in published work [4, 5, 6, 7, 8, 9, 10, 11, 12], allowing reliable line parameters including line intensities to be extracted for many weak water lines. This issue has taken on particular significance since concerns have been raised about water line intensities in the near
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infrared and visible [13, 14, 15, 16] used in standard databases such as HITRAN [17]. In this paper we present details of new experimental measurements and detailed analysis of the 13,200 – 15,000 cm\(^{-1}\) region of the spectrum which covers the \(4\nu\) and \(4\nu+\delta\) polyads of water. This analysis shows that the new spectra did indeed probe significantly deeper than previous studies.

2. EXPERIMENTAL DETAILS

2.1. Measurements

A series of water vapor absorption spectra were recorded from the near-infrared to the visible (6500–16400 cm\(^{-1}\) in total) using the combination of a high-resolution Fourier transform spectrometer (FTS, Bruker IFS 120HR) and a long path absorption cell (LPAC) at the Rutherford Appleton Laboratory (RAL) Molecular Spectroscopy Facility.

The experimental goal was to attain the best possible signal quality; to this end great care was taken over the configuration, alignment and set-up of the experiment, and certain parts of the hardware were modified as detailed below.

2.1.1. FTS configuration

Before any recording could take place it was found necessary to realign the IFS 120 HR FTS from scratch; this corrected previous errors in the wavenumber scale and improved both throughput and resolution. The source was a 150 W tungsten halogen lamp run from a stabilised DC supply whose voltage was adjusted slightly below the lamp’s rating to improve lifetime and aging characteristics. This source gives maximal photon flux in the near infrared, and the spectrum falls away rapidly at higher wavenumbers. The FTS condenser and input aperture were adjusted carefully to ensure uniform bright illumination, the aperture diameter being selected to match the desired resolving power.

The FTS optical bandwidth was restricted by using combinations of interferometric “edge” filters (supplied by Corion). Each filter was fitted with a precision anti-reflection coated glass wedge to avoid potential channeling caused by stray reflections off the faces. Optical bandwidths were set to match the wavenumber range (or alias width) of each scan in order to avoid photon noise from adjacent wavelengths where (potentially) the source might be much stronger. This step is essential for low-noise operation and cannot be achieved using electrical filtration at the post-detector stage.

A dielectric-coated quartz beam splitter was used for measurements in the region 9500–16500 cm\(^{-1}\), whilst a coated CaF\(_2\) beam splitter provided better performance in the region 6500–10500 cm\(^{-1}\). After careful alignment of the reference corner-reflector, fringe modulations were observed of approximately 75% in the 9500–16500 cm\(^{-1}\) region and 90% in the 6500–10500 cm\(^{-1}\) region.

The FTS itself was evacuated using a turbo-molecular pump to a pressure of 0.4 Pa to remove water vapour from the optical path.

2.1.2. LPAC configuration

The LPAC, (a White cell) described in detail previously [18], was configured with silver/dielectric coated high-reflectance mirrors and anti-reflection coated glass windows. Additionally, all mirrors in the input and output transfer optics used the same high-reflectance coatings, which exhibit better than 99% reflectivity in the 700–1100 nm region (supplied by Tayside Optical Technology, Dundee, UK). High reflectivity is crucial for overall throughput in a White cell when so many reflections (about 50) are involved.

Unfortunately the LPAC suffers from considerable mechanical instability, a lack of reference marks for alignment and an inflexible transfer optics system. A collimated beam was brought to a focus as close as possible to one side of the large LPAC mirror; the quality of this focus was limited principally by the poor surface figure of the (diamond-turned) input collimator of the FTS. The two mirrors at the far end of the cell were then adjusted together to obtain successively greater path lengths, and the signal received at the output was plotted as a function of the number of reflections. This allowed the effective reflectivity of the mirrors to be checked and also tracking of the effects of aberrations at higher path lengths. This check also proved useful later in detecting contamination. Although paths of up to 960 m were achieved with good throughput, they proved frustratingly impossible to take advantage of due to mechanical instability. Shorter paths around 800 m were selected as a compromise.

Light emerging from the LPAC was brought to a focus on the selected detector and considerable care was taken to check the alignment and stability of this focus.

Both input and output transfer optics were evacuated to a pressure of 0.02 Pa by a rotary / diffusion pump combination. The effects of pumping down on stability and throughput were checked and compensated.

2.1.3. Detection and scanning

The standard Bruker detectors were discarded in favour of custom detector units designed utilising high-quality photodiodes (Hamamatsu). Detector areas (typically 7 to 8 mm\(^2\)) were chosen to match the size of the beam focus after the LPAC, with an extra allowance for mechanical instability. An optimum detector was selected for each wave-band of interest (silicon in the visible and InGaAs in the near IR), with preference for PIN types where possible. Each detector was operated photo-amperically (zero bias) by a low current-noise operational amplifier (OPA129) and followed by a low-noise buffer amplifier to drive the cables. The trans-impedance (or gain) was optimised before each run to give a near full scale signal to the digitiser, allowing for lamp brightening and other drifts throughout the run. Having adjusted the gain, feedback capacitances on the amplifier were adjusted to ensure optimum temporal response (with minimum phase shift) and “flat” frequency responses for both signal and noise. Finally, the detector / amplifier combination was checked to ensure adequate bandwidth for the proposed scan. The strategy of providing maximum gain at
the pre-amplifier ensures that signals remain (as far as possible) shot-noise limited.

The IFS 120 HR FTS utilises digitally-controlled electronic filters and programmable gain amplifiers prior to signal quantisation (at 16-bit resolution). It was noted that these components introduce considerable excess noise into the signal and they were accordingly bypassed by utilising custom analogue filters feeding the digitiser directly. The FTS was set to scan at a few selected velocities such that interferograms from all the wavebands of interest would fall within two temporal frequency bands (3.5 to 7 kHz or 5 to 10 kHz). 8th order band-pass filters were designed (utilising MAXIM MAX274 devices) with less than 0.1 dB gain ripple over the pass-band and Bessel-type (constant delay) responses at the band edges to minimise phase distortion. The filters served to limit excess electrical noise from the detection system (including low-frequency “1/f” noise) which would otherwise be “folded in” to the spectra by the aliasing of the FTS (thus raising the apparent noise floor). Because of the optical pre-filtration noted above, these electrical filters were not used to limit the effective optical bandwidth. The steady noise level of the detector and filter combination was below the resolution of the digitiser.

Initial scans were performed for each wave-band, and power spectra were computed to establish the noise floor and the maximum optical path difference (L) beyond which line-profile accuracy would be actually be degraded rather than improved because the added interferogram points would contain more noise than signal (in addition to wasting time that could have been spent observing usable smaller path differences). The resolving power thus determined was used to select scan lengths and the maximum size of the FTS input aperture.

For unapodized interferograms, the resolution (the distance between statistically independent points) can be shown to be $\delta \nu = \frac{1}{2L}$ (see Thorne et al [19] for a discussion of this point). Resolutions of $\delta \nu = 0.009 - 0.015$ cm$^{-1}$ were used over optical path lengths of $l = 480.8$ for the near infrared and $l = 800.8$ for the near-infrared – visible.

Interferograms were co-added for periods of up to 62 hours in order to improve signal-to-noise ratios (limited by lamp ageing and disk space). Interferograms were recorded un-apodised, and Mertz-type phase correction was applied. The ultimate signal-to-noise ratio in the spectra was about 3500 to 1.

### 2.2. Experimental conditions

Gas temperatures in the LPAC were measured using platinum resistance thermometers (PRT’s). These have previously been shown to give consistent and representative measurements of the temperature of gases contained within the LPAC inner vessel [18]. 10 and 1000 Torr Baratron pressure gauges were used during sample preparation and throughout the measurements using the LPAC. The atmospheric pressure reading of the 1000 Torr Baratron was compared with that of a precision aneroid barometer. The low-pressure readings of the 10 Torr gauge were checked by measuring identical pressures with both Baratron gauges. Relative humidity was measured with two humidity gauges positioned at opposite ends of the LPAC. The local vapor temperature at the humidity gauges was recorded using PRT’s integrated in the sensors. The measurements were made on pure water vapor at room temperatures. Water vapor samples were prepared from liquid water using a clean glass vacuum line, and purified to remove dissolved air using freeze-pump-thaw cycles. Agreement between the humidity sensor and pressure gauge readings (to within the humidity sensor accuracy of 1 %) confirmed the purity of the water vapor under study. After an initial period of approximately 30 minutes, sample pressures remained stable without change over the period of measurement indicating that adsorption processes at the cell walls have reached equilibrium.

Besides the total integration time, the three experimental parameters, temperature $T$, sample pressure $p$ and absorption path length $l$, describe the conditions of an individual measurement and their uncertainties determine to a large part the achievable precision of the spectral line parameters. The results for the four main runs are summarized in Table 1.

The temperature inhomogeneity of the LPAC at a given time was smaller than ±0.2 K. During an observation, the LPAC temperature drifted by typically less than 0.5 K. A comparison of these readings with the temperature readings provided by the humidity sensors showed the latter to have systematically higher values. The discrepancies were less than 1 K (typically about 0.5 K) and these differences can be explained by an insufficient thermal isolation of the humidity sensors from the outer wall of the cell (the laboratory temperature was usually similar to the temperature readings of the humidity sensors). Given the lower reliability of these readings for the gas temperature, only the PRT readings were used to derive the mean gas temperatures for the observations.

The spatial and temporal mean temperature for given spectrum measurement was calculated as the average of all observations over the time of the measurement. The uncertainty of the mean temperature has two contributions: the uncertainty in the temperature reading and the uncertainty arising from the spatial and temporal temperature variations. The effect of the latter on the mean temperature can be approximated by the standard error of the mean value which is in all cases smaller than 0.1 K. The temperature uncertainty is mainly determined by the uncertainty in the reading, which can be estimated to be the sum of the quoted accuracies of the sensor and the data logging system. This yields an uncertainty of 0.7 K for the PRT readings of the LPAC.

The pressure measurements for the LPAC observations made using MKS Baratron capacitance gauges were taken at reasonable intervals, typically at the beginning and the end of each day of the measurement. Differences were typically less than 0.1 hPa, which is less than 0.5 %. Additionally, the water pressures were determined from the relative humidity and the tabulated saturation vapor pressure of water at the temperature of the humidity sensor. In each case the weighted mean of all readings were calculated. The errors of the individual readings were estimated to be the sum of the accuracy of the type of sen-
In increased line widths and ringing at the feet of the two strong lines in the spectral region considered, which obscures some of the weak lines present. It should be noted that as the frequencies move towards the blue ringing is less of a problem in the Rheims data and beyond about 15,000 cm\(^{-1}\) their data appears superior to ours and that from Kitt Peak. However in the region of present interest it is clear that our new spectra contain information on many weak lines not obtainable from the previous spectra.

**FIG. 1.** High resolution comparison of absorption spectra. The lines from top down are ours (no offset), Rheims [11] (offset \(-0.02\) in absorption) and Kitt Peak [5] (offset \(-0.04\)).

### 3.2. Line parameter retrieval

The line parameters of the individual transitions were determined from the absorbance spectra using an interactive least-squares line-fitting procedure that is part of the GREMLIN spectrum analysis software. The general aim was to fit Voigt line profiles to all lines, such that the residuals of the fit were indistinguishable from the noise. This was usually possible, except when a line was so strong that the peak absorbance approached saturation, and when the wavenumber separation of a pair of lines was so small that the least-squares routine could not find a stable two-line solution. Saturation was the more common problem at the smaller wavenumber regions and simultaneous fitting of up to several tens of lines was necessary.

The molecular line-shape was assumed to be a Voigt line profile, i.e., a convolution of Lorentzian (pressure-broadened) and Gaussian (Doppler-broadened) contributions. Although the Doppler contribution to a Voigt profile caused by the motion of the particles can generally be calculated and only the Lorentzian being fitted, the effect of collisional narrowing [20, 21, 22] can be strong enough to seriously distort standard Voigt line profiles, see [23].

Collisional narrowing has been observed for the water molecule for a small number of lines [20, 21, 22] and found to vary between 0.005-0.015 cm\(^{-1}\) atm\(^{-1}\). Without an exact knowledge of the latter for the majority of lines, the effect can however not generally be simulated and included in our line fits. Although there are more complex line profiles based on hard-and soft-collisional models that include collisional-narrowing, it has been shown that ‘generalized’ Voigt profiles, profiles for which both Lorentzian and Gaussian contributions are adjusted, fit observed line shapes equally well [22]. Furthermore, ‘generalized’ Voigt profiles are much faster to compute and less prone to numerical correlations making them the preferred option for this study. These are factors of particular importance for the fitting of a complex spectrum with thousands of lines and a large number of blends.

In order to achieve the best fit of the line shapes and to determine precise line intensities, both components were adjusted during the linefits (‘generalized’ Voigt profile). This procedure has, however, a negative effect on the line broadening information. Whereas the Lorentzian and Gaussian contributions are clearly defined for a ‘standard’ Voigt profile, with the Gaussian...
contribution given by the temperature and the mass of the absorber molecule and the Lorentzian contribution given by the pressure broadening, the use of the ‘generalized’ Voigt profile degrades the physical meaning of the two contributions. In such a case, a change in the damping parameter (the ratio of the Lorentzian contribution to the total line width) may account for second order effects that change the line shape. Such effects may have technical reasons like line blending or small baseline errors, but may also have a physical cause such as an instrumental line shape contribution or collisional narrowing.

The set of line parameters retrieved for a given line consisted of the line position, \( \nu_{nm} - m \) indicates the lower level and \( n \) the upper energy level of a transition — the peak absorbance, \( A_p \), the integrated absorbance, \( A_I \), the full line width at half maximum, FWHM, and the damping parameter, \( D \). The uncertainties in the spectral line parameters were estimated using the expressions

\[
\frac{\Delta \nu_{nm}}{\text{FWHM}} \sim \frac{\Delta A_I}{A_I} = \frac{k_p}{(S/N)\sqrt{N_W}},
\]

where the signal-to-noise ratio (S/N) is given by the ratio of the peak absorbance to the rms-noise at the line position and \( N_W \) is the number of statistically independent points in a line width, which can be determined from the line width and the spectral resolution. The parameter \( k_p \) is a constant for a given set of line parameters, where the index \( p \) indicates either \( \nu_{nm} \), FWHM or \( A_I \). The above data sets are well represented by a true physical meaning for a ‘generalized’ Voigt profile and the Lorentzian contribution can only be extracted approximately.

The output from the fitting procedure and the error calculations were then used to derive the line parameters for each individual spectrum.

### 3.3. Parameters

In this work detailed line parameters are presented for the region 13,200 – 15,000 cm\(^{-1}\). These were taken from run 4, see Table 1, which had the highest (S/N) ratio.

Two points have to be made about the line positions derived from the fits of the water spectra recorded through this study. Firstly, wavenumber calibration was performed using calibration spectra measured at Kitt Peak [5]. Secondly, pressure-induced line shifts usually cause the lines to shift to smaller wavenumber with increasing sample pressure. This effect was not measured and not included. All line positions are pressure-shifted. Self-shifts for water were found [20, 21, 22] to vary significantly (in both directions) from line to line and may shift lines by as much as 0.004 cm\(^{-1}\) at a water pressure of 23 hPa.

Integrated line intensities were derived from the integrated absorbances according to

\[
S'_m = \frac{T}{T_0 L_0 p_{H_2O}} A_I,
\]

where the Loschmidt number \( L_0 = 2.686763(23) \times 10^{19} \text{ cm}^{-3} \text{ atm}^{-1} \) gives the number of particles of an ideal gas at standard pressure \( p_0 = 1 \text{ atm} \) and \( T_0 = 273.15 \text{ K} \). The intensities are given in units of cm molecule\(^{-1}\) (HITRAN units). As in HITRAN, no distinction was made between the contributions from the different isotopomers of the water molecule. The error estimates of the line intensities were based on the uncertainties in the individual parameters and calculated via standard error analysis.

Figure 2 gives a comparison of the line intensities measured here with those present in the corrected version of HITRAN [13]. The comparison is made only for lines weaker than \( 6 \times 10^{-24} \text{ cm molecule}^{-1} \) as lines stronger than this in our spectrum show effects due to approaching saturation. There is good agreement between our data and the corrected HITRAN for lines in the intensity range \( 1 - 6 \times 10^{-24} \text{ cm molecule}^{-1} \). Lines weaker than this show considerable scatter, and some systematic deviation. We believe that our new parameters for these lines should be considerably more accurate than those determined previously.

**FIG. 2.** Comparison of intensities measured in this work with those given the corrected version of HITRAN [13] in the frequency range 13202–15195 cm\(^{-1}\). Given is the ratio of \( I(\text{this work}) \) to \( I(\text{HITRAN}) \) as a function of the intensity measured here.

The derivation of self-induced pressure-broadening coefficients requires the contribution of pressure broadening to the line profile (the Lorentzian contribution) to be evaluated. As mentioned above, the damping parameter (the ratio of the Lorentzian contribution to the total line width) derived from a line fit loses its true physical meaning for a ‘generalized’ Voigt profile and the Lorentzian contribution can only be extracted approximately. It follows that we are left without direct information on the Lorentzian contribution to the line profile. The main causes for deviations of the damping parameter from its true value are firstly, that there are very often weak lines blending the line under consideration, and secondly, that weak lines at low signal-to-noise ratio are often distorted by the noise. Collisional narrowing is negligible at the water pressures under consideration (about 23 hPa). An empirical estimate was made for its contribution to the line width. Simulations show that for a ‘standard’ Voigt profile and pressure-broadening coefficients in the range \( \gamma_L(H_2O) = 0.1 - 0.8 \text{ cm}^{-1} \text{ atm}^{-1} \) damping parameters \( D = 0.11 - 0.59 \) are expected for the water spectra of this study. Gaussian line widths are of the order of 0.039–0.044 cm\(^{-1}\) in the spectral range 13350–15000 cm\(^{-1}\). Collisional narrowing of the Doppler width of the order of 0.005–0.015 cm\(^{-1}\) atm\(^{-1}\) is only of the order of 0.0001–0.0004 cm\(^{-1}\). A mean broadening coefficient of \( \gamma_L(H_2O) = 0.43 \text{ cm}^{-1} \text{ atm}^{-1} \) can be calculated from the data listed in HITRAN96 [17] and translates to a mean damping parameter of \( D = 0.39 \). As the broadening parameters are not that critical for weak lines, which are the main aim of this study, a mean damping parameter of \( D = 0.39 \) seemed the most appropriate and consistent choice for the derivation of broadening parameters. Hence, the Lorentzian contribution to the line profile, FWHM\(_L\), was calculated using FWHM\(_L\) = D * FWHM, with \( D = 0.39 \).

The pressure-induced self-broadening coefficient \( \gamma_L(H_2O) \), is given by the Lorentzian contribution to the line profile,
FWHM$_L$, and the total water pressure in the sample cell:

$$\gamma_L(H_2O) = \frac{\text{FWHM}_L}{2p(H_2O)} \quad (3)$$

The error estimates of the broadening coefficients were based on the uncertainties in the individual parameters and calculated via standard error analysis.

Figure 3 gives a comparison of the self-broadening coefficients measured here with those given in HITRAN [17]. Again we only make the comparison for lines weaker than $6 \times 10^{-24}$ cm molecule$^{-1}$ to avoid problems due to saturation in our spectrum. There is fair agreement between the parameters although ours are on average 13% larger than those in HITRAN. The disagreement is largest for the weakest lines. It is not clear to us which of these HITRAN data correspond to actual experimental determinations and which have been obtained by other means, such as scaling air-broadening coefficients.

**FIG. 3.** Comparison of self-broadening coefficients, $\gamma_L(H_2O)$, measured in this work with those given in HITRAN [17] in the frequency range 13202–15195 cm$^{-1}$. Given is the ratio of $\gamma_L(H_2O)$ (this work) to $\gamma_L(H_2O)$ (HITRAN) as a function of the line intensity measured here.

### 4. LINE ASSIGNMENTS

Of the 3604 lines measured in run 4 and analysed here, 2119 were observed previously by Mandin et al. [5], who also measured their absolute intensities, and a further 219 were observed by Carleer et al. [11], who did not present absolute intensity information. Where a line had been assigned in the previous studies it was possible to simply copy these assignments. However, although considerable effort has been made to make line assignments to the previous experimental studies [5, 11, 26], a significant portion of the previous observations remained unassigned. Thus our newly measured lines were combined with lines measured in previous studies, but still unassigned, to give a dataset of unassigned lines for analysis.

Analysis of this dataset was accomplished in a number of steps. First, obvious, ‘trivial’ assignments were made: we define trivial assignments as ones to upper levels whose energies have already been determined experimentally. Further assignments were then made by comparison with variational linelists for which those due to Partridge and Schwenke [24] was used. These comparisons enabled us to assign many transitions due to $H_2^{16}O$ plus 42 due to $H_2^{18}O$ and 6 due to $H_2^{17}O$. The $H_2^{17}O$ assignments are the first time such transitions have been seen in a long path length water spectrum recorded at natural abundance. As $H_2^{17}O$ is present at less than 0.04% $H_2^{18}O$, these observations underline the sensitivity of the techniques used here. Spectra of isotopically enriched water exist in the Kitt Peak archive (see [29]) and these have been used to confirm that our isotopomer identifications are indeed correct. These archived spectra provide a much better starting point for analysis of $H_2^{18}O$ and $H_2^{17}O$ spectra, work on this is presently underway [30].

Even after this process was complete, there were still a large number of unassigned transitions in our dataset. A more systematic, computationally driven procedure was therefore followed for $H_2^{16}O$. First all possible trivial assignments, including those arising from possible hot bands, were identified. The remaining unassigned lines were then analysed electronically for transitions linked by combination differences. This procedure threw up a large number of candidate assignments which were then assessed by comparing the tentative upper state energy level with levels of the same symmetry in Partridge and Schwenke’s [24] list of energy levels. This procedure produced many assignments but care had to be taken with the vibrational quantum numbers which are not reliably given in the energy level compilation. In particular we found a number of candidate transitions to the (080) state of $H_2^{16}O$ but uncertainty over the energy levels of this state prevented us confirming these tentative assignments. Our analysis threw up three cases were transitions, those at 13835.69, 15213.49 and 15489.34 cm$^{-1}$, had been misassigned in previous studies. In each case the previous assignment had not been confirmed by combination differences and was replaced by a new assignment which could be confirmed in this fashion.

Table 2 summarizes our 952 new assignments to $H_2^{16}O$ transitions. We note that the transitions are spread across 35 different upper vibrational states. A full list of measured lines is given in the journal’s electronic archive. 676 lines remain unassigned. A file of 191 newly assigned lines to the previous [5, 11] spectra is also given in the archive. New line assignment of course can also lead to new, experimentally determined energy levels. The $H_2^{16}O$ assignments presented here have been included in a new, comprehensive determination of rotation-vibration energy levels of water which will be published elsewhere [31].

Figures 4 and 5 give sample portions of our spectrum complete with line assignments.

**FIG. 4.** Sample spectrum plus new line assignments. The small diamonds at the top of the spectrum denote previously assigned lines, newly assigned lines have assignments above the figure and are marked by filled circles for $H_2^{16}O$ lines.

**FIG. 5.** Sample spectrum plus new line assignments. The small diamonds at the top of the spectrum denote previously assigned lines, newly assigned lines have assignments above the figure and are marked in the spectrum with filled circles for $H_2^{16}O$ lines and open triangles for $H_2^{18}O$ lines.

### 5. CONCLUSIONS

New long pathlength measurements of the spectrum of water vapor have been made which combine lower noise (by about a factor 3) and a higher abundance in the path (by about 1.7) than the data used to construct the current HITRAN compilation, thus yielding an improvement in detectivity of about a factor of 5. Although this factor is only appropriate where the baseline is relatively clean it has allowed us to add roughly 1500 new lines to the list of lines identified as belong to $H_2O$. So far, detailed analysis has been performed on the portion of the spectrum covering the 13,200 – 15,000 cm$^{-1}$ region yielding line positions, intensities and self-broadening coefficients. Many of the newly observed lines, and unassigned ones from previous studies, have
been assigned using linelists from variational calculations. The data has been made available in electronic form and should be suitable for inclusion in databases designed for modeling radiation transport through the Earth’s atmosphere and elsewhere. Preliminary models suggest that the weak water lines measured here do indeed make a significant contribution to atmospheric absorption [32].

Our new spectra cover a wider range of frequencies than has been fully analysed here. In particular there should also be much new information in the longer wavelength spectra and we hope to complete analysis of these in the near future.
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### TABLE 1

Summary of experimental runs and conditions

<table>
<thead>
<tr>
<th>Range (cm(^{-1}))</th>
<th>Scans</th>
<th>(p) (hPa)</th>
<th>(T) (K)</th>
<th>(l) (m)</th>
<th>((2L)^{-1}) (cm(^{-1}))</th>
<th>Detector</th>
<th>(S/N)</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 6500–11000</td>
<td>2560</td>
<td>20.08(8)</td>
<td>294.4(7)</td>
<td>480.8(6)</td>
<td>0.009</td>
<td>InGaAs-diode</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 9200–12800</td>
<td>2166</td>
<td>22.93(8)</td>
<td>295.7(7)</td>
<td>800.8(10)</td>
<td>0.011</td>
<td>Si-diode</td>
<td>~1750:1</td>
<td></td>
</tr>
<tr>
<td>3 11800–14500</td>
<td>926</td>
<td>21.15(8)</td>
<td>296.0(7)</td>
<td>800.8(10)</td>
<td>0.013</td>
<td>Si-diode</td>
<td>~1200:1</td>
<td></td>
</tr>
<tr>
<td>4 13200–16400</td>
<td>3247</td>
<td>23.02(17)</td>
<td>295.4(7)</td>
<td>800.8(10)</td>
<td>0.015</td>
<td>Si-diode</td>
<td>~3500:1</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 2

Summary of newly assigned \(H_2^{16}O \) transitions in the 13,200 – 15,000 cm\(^{-1}\) region

<table>
<thead>
<tr>
<th>Band</th>
<th>(\omega) (cm(^{-1}))</th>
<th>(a) This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>local</td>
<td>normal mode</td>
<td></td>
</tr>
<tr>
<td>(1,0)(^ +) 6</td>
<td>160</td>
<td>4</td>
</tr>
<tr>
<td>(1,0)(^ +) 6</td>
<td>061</td>
<td>4</td>
</tr>
<tr>
<td>(2,0)(^ +) 4</td>
<td>240</td>
<td>39</td>
</tr>
<tr>
<td>(2,0)(^ +) 4</td>
<td>141</td>
<td>71</td>
</tr>
<tr>
<td>(1,1)(^ +) 4</td>
<td>042</td>
<td>36</td>
</tr>
<tr>
<td>(3,0)(^ +) 2</td>
<td>320</td>
<td>131</td>
</tr>
<tr>
<td>(3,0)(^ +) 2</td>
<td>221</td>
<td>300</td>
</tr>
<tr>
<td>(1,0)(^ +) 7</td>
<td>170</td>
<td>1366</td>
</tr>
<tr>
<td>(4,0)(^ +) 0</td>
<td>400</td>
<td>13828.277</td>
</tr>
<tr>
<td>(4,0)(^ +) 0</td>
<td>301</td>
<td>13830.938</td>
</tr>
<tr>
<td>(1,0)(^ +) 7</td>
<td>071</td>
<td>13835.372</td>
</tr>
<tr>
<td>(2,1)(^ +) 2</td>
<td>122</td>
<td>13910.896</td>
</tr>
<tr>
<td>(2,1)(^ +) 2</td>
<td>023</td>
<td>14066.194</td>
</tr>
<tr>
<td>(3,1)(^ +) 0</td>
<td>202</td>
<td>14221.161</td>
</tr>
<tr>
<td>(3,1)(^ +) 0</td>
<td>103</td>
<td>14318.813</td>
</tr>
<tr>
<td>(2,2)(^ +) 0</td>
<td>004</td>
<td>14537.504</td>
</tr>
<tr>
<td>(2,0)(^ +) 5</td>
<td>052</td>
<td>14647.2</td>
</tr>
<tr>
<td>(1,1)(^ +) 5</td>
<td>250</td>
<td>14724.4</td>
</tr>
<tr>
<td>(3,0)(^ +) 3</td>
<td>330</td>
<td>15108.239</td>
</tr>
<tr>
<td>(3,0)(^ +) 3</td>
<td>231</td>
<td>15119.028</td>
</tr>
<tr>
<td>(4,0)(^ +) 1</td>
<td>410</td>
<td>15344.503</td>
</tr>
<tr>
<td>(4,0)(^ +) 1</td>
<td>311</td>
<td>15347.956</td>
</tr>
<tr>
<td>(2,1)(^ +) 3</td>
<td>132</td>
<td>15377.7</td>
</tr>
<tr>
<td>(2,1)(^ +) 3</td>
<td>033</td>
<td>15543.709</td>
</tr>
<tr>
<td>(3,1)(^ +) 1</td>
<td>212</td>
<td>15742.795</td>
</tr>
<tr>
<td>(3,1)(^ +) 1</td>
<td>113</td>
<td>15832.765</td>
</tr>
<tr>
<td>(3,0)(^ +) 4</td>
<td>340</td>
<td>16534.3</td>
</tr>
<tr>
<td>(3,0)(^ +) 4</td>
<td>241</td>
<td>16546.3</td>
</tr>
<tr>
<td>(4,0)(^ +) 2</td>
<td>321</td>
<td>16821.635</td>
</tr>
<tr>
<td>(4,0)(^ +) 2</td>
<td>420</td>
<td>16823</td>
</tr>
<tr>
<td>(5,0)(^ +) 0</td>
<td>500</td>
<td>16898.4</td>
</tr>
<tr>
<td>(5,0)(^ +) 0</td>
<td>401</td>
<td>16898.842</td>
</tr>
<tr>
<td>(2,1)(^ +) 4</td>
<td>043</td>
<td>16967.5</td>
</tr>
<tr>
<td>(4,1)(^ +) 0</td>
<td>023</td>
<td>17495.528</td>
</tr>
<tr>
<td>(3,2)(^ +) 0</td>
<td>104</td>
<td>17748.1</td>
</tr>
</tbody>
</table>

\(^a\) Previously assigned lines from refs [5, 11, 26].