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A B S T R A C T

Background: Despite evidence of group-level differences in striatal morphometry among persons with Hunting
ton’s Disease (PwHD), current models of HD progression used for participant selection and assessment of 
treatment outcomes in clinical trials do not leverage shape information.
Methods: We first validated the capability of a discriminative deep neural network to derive descriptors of shape 
from all subcortical structures affected by HD, utilizing 2,932 brain scans in 615 PwHD across three longitudinal 
datasets (TRACK-HD, PREDICT-HD, and IMAGE-HD). We then trained a conditional generative model that used 
shape descriptors, alongside conventional volumetric, genetic, as well as composite cognitive, motor, and 
functional features at baseline to predict biomarkers of disease progression at subsequent time points.
Results: We observed that the anatomical shapes of subcortical structures, including putamen, lateral ventricle, 
pallidum, caudate, thalamus, and accumbens, exhibited strong associations with HD progression, as measured by 
a commonly used prognostic score. Furthermore, within-stage heterogeneity, along the continuum of disease 
progression, was better captured: when shape descriptors were aggregated using principal component analysis, 
they showed a high correlation with disease stage (Spearman’s correlation: ρ = 0.72), compared to volumetric 
measurements in cubic millimetres (ρ = 0.45). Finally, incorporating subcortical shape into the generative model 
improved predictive performance, compared to the same model that relied solely on brain volumes.
Conclusion: This study demonstrates that subcortical brain shape is associated with HD progression, enables 
capturing fine-grained within-stage variability, and improves the predictability of characteristic biomarkers. The 
findings could potentially optimize future clinical trials through more targeted participant recruitment and more 
objective post-intervention assessments of treatment efficacy.

1. Introduction

Efforts to discover disease-modifying treatments for Huntington’s 
disease (HD) critically rely on stratifying trial participants into cohorts 
with sufficiently homogeneous severity of disease progression [1]. 
Specifically, overcoming heterogeneity of participants in clinical trials is 
essential for an objective assessment of how successful a designed 

intervention is in achieving its endpoints [2,3]. While the conventional 
approach to evaluating drug efficacy involves comparing treatment and 
placebo arms with respect to the clinical endpoints, machine learning 
(ML) offers a potentially more objective evaluation by providing 
subject-specific predictions of how the outcome measure would manifest 
without intervention [4,5]. This approach could be particularly useful 
for persons with (PwHD), where large natural history datasets now offer 
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Persons with HD; SDMT, Symbol Digit Modalities Test; SWR, Stroop Word Reading Test; TMS, Total Motor Score; t-SNE, t-distributed Stochastic Neighbour 
Embedding.
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a rich set of information, enabling such modelling to yield significant 
insights.

Various techniques are proposed for modelling the trajectories of HD 
progression, including hidden Markov [6,7], autoregressive [8], 
event-based [9,10], Gaussian process regression [11], mixed effect [12,
13], and disease progression models [14,15]. These computational 
models have been trained using features such as the genetic burden, 
motor and cognitive assessment biomarkers, as well as image-derived 
volumetric measurements obtained from automated segmentation of 
structural magnetic resonance imaging (MRI) [16,17].

Conversely, numerous studies have explored the associations be
tween HD progression and the morphology of atrophy in subcortical 
nuclei. For instance, during early HD stages, shape displacements have 
been observed in the tail of the caudate nucleus, the medial side of the 
left putamen, the dorsal part of the pallidum, and the accumbens nucleus 
[18]. Moreover, Younes et al. observed substantial early-stage atrophy 
in the caudate, with relative preservation of the dorsolateral and dor
somedial regions of its mid-body [19]. They also identified significant 
atrophy in the anterior dorsomedial section of the left putamen and in 
the globus pallidus in later-stage individuals, with atrophic changes 
more pronounced in elevated CAP scores (CAG age product). From a 
functional perspective, Tang et al. found that subregions of caudate and 
putamen connected to limbic and executive cortices exhibited atrophy, 
especially in higher CAP groups [20]. Furthermore, extensive shape 
analyses of the striatum, hippocampus, and thalamus have been con
ducted using manually segmented MRI from IMAGE-HD [21–24]. 
However, such findings about progressive deformation in subcortical 
shapes have not yet been utilized in predictive models of HD.

Incorporating features of anatomical shape as inputs to ML models 
trained with large sample sizes is non-trivial. Deep learning (DL) [25] 
allows for automated feature extraction, by enabling the discovery of 
underlying representations of anatomical deformations throughout the 
disease course. For example, PointNet [26] is a deep neural network 
capable of directly processing a set of points on the surface of a 
segmented brain structure. It can derive optimal representations of 
anatomical shapes informed by the severity of disease progression. 
These representations can then be utilized for stratification, diagnosis or 
prognosis, as was done in other neurodegenerative conditions [27–30].

With the emergence of various DL-based generative models, re
searchers have utilized them for synthesizing different modalities of 
brain imaging not only for data augmentation but also for understanding 
aging and disease-related mechanisms, and as tools for generating dig
ital twins for clinical trials [31–33]. Moreover, conditional generative 
models have been proposed to predict follow-up characteristic bio
markers using baseline measurements [34]. In such models, the 
observed data is assumed to be governed by an underlying latent (hid
den) space, where model training involves mapping the inputs onto 
latent representations disentangled into subject-specific and age-related 
components [35]. For instance, Choi et al. followed this approach to 
predict age-related brain metabolic degeneration by training a model 
that generates a follow-up PET image from baseline [36]. Chai et al. 
predicted future cortical thickness maps by synthetizing the 
age-conditioned trajectory of cortical morphology [37].

In this study, we employed DL, for the first time in HD, to develop 
effective descriptors of shape for subcortical brain structures that 
exhibited strong anatomical associations with disease progression across 
the continuum of PwHD. Subsequently, we integrated such shape de
scriptors along with conventional HD biomarkers, summarized in the 
composite Unified Huntington’s Disease Rating Scale (cUHDRS), to 
develop and evaluate a conditional generative model for predicting 
disease progression at subsequent longitudinal points. We considered 
the practical necessity for a predictive model potentially employed for 
clinical trials to rely on a single brain scan at baseline.

The present study should be viewed primarily as a methodological 
proof of concept with clear translational potential. It presents an end-to- 
end framework with two core components: one for shape-informed 

feature learning and one for individualized forecasting of HD progres
sion. Each component of the pipeline could be further refined, providing 
a flexible foundation for integrating anatomical shape into prognostic 
models of HD. We hypothesized that incorporating shape descriptors 
into a prognostic model would improve the accuracy of predicting dis
ease progression compared to using volumetric measures alone. The 
significance of the proposed model lies in its capacity to deliver indi
vidualized predictions for biomarkers of HD progression, thereby aiding 
in the detection of treatment effects on a subject-specific basis.

2. Materials and methods

2.1. Data preparation

We incorporated data from cohorts described in previous studies: 
TRACK-HD [14,38], TrackON-HD [39], PREDICT-HD [40,41], and 
IMAGE-HD [42,43]. Each dataset featured repeated visits, during which 
T1-weighted MRI was acquired from PwHD, alongside genetic and 
clinical assessments, detailed in the Supplementary materials.

We included 3Tesla MRI form the pooled datasets comprising a total 
of 2,932 brain scans form 615 PwHD. Fig. 1(A) shows the histogram for 
the number of MRI scans per individual, and Fig. 1(B) shows the dis
tribution of interval between scans. While on average approximately 3 
scans were acquired (SD = 1.94), there is substantial variability, with 
many participants contributing between 1 and 6 timepoints, within a 
mean interval of 13 months (SD = 6) between scans. FreeSurfer [44] 
(version 6.0) was used for MRI pre-processing and segmentation of eight 
structures including the lateral ventricle, thalamus, caudate, putamen, 
pallidum, hippocampus, amygdala, and accumbens. The quality control 
procedure was detailed in our previous work [12].

We used the normalized prognostic index (PIN), a measure of HD 
progression status [45], as the target variable for training PointNets. Our 
goal was to determine whether a PointNet could derive shape de
scriptors from a segmented structure that correlated with the concurrent 
PIN scores.

Subsequently, we trained a conditional generative model to predict 
changes from baseline to follow-up in outcome measures commonly 
used in clinical trials: the volumes of the caudate, putamen, and lateral 
ventricle, as well as the cUHDRS [46]. We considered the cUHDRS in our 
prognostic modelling, as it combines multiple domains into a single 
score and has recently been used as an intermediate endpoint in HD 
clinical trials due to its sensitivity [47]. Moreover, the volume of the 
caudate nucleus is among the earliest structural biomarkers, showing 
consistent atrophy years before clinical onset [48]. We also included 
lateral ventricle volume as it is a robust and reliable imaging biomarker 
with lower susceptibility to segmentation noise. It is commonly used as a 
surrogate endpoint in neurodegeneration studies due to its strong cor
relation with global brain atrophy, particularly in later disease stages 
[49].

We used the CAP100 score (CAP100 = Age× CAG− 30
6.49 ), a measure of 

genetic burden [50], along with sex and age as the condition vector. 
Table 1 summarizes the characteristics of the PwHD, separated by the 
HD integrated staging system (HD-ISS) [51]. The HD-ISS online calcu
lator was used, and k-nearest neighbours (kNN) imputation was applied 
to handle missing values. It is important to note that the HD-ISS was not 
incorporated into any of our modelling schemes but was used solely for 
reporting and visualization purposes.

2.2. Deriving descriptors of shape from segmented structures

PointNet [26] is a discriminative neural network that serves as a 
simple yet powerful universal approximator. It processes a set of N un
ordered points on the surface of a segmented structure, schematically 
shown in Fig. 2 (A) and (B), identically and independently treating each 
point pi = (xi,yi,zi) in the 3D space, in two steps: 
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1) Mapping to a high-dimensional space: Each input point pi is mapped 
onto a high-dimensional space using a function, h(pi). In practice, h(.) 
is implemented by N fully connected multilayer perceptrons (MLPs) 
that share similar weights and take PN × 3 as input and give HN × F as 
output, where F is the length of the shape descriptor vector.

2) Applying a symmetric operator: A symmetric operator, denoted as g 
(.), which is essentially invariant to the permutation of its inputs is 
applied column-wise on the matrix HN × F produced from step 1 
above. This operator is typically implemented by a max pooling layer, 
which outputs a 1 × Fvector. Hence, from N input points, F shape 
descriptors that are dominant in the high-dimensional space are 
selected with each corresponding input point called a critical point.

Mathematically, these two steps can be described as: 

f({p1,…, pN}) = g(h(p1), …, h(pN)) (1) 

For the complete PointNet architecture, refer to the original paper 
[26]. While we employed the entire network in our implementation, for 
brevity, Fig. 2(C) does not include the first module in the network where 
points are transformed by a 3 × 3 matrix to account for rotation to a 
consistent orientation. We used PyTorch [52] (version 2.3) to train eight 
independent PointNets, one per each segmented structure, with the 
concurrent PIN score as the target variable. From the total 2,932 images, 
80% were used for the training set, 10% for the validation set to examine 
overfitting, and 10% in the test set.

Within each epoch of training, 25% of the points situated on the 
surface of a structure were randomly sampled, then adjusted to relocate 
the centroid to the origin, and subsequently normalized to a unit sphere 

by dividing all distances from the centroid by the furthest point. To 
maintain simplicity in the models, we focused our analyses on the left 
hemisphere, as existing literature indicates that while lateralization may 
not be a significant factor in HD, the left hemisphere is more promi
nently affected by neurodegenerative changes [53,54], thereby allowing 
for reduced computational complexity. The trained networks were 
evaluated using a test set of unseen individuals.

We applied principal component analysis (PCA) and t-distributed 
Stochastic Neighbour Embedding (t-SNE) to both subcortical volumetric 
measures (in mm3) and aggregated shape descriptors to compare how 
these two domains reflect disease progression and to assess whether 
shape descriptors demonstrate superior sensitivity.

2.3. A conditional generative model of disease progression

This section describes the training of a conditional variational 
autoencoder (cVAE) [55] designed to predict biomarkers of disease 
progression at follow-up based on their baseline values [37,56]. The 
model was trained to specifically estimate changes in these biomarkers 
(ΔB) over time. To benchmark the shape-informed model (shown in 
Fig. 3), we also employed: (1) a naïve predictor assuming no change at 
follow-up (ΔB = 0), and (2) a cVAE that used only baseline cUHDRS and 
volumes, without shape descriptors.

Assuming that the observed data is governed by a latent generative 
process, the joint conditional probability is given by: 

p(X, z|c) = p(X|z, c)p(z) (2) 

where X is a vector comprising shape descriptors (F) derived using a 
stack of PointNets along with biomarkers of interest (B), z is the latent 
space representations, and c is the condition vector comprising con
founding variables: [age, sex, and the CAP score].

To estimate the latent variables z given the observed data X and 
condition vector c, we need to approximate the posterior distribution p 
(z|X, c), which is intractable to compute directly. Approximate varia
tional inference provides a practical solution by using a simpler distri
bution, called the variational posterior, to approximate the true 
posterior. This surrogate distribution, denoted as qθ(z|X,c), is often 
chosen to be a Gaussian distribution (known as a Laplace approxima
tion). In this case, the parameters θ = [μ, Σ] represent the mean (μ) and 
covariance (Σ) of the Gaussian. The goal is to find the values of μ and Σ 
that makeqθ(z|X,c) as close as possible to the true posterior p(z|X, c). For 

Fig. 1. (A) Histogram for the number of acquired scans from individuals (B) Distribution of inter-scan intervals.

Table 1 
Demographics and clinical scores in the pooled dataset separated by HD-ISS. N 
shows the number of longitudinally acquired images in each stage.

HD-ISS Stage 0 Stage 1 Stage 2 Stage 3

Age 40.6 ± 11.3 43.3 ± 10.3 46.5 ± 9.6 50.9 ± 9.8
CAP100 73.9 ± 15.4 82.1 ± 12.6 90.3 ± 11.8 104.1 ± 13.4
PIN -0.41 ± 0.68 -0.01 ± 0.56 0.98 ± 0.86 2.71 ± 1.25
cUHDRS 17.3 ± 1.8 17.0 ± 1.3 15.1 ± 1.9 10.2 ± 3.2
N 516 836 851 729

CAP: CAG age product, cUHDRS: composite Unified Huntington’s Disease Rating 
Scale, PIN: Prognostic Index. Values represent mean ± standard deviation.
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a detailed derivation of this approach and the associated KL divergence 
term, we refer the reader to Kingma and Welling [57].

Consequently, training a cVAE (Fig. 3) involves simultaneous opti
mization of the weights of stacked PointNets, the encoder which infers 
the latent code from the input, as well as the decoder which reconstructs 
the output given the latent representations and the condition vector.

In each epoch during training, we minimized a combination of the 
point cloud reconstruction loss (L rec), the biomarker prediction loss 
(L pred), and the latent representation loss (L latent): 

L = wrL rec + wpL pred + wlL latent (3) 

To quantify the point cloud reconstruction loss, we used the Chamfer 
distance [58] between the target point cloud P and the reconstructed 

point cloud P̂ generated by the model. It penalizes the model if the shape 
of P̂ does not resemble the desired shape. This is computed as the sum of 
Euclidean distances between each point in one set and the nearest point 
in the other set: 

L rec = dCH(P, P̂) =
∑

p∈P
min
p̂∈P̂

(
‖ p − p̂‖2)+

∑

p̂∈P̂

min
p∈P

(
‖ p − p̂‖2) (4) 

L pred was chosen as the mean squared error (MSE) between the 
actual and estimated ΔB.

The latent representation loss enforces the variational posterior to 
match a normal distribution by minimizing the Kullback-Leibler (KL) 
divergence between them: 

Fig. 2. (A) Binary arrays of segmented volumes were derived using FreeSurfer. (B) For each structure, points on the surface were randomly sampled and fed into the 
PointNets. Eight PointNets were independently trained. (C) Each PointNet constitutes fully connected multilayer perceptrons (MLPs) that map the input points onto a 
high-dimensional space, then applies a symmetric operator to derive global descriptors of shape. Finally, another fully connected layer estimates the PIN score from 
the shape descriptors.

Fig. 3. Training the conditional variational autoencoder (cVAE) involves finding optimal weights for the encoder, the decoder, as well as the two PointNets. The 
input points, P, from the caudate, putamen, and the lateral ventricle are fed into the corresponding PointNets to obtain two vectors of shape descriptors. The encoder 
should estimate the parameters of the latent space distribution from the concatenation of shape descriptors and biomarkers B which includes the cUHDRS and 
volumes of caudate, putamen, and lateral ventricle, and the condition vector c all at baseline. The decoder should reconstruct the desired output, based on condition 
vector c at follow-up.
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L latent = DKL(qθ(z|X, c),N (0, I)) = −
1
2
∑J

j=1
1 + log

(
σj
)2

− μ2
j − σ2

j (5) 

where J is the dimensionality of the latent space, and μj and σj denote the 
mean and standard deviation of the j-th latent variable, respectively. 
This expression assumes a factorized Gaussian posterior qθ(z|X, c) =

N (μ, Σ), where Σ is diagonal and σ2
j corresponds to its j-th diagonal 

element. The KL divergence acts as a regulariser, encouraging the 
learned latent representations to remain close to the prior N (0,I), which 
improves generalization and enables sampling during inference.

To balance the loss terms in Eq. 3, we equally prioritized the point 
cloud reconstruction and autoencoding (prediction) losses by setting 
their weights to 1 (wr = wp = 1). However, for L latent , we applied KL cost 
annealing proposed by Bowman and Vilnis [59], initialising wl at zero 
and increasing it linearly to 1 over the first 10 epochs. This approach 
allows the model to initially focus on learning meaningful re
constructions and predictions before gradually applying the regularizing 
effect of the KL term, improving training stability and helping to prevent 
posterior collapse [60].

We trained the cVAE within 100 epochs, with each batch including 
36 individuals. During training, the total loss was iteratively minimized 
as the model was provided with pairs of inputs and targets in each 
epoch. The input–target pairs, along with their corresponding condition 
vectors, could either span baseline and follow-up time points, requiring 
the model to learn to make accurate predictions, or represent the same 
time point, in which case the model is trained to replicate the input (i.e., 
autoencode it) to encourage a more consistent latent space. We recorded 
the model weights after each epoch and ultimately picked the weights 
that resulted in the minimum validation loss.

3. Results

3.1. The capability of shape descriptors to associate with disease 
progression

We initially explored whether a PointNet could effectively learn to 
correlate the anatomical shape of a subcortical structure with HD pro
gression, as represented by a wide range of PIN scores in the training set. 

Fig. 4 illustrates the estimated versus the actual values of PIN scores in 
an unseen test set for each trained PointNet per structure, with HD-ISS 
stages color-coded. Supplementary Figure S1 shows the same plot for 
the training set, with mean absolute error (MAE) reported for different 
stages.

For each structure, training and validation losses were tracked across 
epochs. Training loss steadily decreased, while validation loss pla
teaued, indicating overfitting. The final model was selected at the onset 
of the validation plateau, balancing low training and validation losses 
(See Supplementary Figure S2). We observed that most structures 
showed strong shape–PIN associations, except for the hippocampus and 
amygdala, which demonstrated weak associations (See Supplementary 
Figure S3).

Training a PointNet, consisting of F shape descriptors, essentially 
involves locating a selection of F critical points from the N input points 
and also an optimal relationship among these critical points in the high- 
dimensional representation, such that a skeleton of the shape could be 
defined with respect to the target task, in this case, regression of the PIN 
score. Fig. 5 displays the critical points, highlighted in red, for an indi
vidual with five consecutive MRIs at ages 33 to 39. Since preprocessing 
involves residing all points within unit spheres, the trained model be
comes relatively agnostic to the variations in volumes (mm3) per se and 
instead concentrates on the associations among the shape descriptors.

3.2. Shape descriptors effectively captured the disease continuum

We used one-dimensional PCA for dimensionality reduction and to 
quantitatively compare the effectiveness of the stacked shape de
scriptors and volumetric measures in reflecting disease progression in 
the unseen test set. The Spearman’s rank correlation between HD-ISS 
stage and the principal component was higher for shape descriptors (ρ 
= 0.72 vs ρ = 0.45) indicating better capture of disease progression in 
this feature space. Pairwise stage comparisons are given in the supple
mentary materials.

Fig. 6 presents two-dimensional visualizations of both feature spaces 
using PCA and t-SNE. These projections provide qualitative insights into 
the structure of the data and highlight the improved separability of 
disease stages within the shape descriptor space. We also performed an 

Fig. 4. A comparison between the capability of shape descriptors derived from different subcortical structures in estimating disease progression measured by the 
concurrent PIN score, in an unseen test dataset. HD-ISS stages are colour coded.
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additional classification experiment in which the two feature spaces 
were used to assign HD-ISS stages to inputs (see Supplementary 
Figures S4 and S5).

3.3. Subject-specific prediction of biomarkers of disease progression

We assessed the performance of the trained cVAE in predicting 
follow-up cUHDRS and volumes of the caudate, putamen, and lateral 
ventricle. Using an unseen test dataset that included individuals from all 
stages, X and c at baseline time point were provided to the encoder to 
obtain the latent code, z. Subsequently, this latent code was concate
nated with the follow-up conditions c (namely, sex as well as age and the 
CAP score in the follow-up visit) and was fed into the decoder for output 
generation under the follow-up conditions.

Improvements in MAE, expressed as percentage reductions relative 
to the naïve model, are shown in Table 2 for both the shape-lacking and 
shape-informed cVAE models. For reference, the naïve model’s MAEs 
are given in the first column. Supplementary Figures S5 and S6 show 
individual trajectories from baseline to follow-up, comparing ground- 
truth values with predictions in the models.

4. Discussion

For the first time, we aimed to harness the information embedded in 
the shape of subcortical structures to improve the accuracy of predicting 
temporal changes in HD biomarkers (both the cUHDRS and volumetric), 
which are commonly used as primary or secondary outcome measures in 
clinical trials. We demonstrated the feasibility of training a 

discriminative DL architecture (PointNet [26] to extract meaningful 
descriptors from brain subcortical structures that associate shape with 
HD progression, as measured by the PIN score.

Our findings confirmed that shape descriptors derived from the pu
tamen, caudate, pallidum, and the lateral ventricle exhibited strong 
predictive associations with HD progression, while thalamus and 
accumbens had weaker associations. Moreover, consistent with previous 
research [19], we found that shape features derived from amygdala and 
hippocampus were less indicative of disease progression, compared to 
the striatum.

Shape descriptors represented the trajectory of disease progression 
from HD-ISS stage 0 to 3 more granularly, when compared to volumetric 
measures (Fig. 6). This comparative advantage over simple volumetrics 
represents a key strength of the proposed framework, suggesting that 
shape-derived features may offer a complementary and precise tool for 
prognosis and for tracking progression across the HD continuum. This 
improvement could be due to the fact that aggregate metrics like volume 
fail to fully capture the intricate details of subcortical atrophy [61]. For 
example, same-day MRI acquisitions available in PREDICT or TRACK 
[62] exhibited volume inconsistencies, which were attributed to un
avoidable scanning discrepancies or the limited robustness of segmen
tation algorithms [63]. In contrast, the higher dimensionality of shape 
descriptors potentially offers greater robustness to segmentation errors 
and allows for the detection of localized structural variations [64].

PointNet, compared to harmonics-based shape analysis methods 
[65–67], does not rely on predefined templates; instead, it exclusively 
seeks underlying morphometric interactions that are tailored to the 
specific predictive task [27], in our case PIN association. In fact, our 

Fig. 5. Critical points for estimating PIN scores from subcortical shapes in PointNets: Each segmented structure corresponds to MRI scans acquired from an HD 
individual aging from 33 to 39 years. The red points, called critical points in the context of a PointNet model, are points that give rise to the shape descriptors in the 
max pooling layer.
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qualitative analysis of the critical points giving rise to PIN estimations in 
the corresponding trained PointNets highlighted consistent patterns of 
decisive points representing shapes (Fig. 5).

Building on the findings from the discriminative PointNets, linking 
shapes to concurrent PIN scores, in this study we developed for the first 
time a conditional generative model capable of predicting the cUHDRS 
and volumes of caudate, putamen, and lateral ventricle at follow-up 
using their baseline values. We incorporated the prior clinical knowl
edge that age and its cumulative effect on disease burden should be 

incorporated into the distribution of the latent space governing the 
conditional model. Compared to a basic cVAE, that solely relied on 
volumetric measures for making predictions, the shape-informed coun
terpart performed more accurate, highlighting the complementary pre
dictive value of subcortical morphometric deformations for HD 
prognosis. One other important aspect is that the prediction accuracy for 
the cUHDRS, conventionally used as a primary outcome measure in 
clinical trials, was lower compared to that of caudate and putamen 
volumes. This further emphasizes the critical role of incorporating 
volumetric measures as secondary endpoints, specifically in early stage 
preventive drug development trials [68]. In clinical trials, due to prac
ticality constraints, it is often not feasible or cost effective to collect 
longitudinal data for patient stratification. Therefore, we adhered to an 
architecture that used single-time-point data at baseline to predict the 
decline in biomarkers over time. However, in scenarios where longitu
dinal data is available, approaches such as recurrent neural networks are 
recommended [69].

Recently, there has been growing interest in the shapes of the cortex 
and subcortex in relation to normal neural function and heritability. 
Pang et al. found that brain geometry imposes fundamental constraints 
on brain dynamics, with brain activity being better explained by ge
ometry than by complex interregional connectivity, emphasizing the 
role of geometry in brain dynamics [70]. Roshchupkin et al. found that 
the shapes of subcortical brain structures are highly heritable, with 

Fig. 6. Two-dimensional visualization of feature spaces using t-SNE and PCA for volumetric measures and shape descriptors from the putamen, pallidum, caudate, 
lateral ventricle, thalamus, and accumbens. t-SNE values are arbitrary and show relative relationships in the space of shape descriptors reflecting disease progression 
across HD-ISS stages.

Table 2 
Mean absolute error (MAE) for the Naïve model and MAE reduction in per
centage for the shape-informed cVAE models. Higher percentages indicate 
greater improvement. LV: lateral ventricle.

Naïve Shape- 
lacking

Shape-informed 
(L.V. + Caudate)

Shape-informed (L.V. 
+ Caudate + Putamen)

cUHDRS 0.85 0.85 
(0.0%)

0.8 (2.4%) 0.83 (2.4%)

Caudate 
vol.

97.7 81.3 
(16.9%)

78.5 (19.7%) 81.00 (17.2%)

Putamen 
vol.

172.6 153.7 
(10.9%)

— 158.5 (8.8%)

LV vol. 693.7 657.3 
(5.3%)

571.5 (17.6%) 551.2 (20.4%)
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genetic factors contributing significantly to localized shape variability in 
subcortical structures [61]. The present study brings attention to the 
value of subcortical shape subtleties in HD beyond volumetric features. 
While our focus in this study was on predicting conventional clinical and 
volumetric biomarkers in HD, the developed model could potentially be 
employed to generate point sets corresponding to follow-up visits. 
Future HD studies could leverage this model to analyse longitudinal 
shape differences and investigate patterns of diffeo-morphometry in 
structural subdivisions, providing insights into disease progression. 
Beyond its methodological advantages, understanding shape of a 
structure carries clinical relevance. Clinical trials may benefit from 
shape analysis as a monitoring strategy, offering the ability to anatom
ically localize where neuropathological changes are expected and to 
assess whether an investigational therapeutic has been able to halt 
progression of these changes [20]. Supplementary Figure S9 illustrates 
this by showing longitudinal comparisons between predicted and actual 
follow-up point clouds, highlighting the potential to track 
subject-specific structural deformation. To be practically implemented 
in trial settings, however, such applications would require a dedicated 
diffeomorphic framework in which longitudinal anatomical change is 
explicitly incorporated into model training [71]. On the other hand, as 
suggested by the evidence in Fig. 6, trial enrichment strategies may also 
be improved by incorporating shape information at baseline, thereby 
capturing within-stage heterogeneity and enabling more precise strati
fication prior to enrolment.

One limitation of representing segmented volumes with point clouds, 
compared to established volumetric masks, is the interpretability of 
results. Sarasua et al. have comprehensively compared alternative rep
resentations of volumetric shapes for Alzheimer's disease prognosis 
[72]. For example, volumetric textures, which include 
hypo/hyper-intensities, may contain information related to neuro
degeneration [73] which is lost in surface representations such as point 
clouds. Furthermore, the approach used in the present work may cause 
the loss of fine-grained local geometric details due to surface sampling 
along with the inherent focus of PointNets on global shape features. 
Architectures such as PointNet++ [74] could be explored to address this 
issue. Yet, a key limitation of DL-based shape models such as PointNet is 
their restricted interpretability relative to classical statistical shape 
modelling or harmonics-based approaches, where spatially explicit 
patterns of shape change can be directly visualized and attributed to 
disease progression. The reliance on FreeSurfer for structural segmen
tation introduces variability inherent in its parcellation algorithms [75]. 
Additionally, the generative model is computationally demanding, 
which prevented the inclusion of data from non-huntingtin gene 
expansion carriers, which would have allowed the model to learn to 
disentangle atrophy due to normal aging from neuropathology-driven 
deformations. Simpler approaches may involve developing novel com
posite disease prognostication scores [76] based on the underlying tra
jectory of the shape-informed representations, as seen in Fig. 6. 
Moreover, the current pipeline does not incorporate cortical features or 
wet biomarkers such as neurofilament light chain (NfL), which may 
provide additional predictive value. While the results demonstrate a 
robust association between shape features and concurrent disease 
severity (descriptive validity), the added value of shape descriptors in 
forecasting future biomarker decline (predictive validity) remains 
modest. The present findings should therefore be interpreted as pre
liminary evidence of feasibility rather than conclusive proof of clinical 
utility. Another important limitation of the present study is its exclusive 
focus on subcortical structures. Cortical thinning [77], gyrification 
changes [78], and network disconnection [79] are well documented in 
HD, including in earlier stages, and have been shown to contribute 
meaningfully to disease progression. By restricting our framework to 
imaging-derived shape descriptors of subcortical structures, we may 
overemphasize the role of subcortical morphology alone. Future work 
should therefore integrate cortical features and measures of structural 
and functional connectivity to provide a more comprehensive and 

biologically grounded model of HD progression.
In summary, we proposed a novel end-to-end pipeline for integrating 

shape information into a predictive model of disease progression in HD. 
By incorporating shape descriptors, the model demonstrated a modest 
but consistent improvement in forecasting HD biomarkers at follow-up, 
particularly for caudate and putamen volumes. Such advanced methods 
offer a promising approach for refining enrolling homogeneous HD 
populations in future treatment trials and serve as valuable post-hoc 
tools for assessing treatment effects in a subject-specific manner.
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