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Journal Pre-proof

Stochastic optimal control of Lévy tax
processes with bailouts

D. Al Ghanim* R. Loeffen' A. R. Watson?

27th January 2026

We consider controlling the paths of a spectrally negative Lévy process
by two means: the subtraction of ‘taxes’ when the process is at an all-time
maximum, and the addition of ‘bailouts’ which keep the value of the process
above zero. We solve the corresponding stochastic optimal control problem
of maximising the expected present value of the difference between taxes re-
ceived and cost of bailouts given. Our class of taxation controls is larger
than has been considered up till now in the literature and makes the prob-
lem truly two-dimensional rather than one-dimensional. Along the way, we
define and characterise a large class of controlled Lévy processes to which
the optimal solution belongs, which extends a known result for perturbed
Brownian motions to the case of a general Lévy process with no positive
jumps.

Key words and phrases. Risk process, tax process, spectrally negative Lévy process,
capital injections, optimal control, perturbed Lévy process, Skorokhod reflection.

1 Introduction

Consider the capital of an insurance company as it evolves over time. A government
considers two interventions: first, a loss carryforward taxation regime, in which some
proportion, to be referred to as the tax rate, of the company’s increase in capital is
taken whenever the level of capital reaches a new record; and second, a bailout system,
in which the government injects money to the company in order to keep its capital level
positive. We assume the government will bail the company out (instead of letting it go
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bankrupt); so the company is considered ‘too big to fail. Though one can debate the
use of such bailouts, they do occur, most notably during the 2008 financial crisis, and
since they affect the tax strategy it is important to seriously consider models with this
feature. Assume the government wants to choose the tax rate and the size and timing
of the bailouts in order to maximise the expected discounted difference between tax
revenue and cost of bailouts. In this work, we show that, when the company’s capital
before government interventions is modelled by a spectrally negative Lévy process and
the tax rate is at least @« > 0 and at most 8 € (0,1), this can be achieved using a
threshold tax rate and minimal bailouts. Informally, a threshold tax rate means that
tax is paid at rate o when the capital level is below a threshold b > 0, and at rate $ when
it is above. By minimal bailouts, we mean that only the minimum amount of capital
is injected in order to keep the company solvent. It makes sense that such a strategy
might be optimal: bailouts are costly and so should be minimal, if the capital is large it
is relatively safe to impose the highest tax rate, whereas if the capital level is low, then
the risk of having to do costly bailouts is high which justifies reducing the tax burden
of the company as much as possible. Note that the minimum and maximum tax rate «
and S are fixed and cannot be changed by the government.

There is some existing literature on optimal taxation of Lévy tax processes. In the
setting where there are no government bailouts (so the company ceases to exist when its
capital drops below 0), Albrecher et al. in [6, Section 4] start with a threshold tax rate
(with the minimum tax rate being o = 0) and then look for the optimal threshold level
b that maximises tax revenue (at any initial capital level); see also [3, Section 2.3] for
the special case where the spectrally negative Lévy process is a compound Poisson risk
process with exponentially distributed claims. Wang et al. [24] do the same but either
include minimal bailouts (and their cost) or a terminal value at the time of bankruptcy.
Wang and Hu [22] maximised tax revenue without bailouts over all [, S]-valued ‘latent’
tax rate functions (i.e., a tax rate which is a function of the running supremum of the
uncontrolled capital level; see [2] for this terminology).

A closely related optimal control problem is the optimal dividend problem with man-
datory capital injections (so bankruptcy of the company is not allowed) where money
can be taken out, in an adapted way, to give as dividends to shareholders who in re-
turn cover the capital injections. This problem where one wants to maximise expected
discounted value of the paid out dividends minus the cost of capital injections has been
studied in [21], respectively [8], in the case where the uncontrolled risk process is a diffu-
sion, respectively spectrally negative Lévy process. In the latter case it was shown in [8]
(see also [21, Example 1] for the case of a Brownian motion with drift) that the optimal
strategy is a dividend barrier strategy where dividends are paid out in a minimal way
to keep the capital of the company below a certain level in combination with injecting
capital in a minimal way to keep it positive. This mirrors our main result for the optimal
taxation problem with mandatory bailouts.

We remark that in optimal dividend problems where no capital injections are allowed,
or where capital injections are optional rather than mandatory, the optimal dividend
strategy can be more exotic and one needs to assume a condition on the Lévy process in
order for the dividend barrier strategy to be optimal, see [19] and [13]. This is consistent
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with problems involving optimal taxation without bailout studied in the aforementioned
papers [6, 22, 24] where results on optimality of the threshold tax rate strategy are
provided under some conditions on the Lévy process. Indeed, such conditions are not
required in [24] for the problem where minimal bailouts are present.

We now rigorously state our stochastic optimal control problem of interest. For any
stochastic process Y = (Y;);>0 whose sample paths has right and left limits, we write
Yo = limgy Vs, YVip = limg Yy and AYy := Y, — Y,_. Further, for a measurable
function f and an increasing and right-continuous function G, we define [j; f(s)dG(s)
as the Stieltjes integral over (0,t], and [J f(s)dG(s) as the Stieltjes integral over [0,];
that is, [3 f(s)dG(s) = f(0)G(0)+ 3+ f(s)dG(s). For reasons that will become clear, we
need to, for a given path, define a running supremum with a prescribed starting value.
To this end, for a path Y = (Y;)i>0 and & > Y we define

715 =zV sup }{97 (1)
0<s<t

and call Y = (?t)tZO the running supremum of Y with initral maximum level x. We
let (2, F) be a measurable space and on it we define a family of probability measures
(Py.z)zer z>2 and a stochastic process X = (X;);>0 such that, under P, z, X is a spec-
trally negative Lévy process starting at « and with initial maximum level z (i.e. Xo = z
and Xo = 7). We refer to Section 2.1 below for some background information on
spectrally negative Lévy processes. Let (%7 );>0 be the natural filtration of X, and
Fy = Ng>¢.F( its right-continuous enlargement. The random variable X; represents the
uncontrolled capital level at time ¢ of an insurance company. We wish to understand the
effect of controlling the capital level by introducing tazation, which yields revenue for
the controller, and bailouts (or capital injections), which increase the process but have
a cost for the controller. To this end, we fix a lower tax rate bound o > 0, an upper taz
rate bound B € [a,1) N (0,1), and a discount rate ¢ > 0. Next we define our class of
controls.

Definition 1. A pair of stochastic processes (H, L) = ((Ht)i>0,(Lt)t>0) is called an
admissible control under PP, ; if the following holds: (i) H and L are left-continuous and
adapted to (%)i>0, (i) H; € [, B] for all t > 0, (iii) L is increasing (in the weak sense)
with Ly = 0, (iv) X + L is continuous, (v) Egz 57 e %*dLs < oo, (vi) Ppz(U >0
for all ¢ > 0) =1 where U = (Uy)>0 is the controlled process defined by

t
Uy = Xy + Ly — /+ H,d(X+L).. 2)
0

We write II, z for the set of all admissible controls under P, z.

For an admissible control (H, L), H; represents the tax rate at time ¢ and L; represents
the cumulative amount of bailout funds added to U up to time ¢. From (2) and Lemma 10
below, one can see that taxes are only paid when the controlled capital process U is at
its maximum, i.e., at those times ¢ such that U; = U;. Regarding the conditions of an
admissible control in Definition 1, (vi) ensures that the controlled capital level cannot be
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strictly negative for any duration of time, which reflects that the controller/government
is compelled to bail the company out. We highlight that, as, the bailout control L is
assumed to be left-continuous (rather than right-continuous), the controlled process U
can be strictly negative at a discrete set of time points. On the one hand, left-continuous
controls are natural, as the controller can only react after an event, in particular a jump.
On the other, this framework also extends easily to a version of the control problem in
which bailouts are optional instead of mandatory; see, for example, [13, Definition 1].
Conditions (iv) and (v) in Definition 1 are present for technical reasons, though they
also make sense from a practical point of view: (iv) avoids controls where tax has to be
paid over a lump-sum bailout and (v) excludes controls where the expected discounted
value of the total bailouts is infinity, which is a common assumption in these type of
problems; we point once again to [13, Definition 1].

In order to state our optimality criterion, we fix a bailout penalty factor n > 0, an initial
maximal capital £ > 0 and an initial capital z < z and we define, for (H,L) = m € I, 3,
the value function

v (2,7) = Egz [ / e H AX T L)s -1 / e‘qdej] :

0+ 0

where Lt = (L] );>¢ is the right-continuous version of L, i.e. L = L;.. In this
definition, the first term represents the present value of taxation and the second term the
present value of bailouts, with the factor n representing the a multiplicative additional
cost of each bailout.

We wish to solve the optimal control problem

U*(Qj,i‘) = Sup Uﬂ(x7j)7 (3)
ﬂ'EHz,i

by finding v* and for each pair (x,Z) a choice of 7 which attains it.

Our contributions are the following. First, in Theorem 3, we solve (3) under a minor
condition on the Lévy measure of X (equivalent to Il z being nonempty for some (or
equivalently all) (z,7)) in the case where > 1, and show that an optimal control is
given by a threshold tax rate, which corresponds to H; = a + (f — a)1 (T>b) for some
b > 0, in combination with minimal bailouts. A sample path of the controlled capital
process associated with such threshold tax rate, denoted by V, is provided in Figure 1.
The assumption 17 > 1 makes sense because in practice there is a cost of capital. But in
fact, Theorem 3 would no longer hold when we allow 7 < 1: an optimal control for (3)
in that case might look very different, with minimal bailouts no longer being optimal.

Second, we observe that the optimally controlled capital process belongs to the class
of natural tax processes with minimal bailouts with ‘natural’ meaning that the tax rate
is a function of (the running supremum of) the controlled capital process (see also [2]).
We give a rigorous definition of this class involving a construction and characterisation
of its elements. If the initial maximum capital level Z is strictly positive, then this is not
hard to do (see constructions in [4, 24] for specific natural tax rates), because the tax
payments and bailouts occur at distinct times, and the existence and uniqueness of the



Journal Pre-proof

Figure 1: Hlustration of the natural tax process V with threshold tax rate at b and
minimal bailouts, where a = 0.3, 5 = 0.7 and b = 2. The blue (dashed) line
is the path of the background Lévy process X. The red line is the process V.
Note that at times when V experiences a bailout, its instantaneous negative
value is retained and the process is sent to the value zero immediately after.

process without bailouts has been shown in [2]. However, if z = 0 and the Lévy process
is of unbounded variation, then tax payments and bailouts take place simultaneously
within any time interval (0,¢) with € > 0, and it is less clear how to construct the
process. We do this by introducing a Skorokhod-type problem for cadlag paths and use
a contraction argument to prove the existence and uniqueness of its solution, which we
call the tax-reflection transform. This extends known results for the special case where
X is a Brownian motion; see [18, 10, 11, 12, 9] and Remark 7 below.

Third, whereas in [6, 24] (respectively [22] and [23]), the authors optimise over tax
rate controls H of the form Hy = 51,7y where b > 0 (respectively H; = f (X¢) where
f is an [a, f]-valued measurable function), we allow H to be a more general adapted
process. Given that a natural tax process with (or without) minimum bailouts is not
Markov on its own but only when considered together with its running supremum (see
Proposition 9 below) this requires one to consider the optimal value function v* in (3)
as a function of (x,%) and not just x. This makes it more challenging to establish
a verification lemma for solving the optimal control problem in comparison to, e.g.,
optimal dividend problems (with or without capital injections) for which the optimally
controlled process is on its own Markovian. Our third contribution is that we provide a
rigorous framework for dealing with optimal taxation problems for this general class of
tax rate controls, which, in principle, should be easily adaptable to handle other similar
optimal taxation problems as well. Indeed, the first author has shown in [1] that the
question of optimal taxation without bailouts can be handled using this approach.

The last contribution is that we provide an expression, in terms of the scale functions
of the Lévy process, for the value function associated with the threshold tax rate and
minimal bailouts using the novel approach developed in the first author’s PhD thesis
[1]. This involves a characterisation lemma which is similar in nature to the verification



Journal Pre-proof

lemma that we use for the optimal control problem. When x = z > 0 such an expression
for the value function has been derived in [24, Equation (14)] in the case where a = 0
and can be derived from [5, Theorem 2] by taking 6 | 0 there in the case where the tax
rate is constant (i.e. a = (3); both papers use different methods than ours.

The present article is an elaboration on the work done in the first author’s PhD thesis
[1], where a slightly weaker version of the main theorem was proved (in which taxation
could not start from zero capital). During preparation of the present work, [23] was
made available, which studies a version of the control problem where it is assumed that
the tax rate controls are latent tax rates, bailouts are assumed to be minimal (so there is
no optimisation with respect to the bailout strategy) and x = z > 0 in (3). The optimal
control problem in [23] can be seen as a deterministic optimal control problem, because
under these restrictions on the controls, one can obtain an analytic expression for the
value function; this is done in [23] by making the connection with draw-down reflected
Lévy processes, which is an alternative to our approach using a characterisation lemma.

The rest of the paper is structured as follows. In Section 2, after a few preliminaries
on spectrally negative Lévy processes, we give an informal definition of the natural tax
process with minimal bailouts in a general setting, and provide expressions for the net
present value of tax and injections associated with a threshold tax rate. In Section 3.1,
we state our main result about the solution of the control problem, whereas Section 3.2
covers an example which is computationally feasible and plots the optimal tax threshold
and value function against various parameters. Most of the proofs are postponed to
Section 4. Section 4.2 contains the rigorous définition and construction of the natural
tax process with minimal bailouts. For this we need to introduce the tax-reflection
transform of a caglad path, which is.done ini Section 4.1. Section 4.3 consists of the
verification lemma used for solving the control problem and the characterisation lemma
used to prove, as well as the proof itself of, the expression for the value function associated
with a natural tax process with a threshold tax rate and minimal bailouts. Finally, in
Section 4.4 the main result is proved.

2 Natural tax processes with minimal bailouts

After some preliminary discussion on Lévy processes, we move on to describe the natural
tax process with minimal bailouts, and compute a functional representing the net present
value of taxation less bailout cost.

2.1 Preliminaries on spectrally negative Lévy processes

A stochastic process is called a Lévy process if it has stationary, independent increments
and cadlag paths. If additionally the paths have no positive jumps, and are not de-
creasing (in the weak sense), then X is called a spectrally negative Lévy process. Recall
that X under P, is assumed to be such a process starting at x. The Laplace expo-
nent 1: [0,00) — R defined by E,[e*¥t] = 521 () | has the following Lévy-Khintchine



Journal Pre-proof

representation:
L oo [T st
P(s) =cs + 5078 +/0 (7 =1+ s019<1y) v(dB), 5> 0.

Here, ¢ € R incorporates any deterministic drift, ¢ > 0 is the volatility of the Brownian
component, and v is a measure on (0,00) satisfying [;° min{1,6?} v(df) < oo, which
represents the intensity and magnitude of the jumps. We call (¢,0,v) the Lévy triplet
of X. If the Lévy triplet is such that ¢ = 0 and fol Ov(df) < oo then X has paths of
bounded variation; otherwise the paths of X have unbounded variation.

Along with the Laplace exponent, another quantity which appears occasionally is its
right-inverse

®(q) = sup{s > 0:1(s) = q}.

Associated with the spectrally negative Lévy process X are its so-called g-scale functions,
given for any ¢ > 0. We describe these in some detail here because they form part of
the expression of the optimal value function. The first is a right-continuous function
w@: R — [0,00), whose Laplace transform is given by

/ e TW D (z) de = s> ®(q),

1
0 Y(s) —q’
setting W@ (z) = 0 for z < 0. With
W) = [ W)y, w >0,
0
the second is defined as

7@ >
20 () = {1 (@), " g

Finally, it will be notationally convenient to also define an antiderivative of Z,

. z 7(q) >
Z(q)(l‘) _ {fo A (y) dy, x>0,
T, x < 0.

The scale function W9 is a strictly increasing on [0,00) and if X has paths of bounded
variation, then W@ is continuous on R\{0}, whereas if X has paths of unbounded vari-
ation, then W9 is continuous on R and continuously differentiable on R\{0}. Further,
if ¢ > 0, then
7(@)

lim 2@ 4 (4)

a—oo WD (z)  ®(q)
see [15, Lemma 3.3], For more background information on spectrally negative Lévy
processes and their scale functions, including their numerical computation, we refer to
[16, Chapter 8] and [15].
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2.2 Definition and functionals of natural tax processes with minimal bailouts

We now give a brief description of the process which will form the controlled process
under the optimal strategy, postponing a full discussion with proofs until Sections 4.1
and 4.2. Suppose that d: [0,00) — [0, 1) is a measurable function, such that the ordinary
differential equation

y'() =1-6(y(t), t=0,  y(0)=uyo, ()

has a solution for every yg > 0, in the sense that there is an absolutely continuous
function y for which (5) holds for almost every ¢. The relevance of this differential equa-
tion arises from [2, Theorem 1]. Equation (5) has unique solutions when ¢ is increasing
[2, Example 2], and this will be the case for our candidate solutions. Let z € R and
z > x V0. We work under the measure P, ; given in the introduction, under which X
is a spectrally negative Lévy process with (Xo, Xo) = (z,Z) Recall also the notation
(1) for running maxima, which depend on the variable z. For such ¢, we will show in
Section 4.2 that there exists a pair (V, K) of stochastic processes, with the property
that, almost surely, V possesses left and right limits at every time; K is left-continuous;
(Vo, Vo, Ko) = (2,7,0); Viy >0 for all t > 0; and

t

Vi =X, + K, —/ §(Ve) dX T K)s t>0,
0+

o (6)

0 :/O ]l{vt>0} th+

Moreover, (V, K) is adapted to the filtration (.%;);>0, and the bivariate process (V,V)
is strong Markov in (%):>0. We call the process V', or the process (V, K), the natural
tax process with minimal bailouts, with the (natural) tax rate 6. The interpretation of
(6) is that when V is drifting at its running maximum at level v, a proportion d(v) is
taken from the (uncontrolled) increase, whereas increases in K correspond to bailouts
which cannot take place when V; > 0 and are there to ensure that the condition V;4 > 0
is met.

As outlined in the introduction, the solution of the optimal control problem is such
a tax process, with a specific threshold tax rate. The main result that we need on this
type of process is a description of its value function. We will use this in the next section,
varying the threshold, to obtain the solution of the control problem. For v € [0,1) and
x > 0, define

1 1
Q) - {1—1—7%@(@? [ 29) 75 (0 -0 D)y e,
0 ify=0,
noting that, when v > 0, the integral above converges because, as ¢ > 0, there exists
s > 0 such that lim, .o e**Z(@(z) = 0o, see (12) below.

The condition [ 6#v(df) < co appearing in the following result is equivalent to the
condition E[X;] = ¢/(0) > —oo, and since the latter quantity appears in the value
function, we need it to be finite. In the absence of this condition, the value of bailouts
would be infinite.
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Proposition 2. Assume that [[°0v(df) < co. Let (V,K) be the natural tax process
with minimal bailouts with tax rate given by the threshold tax rate 0, with threshold level
b > 0, which is defined by

op(2) = alzcpy + Blispy, 22> 0.

Then for (x,Z) € R x [0,00) such that x < T and for n > 0, the control m = (6,(V), K)
is admissible and

oo [e.e]
v (2,7) =Ez 5 l/ e (Vo) d(X +K)s—n e 4 dKj]
0

(290 + 19

q

@) (g @z \Ta
+ 2@8 {Ra(f’) + (%) (Rg(ZV b) —Ra(zvz)))}. (8)

Note that (8) does not hold in the (excluded) case a = 5 = 0, which corresponds to
having no taxation at all. Proposition 2 will be proved in Section 4.3, after we have
established Lemma 12, which gives a characterisation of the value function. We only
mention for now that ¢, satisfies the conditions in Theorem 6, see [2, Example 2].

3 Solution of the optimal control problem
3.1 Main result
Before stating the main result we need one more piece of notation:

C(b) = Z9(b) T (Rg(b) — Ra(b)),

1 (@)
QW) = 2w ™= ( S -z ) - Ra<b>> ,

B = inf {b > 0: Ry(b) < g(f))((?) (1- nz(q)(b))}

—inf{b>0:C(b) <Q(b)},

where R, (-) was defined in (7). Next we present our main result as well as a lemma
and a follow-up remark containing some properties of b*. The proof of the main result
is postponed to Section 4.4.

Theorem 3. Assume that [{°0v(df) < co and that n > 1. Then, b* < co and for each
(z,z) € Rx[0,00) with x < T an optimal control for (3) is given by the pair (5p-(V'), K)
where (V, K) is the natural tax process with minimal bailouts and threshold tax rate Op«.
The optimal value function v*(x,x) is expressed by the right hand side of (8) with b = b*.
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Using the analogue of (25) for R,, we can derive the following ODE for C(-),

, 1 1\ 2@ b)
cb) = (1—5 1 —a) Z@) () ©

Equation (8) suggests that the threshold level that yields the highest value function
amongst the threshold tax rate with minimal bailouts strategies is the one that maximises
the function C'(). The next lemma shows that b* is the unique maximiser of this function.

(b) —Q(b)), b>0. (10)

Lemma 4. We have (i) b* < oo, (ii) C'(b) > 0 and C(b) > Q(b) for b € (0,b*) and (iii)
C'(b) <0 and C(b) < Q(b) for b e (b*,0).

Proof. We will first prove a monotonicity property for the function Q(-) using arguments
inspired by pp. 15-16 in [8]. We will need the following identity which follows from
Theorem 1 in [7]:

. (D (g
Eo,0 [e—m} = 279D (a) — W@ (a)%/w(q—)/((a)) = Z9D(a) —

7@ (q)?

7@ ()’ (11)

where 7, = inf{t > 0: X; — X; > a}, Z9"(y) = ¢qW @' (y) and W9’ () denotes the
right-derivative of W (9 (y). Assume initially that oo > 0. We have by an integration by
parts and (11),

YA
Q) = [ 200 % (13 25 0 - 0z ay
o Lo ZW(y) —er,] 1
=—-1n . Z(q)(y) B Z(q)’(y)2 (]EO,O [6 q :| — 5) dy,

Since Eg o {e“ﬁ“] is decreasing in a, it follows that there exist 0 < a; < a9 < oo such

that Q(-) is strictly increasing on (0, a1 ), constant on (aj, az) and strictly decreasing on
(ag,00). If on the other hand a = 0, then we have for a fixed a € (0, 00),

@ ZW@"(y) 211
— _ Z " \J) —qty| _ =
Q=) ~n [ Jo s (Bao [ = ) ay
and so we can use the same argument as in the o > 0 case to deduce the same mono-
tonicity property for Q(-).
Note that by (10), C’(b) > 0 if and only if C(b) > Q(b) and C'(b) < 0 if and only if
C(b) < Q(b). Using (4) together with ’'Hopital’s rule in (9) yields

0 ifa>0

blggo C®) = blggoQ(b) - {—n/@(q) ifa=0.

Because Q(-) is strictly decreasing on (ag,00) it follows that C'(b) < Q(b) for b > ay as
otherwise by (10), C(+) will be from some point onwards increasing and thus larger than
Q(-) and then C(-) and Q(-) do not converge to the same limit at infinity. Consequently,

10



Journal Pre-proof

b* < az < oo and C(b) < Q(b) for all b > b* since, assuming without loss of generality
b* < ag, Q(b) > Q(b*) for b € (b*,az) and C’'(b) < 0 if C(b) < Q(b). It remains to show
that C(b) > Q(b) for b € (0,b*) which we prove by contradiction. Suppose this does not
hold. Since by definition of b*, C'(b) > Q(b) for b € (0,b*), we must have then that there
exists 0 < by < b < b* such that C'(b) = Q(b) for all b € [by, ba]. Consequently, by (10),
C’(b) = 0 and thus Q'(b) = 0 for all b € (b1, ba). Therefore, Q(-) is decreasing on (b1, 00)
by the monotonicity property of Q(-). So by (10) and recalling 0 < a < < 1, we have
for b > by,

(Q(b1) = C(br))

1 1 ) Z@(p)

C'(b) = C'(b) + (1 5~ 1-a) 700

(9)
~ (125~ 122) Fwg €0 - Cn - @b - Q)
)

1 1\ 290
> (75— 1) Jag) (6~ COo),

Hence by Gronwall’s inequality, C'(b) — C(b1) > 0 for all b > by and thus C(b) > C(b1) =
Q(b1) > Q(b) for all b > by which forms a contradiction with b* < co. O

Remark 5. From (9), Lemma 4 and its proof we can easily deduce the following properties
of b*.

(i) If n = 1, then Q(b) is a strictly decreasing function on (0,00) and then so must
C(b) be, which implies b* = 0.

(ii) If » > 1 and X has paths of unbounded variation, then W@ (0) = 0 and so

limpo %(1 —nZ9 (b)) = < o0, whereas Rg(0) € R, which implies b* > 0.

(iii) Further, if b* > 0 then it must be the unique point b € (0, 00) such that C'(b) = Q(b)
or equivalently Rg(b) = %(1 — nZD(b)). We also remark that from the
definition of b* we see that it does not depend on the lower tax rate bound a.

3.2 Example

In this section, we consider a specific example in which X is a Lévy process with Laplace
exponent 2 given by

2 1 ol
Y(s) =1+ 9)7)\3 + 50252 + )\/ (e7%% — Dpxe ** du, s>0,
0

meaning that the process experiences negative jumps whose magnitude has a gamma
(or Erlang) distribution with shape parameter 2 and rate g > 0. Jumps arrive at rate
A > 0, and the process also experiences Gaussian fluctuations with volatility o > 0. The
parameter 6 € R is the loading factor, and EgX; = v¢'(0) = 20\/u. Unless otherwise
mentioned, we will take A =1, 4 =2, # = 0.1 and o = 1 for the parameters associated
with X, and a = 0.3, § = 0.6 and n = 1.25 for those associated with taxation.

11
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Our goal is to investigate numerically the effect of changing the parameters «, 5, n
and ¢ on the optimal threshold b* and the value function v. Computation of both of
these requires evaluating not just the scale functions of the models in question, but also
the function R, defined in (7). This function contains an integral over an unbounded
domain, and established quadrature routines may struggle with it. Therefore, we first
show that the integrand in question decays fast and hence show how to approximate it
with a finite integral.

Taking [16, Corollary 8.9] and integrating yields the identity

W9 (z) = w(gb(q)z -1) - /Oo e "P(X; € [-x,0))dt, z>0.

®(q) 0

and bounding the probability by 0 or 1 gives a simple bound for W(q)(x) in terms of ®
and its derivative. In particular, it implies that

/ /
7@ (z) > q%(ewm _1) > ¢ 2@ @@= s 5100, (12)
q

for any 0 < § < ®(¢q). Applying this and similar arguments, we can obtain a bound for
the integrand in the definition of R, for v € (0, 1):

1

0< Z(‘Y)(m)_ﬁ(nZ(q) (y) —1) < (n—1) {qis((];) e—(é(q)—é)x] —

2(q) _(@(q)-s)] " -1
+ =t (20 W} ., x>6'log2. (13
r) g2 (13)

Therefore, for example, if we set € > 0 and select

1oy 1 P(q)
M>3 -0 [log(l — ) los(®le) - o)+ 7 1Og<qq>/(q)) +1log(n — 1) — loge,

then

> B(9) (a(g) ] T
_1{ o (2(0) >x] dz < e,
/M (n=1) q®'(q)

provided that also M > 6~!log2. Similar considerations allow us to bound the integral
of the second term in (13), as well as a similar integral appearing in the value function.
In what follows, we have chosen ¢ = 10710 and used this approximation. On top of
this, the quadrature routine that we used yielded an absolute error estimate of at most
1.07 x 1075.

Previous work on computing the value function in related models appears in [3, Sec-
tion 3] and [5, p. 8], the risk model in both cases being a compound Poisson process
with negative jumps having an exponential distribution. In the former case, this leads to
an explicit expression for the value function in terms of hypergeometric and elementary
functions; however, such a nice formula does not appear to be possible with Erlang jump
distribution.

12
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N oW A~ a

Optimal threshold b*

Value function v*(0,0)

Value function v*(0,0)

0 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
Lower tax rate a (at 3=0.95) Upper tax rate (3 (at a=0)

Figure 2: Effect of tax rate bounds on the optimal threshold b* and the optimal value
function at zero v*(0,0). The value of & has no effect on b*.

Returning to our specific example, it is readily seen that ¢ is a rational function of
s, which implies that the scale functions can be found by partial fraction decomposi-
tion and consist of mixtures of exponentials. However, the exact decomposition is quite
complicated to write down, with both the rates and coefficients involving roots of poly-
nomials, and for computation, we used Mathematica to compute the inverse Laplace
transform required before importing the result into sage. We took a similar approach to
the computation of ®(q), required for our analysis above, which also involves roots of a
polynomial depending on the characteristics of the process.

Figures 2 and 3 show the effect of varying the tax rates a and g, and the effect of
varying the bailout cost factor 7, respectively. Where the optimal value function v*(0,0)
is shown, numerically 1078 is used for zero, since our implementations of v*(x, z) are for
the case z > 0. It is notable that both the threshold and the optimal value function at
zero appear to be monotone in 7, and that the optimal value function is not monotone
in ¢, in that the graphs of v*(0,0) for different values of ¢ intersect. We also remark
that the optimal value function v*(x, z) appears to be concave, as may be expected from
past work on the dividend model with capital injections [8, Lemma 3].

4 Proofs

4.1 The tax-reflection transform

In this section, we make no distributional assumptions about an underlying risk process,
and instead explain rigorously how to introduce taxation and bailouts to any cadlag path
X = (X¢)r>0. This needs particular care when the path starts from level zero because
then it is possible that taxation and bailouts are applied simultaneously. As we outlined

13
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Optimal threshold b*

12 1.4 16 1.8 2
Bailout cost factor n

Value function v*(x,x)

5 2
o
- 0
>
c -2
5] 2
© -4 i —q=0.01,n=1.25
I
= /20— q=0.01,n=155
S . -4/ - -g=003n=125
= /
< --q=0.03,n=155
8 q n
12 14 16 1.8 2 0 5 10 15
Bailout cost factor n Initial capital x

Figure 3: Effect of varying n on the optimal threshold b* and the optimal value function
at zero v*(0,0), and on the value function v*(z, z).

earlier, a key element here is the differential equation

y'(t) =1-6(y(t), t=0. " y(0)=uy, (14)

where §: [0,00) — [0,1) is a measurable function."We call y a solution if it is absolutely
continuous and satisfies (14) for almost every ¢. Recall once again the notation (1) in
which the running maximum of paths depénds on the variable z.

Theorem 6. Let §: [0,00) — [0, 1) be a measurable function such that (14) has a unique
solution for every yo > 0. Assume, in addition, that there exist some € > 0 and v € [0,1)
such that 6(x) =~y for x € [0,¢|. For every cadlag path X with no positive jumps and for
every T > Xo V0, there exists a unique pair of cadlag paths (V*, KT) with V1 positive
and KT increasing such that

t
Vit = X, + K — /+ SV AX ¥ K, >0, (15)
0
and the following complementarity condition is satisfied:

We call (V*,K™) the taz-reflection transform of the path X with tax rate § and initial
mazimum level .

Proof. Throughout the proof we use the notation S(Y) = (S¢(Y))t>0 where S;(Y) =
SUPg<s<; Ys for a cadlag path Y in order to distinguish it from the notation Y in (1).
We assume T = Xo V0 for now leaving the case T > Xy V 0 until the end. We treat the
cases Xo > 0 and Xy < 0 separately.

14
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First assume ¥ = Xy > 0. Then the unique pair of paths (V*, K*) satisfying the
desired properties can be constructed recursively in a similar way as in the Appendix
of [4]. To explain, given a cadlag path Y with no positive jumps we define a number
of transformations of Y. First, by Theorem 1(ii) and Lemma 4 in [2] and the first
assumption in the theorem there exists a unique solution T = Y(Y") to the equation

t
T, =Y - / 5(0,)dS,(Y), t>0.
0

+

Second, (¥, ®) = (¥, ®)(Y) is the reflection map defined by

\I/t = (— inf Y;) \/0,
0<s<t
@tizyé‘%ipp

Note that ®;(Y") is the path Y reflected from below at 0. It is well-known (see, e.g.,
Section 3 of [25]), that, given Y, (¥, ®) is the unique pair of paths with ¥ increasing and
P positive such that ®; = Y;+ ¥, and the complementarity condition [~ 1 (®,>01dVe =0
is satisfied. Using the transformations Y, ¥, ® we construct a pair of paths (V*, K™)
with VT positive and K increasing and such that (15) and (16) are satisfied. It will be
immediately clear from the construction that these properties are satisfied and that it
is the only pair of paths satisfying these properties. With S; = inf{t > 0: T4(X) < 0},
we set (V;7,K;") = (Y4(X),0), t € [0,51). If Sy = oo we are done. Otherwise, with
Y = Vi + AXg, + Xs,40 — Xg, and Ti = Sy +inf{t > 0: &,(Y) = V& _} we set
(Vi 1 Kd oy — K& ) = (2(Y), ¥y (Y)), t € [0,T1 — S1). If T} = oo we are done.
Otherwise, with Y; = V;{_ + X7 4t — Xy (note AXp, = 0 by lack of upward jumps)
and Sy = T1 + inf{t > 0 : T4(Y) < 0} we set (VEH’KEH — Kj'fl_) = (T¢(Y),0), t €
[0, So—T1). In the obvious way we can continue this procedure to construct (V*, KT) on
[S2,T3), T2, S3), . .., which yields the tax-reflection transform on the whole time horizon
[0, 00) provided the time points Sy, 71, S2, 1o, ... do not accumulate. To see that this is
the case, we argue by contradiction and assume T := lim, o 1), < co. Because we can
identify, for n > 1, 7, =inf{t > S, : V; = V;n}, we have Vﬂ: > Vo = Xo > 0 while on
the other hand VS': =0 for any n > 1. Hence VT does not have a right-limit at 7. But
(15) holds for all t € [0, T) and so the limit limsr V;" must exist because all three terms
on the right-hand side of (15) have a right-limit at 7" as X is cadlag on [0,00) and KT
and the integral term term are increasing on [0,7"). So we have reached a contradiction
and we must have T'= oo and hence (V;, K;") is defined for all ¢ > 0.

Now assume Xo < 0 and z = 0. Then by (15)-(16) we must have K; = —Xj and so
(X + K); =8(X + KT) for all t > 0. Before tackling the general case we assume the
special case where §(x) =~y for all z > 0. By properties of the reflection map, (V*, K™)
is the tax-reflection transform of X with constant tax rate v and initial maximum level
0 if and only if

(VHKT) = (q> (X —yS(X + K+)) R (X —yS(X + K+))) .

15
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So if we can show there exists a unique cadlag path K to the fixed point equation
KT =0 (X —1S(X + K1), (17)

then existence and uniqueness of the tax-reflection transform of X with tax rate v and
initial maximum level 0 follows. To this end, let T" > 0. We claim that for Ky, Ko two
cadlag paths,

sup [S(X + K') = Si(X + K?)| < sup K} - K|, (18)
te[0,7) te[0,T)

Indeed, suppose t € [0,T] is such that S;(X + K!) > S;(X + K?). Then for any ¢ > 0
there exists ¢ € [0,¢] such that Xy + K} > Si(X + K') — € and so since Ss(X + K?) is
increasing in s,
[Si(X + K1) = Si(X + K?)| <Xy + K} = Su(X + K?) + ¢
<Xy + Ky — (Xp + Kj}) + ¢

< sup |K!-K?
s€[0,T]

+ €.

Since we can derive the same inequality for ¢ € [0, T such that S;(X +K') < §;(X + K?)
for any given € > 0, (18) follows. Similarly we can show for two cadlag paths Y! and Y2

sup [Wy(Y!) = 0,(Y?)| < sup V! - Y.
te[0,7] te[0,7]

Hence for two cadlag paths K' and K2,

sup |0y (X —4S(X + K1) -0 (X —4S(X + K?)))|
te[0,T
< sup ‘Xt —S(X + K — (X —S(X +K2))‘ <~ sup ’Ktl - Kf‘ .
t€(0,T)] t€[0,T]

Since v € [0, 1), we see that K — ¥ (X —~S(X + K)) is a contraction mapping on the
space of cadlag functions on [0, 7] under the uniform metric, which is a complete metric
space. So by the Banach fixed point theorem there exists, for each 1T' > 0, a unique
cadlag path (K;")icoq) such that K = ¥y (X —4S(X 4+ K1) for t € [0,T]. It follows
that there exists a unique cadlag solution to the fixed point equation (17).

When Xy <0, £ = 0 and the tax rate ¢§ is as in the statement of the proposition, then,
with € as in the statement of the proposition, (V*, K*) on [0,Tp) where Ty = inf{t > 0 :
V;" = €}, is uniquely given by the tax-reflection transform of the path X with constant
tax rate v and initial maximum level 0 and, if Ty < oo, for t > 0, (Vij(;th? KIJ“FOH — K;EO_)
is uniquely given by the tax-reflection transform of the path s +— € + X7, s — X7, with
tax rate d and initial maximum level e.

It remains to cover the case where £ > Xy V 0. In this case one easily sees that
(V*T,K*) on [0,T}) is uniquely given by the reflection map (®(X), ¥(X)) with 7} =
inf{t > 0: ®(X) = z} and, if T} < oo, for t > 0, (VﬂH,K;lH — K7, _) is uniquely
given by the tax-reflection transform of the path s — z 4+ X7 s — X7, with tax rate o
and initial maximum level z. O
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Remark 7. The case where 0(z) = ~ for all x > 0 with v < 1 and the path X is
continuous with Xg = 0 in Theorem 6 has been well-studied in the literature. Namely,
Le Gall and Yor [18]! remarked at the end of their paper that existence and uniqueness
of the tax-reflection transform can be obtained via a fixed point argument (as we did
above) in the case v € (—1,1). Further, Davis [10] (see also [11]) shows that existence
and uniqueness also hold in the more difficult case where v = —1 and that existence
holds but uniqueness fails when v < —1. Despite that uniqueness does not hold in
general when v < —1, Davis [12] and Chaumont and Doney [9] were able to show that
for v < —1 there still exists a unique solution (which is moreover adapted) to (15)-(16)
if X is a Brownian motion. (Reflected) Brownian motions that are modified in this way
when they reach a new maximum are known in the literature as perturbed Brownian
motions.

4.2 Construction of the natural tax process with bailouts

In this section, we give a rigorous construction of the natural tax process with minimal
bailouts (V, K), which we described briefly in Section 2.2.+This is based on the tax-
reflection transform (Theorem 6) of a spectrally negative Lévy process X. Rather than
construct it directly, we build a right-continuous version (¥, K*) and define (V, K) in
terms of this.

Definition 8. Assume § : [0,00) — [0, 1) satisfies the conditions of Theorem 6. Let
(V*, K*) be the pair of stochastic processes given by the tax-reflection transform of the
spectrally negative Lévy process X with Xy = x, tax rate ¢ and initial maximum level
Z > x V0 as defined in Theorem 6. Then let Koy = 0 and K; = K;~ for t > 0, to yield
a left-continuous process K, and define ¥y = V;" — K and V; = V;" — AK;" for t > 0.
We call both V' and the pair (V, K) the natural tax process with minimal bailouts and
(natural) tax rate § (under the measure Py z).

The definition of (V, K) implies

t
%=Xt+Kt—/+5(Vs)d(X+K)s, t>0. (19)
0

Indeed, if t > (0'is such that AK;" > 0, then —AX; > AK," by (15)-(16). Similarly,
if Kif > 0, then —Xo > K. Therefore, (X + K)s = (X + K*t); for all s > 0 and
the (countable)set {s > 0: V,; # V;} is a null set for the Lebesgue-Stieltjes measure
d(X + K1)s. Hence (19) follows from (15).

Proposition 9. (1) (V, K) is adapted to the filtration (F)i>0.

(i) The bivariate process (V, V), with associated probability measures Py z, is strong
Markov in (F)e>0.

n [18] X is considered to be a Brownian motion, but their argument equally applies to a general
continuous path X.
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Proof. (i). We will begin by showing that (V*, K), as defined in Definition 8, is adapted
to (#)i>0. Considering the construction given in the proof of Theorem 6, if ¥ is an
adapted stochastic process, then the processes S(Y'), T(Y), ®(Y) and ¥(Y") defined there
are adapted; for the process Y(Y'), this can be shown using Theorem 1(ii) (in particular
Equation (6)) and Lemma 4 in [2]. Furthermore, the random times S1, T4, S2,Ts, ... are
stopping times with respect to (.%;);>0. This gives an immediate proof in the case that
x =2 > 0. In the case where x < 0, z = 0 and d(y) =~ for y > 0 and v € [0,1), we
analyse the proof of Theorem 6 in more detail. Let Z(L) = V(X —S(X + L)). We
have already shown that this is a contraction mapping, and evidently it maps adapted
paths to adapted paths. The fixed point of = can be obtained by Picard iteration. Let
L§°) = 0 for all t > 0, and define L(™ = Z(L™ V) for n > 1. Then K* is the limit of
L™ as n — 0o, and this limit holds uniformly on [0,T] for any T > 0. It follows that
K™ is adapted, and that the same holds for V* = ®(X — yS(X + K*)). Finally, the
remaining cases (x < 0, £ = 0 and more general §; and & > z VV 0) can be resolved as in
the proof of Theorem 6.

We have shown that (V*, K1) is adapted to (%;)i>0, and we turn now to (V, K).
Fix ¢ > 0. Since K; = limgyy K, it is .#;-measurable, and so K is adapted to (:%)¢0.
Finally, the process V satisfies (19), X and K are adapted to (#):>0, and so is the
integral t +— f0t+ §(Vs) d(X + K)s, since it is continuous and adapted to (F)i>o. It
follows that V' is adapted to (.%#;)¢>0, and we are done.

(ii). Let T > 0 be a finite stopping time with respect to (.%)i>0, and let (V+, KT)
be the tax-reflection transform of
Xp=Vp+Xp— X, t>0,

with initial maximum level V7. Now define

o ‘N/t+’ 0<t<T, A+ K", ~ 0<t<T,
R (AP = YO\ KS K, 2T,

where (V*,K7) is as in Definition 8. Since (V*t,KT) is a tax-reflection transform
of X with initial' maximum level Z, and such a transform is unique, it follows that
(V*+,K+) = (Vt, K+). Consequently, with (Vo, Ko) := (V3" — K, 0) and (V;, K;) :=
(V;t — AK,", K ) for t > 0, we have (Vri4)i>0 = V and by Definition 8 and (19),

N - - t ~ -
vt:Xt+Kt—/+5(1@)d(X+K)5, > 0.
0

The homogeneous strong Markov property of Lévy processes [16, Theorem 3.1] means
that, given V7, X has the law of X under PVT Vo and is conditionally independent of ..

It follows that, given (Vr,Vr), the pair (Vrit, Vrit)iso = V4, SUP<s<t V, V Vor)iso is
conditionally independent of #r and has the law of (V, V) under Py, v, This establishes
the strong Markov property of (V, V). O
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4.3 Verification lemma and proof of Proposition 2

We state the following result, a generalisation of Lemma 2.1 in [17] and Lemma 4 in [2],
whose proof is however identical.

Lemma 10. Fizx z > 0 and let Y = (Yi)i>0 be a measurable real-valued path such
that Y is continuous. Let H = (H¢)t>0 be a measurable path such that Hy < 1 for all
t > 0. Then the path U = (U)i>0 defined by Uy = Y; — fg+ H,AY ,, satisfies, U; =
Y:— [y, HedYs, t>0.

Our approach is based on the following verification lemma for the control problem (3).
In order to state the conditions for this, we define the operator

Agg(w) = %ﬁg"(x) + g () + /0 (9w —9) — g(@) + ¢ (@)010<1}) v(d0) - gg(a),

with the understanding that the first term on the right hand side disappears when
o = 0, whenever g has sufficient regularity and integrability such that the right-hand
side is well-defined and the integral against v converges absolutely.

The lemma involves a candidate optimal value function w(2,x), where  and = have
the role of the initial capital and initial maximum level, respectively. We will write 0,v
for the derivative of v in the first variable, and Jzv for the derivative in the second
variable.

Lemma 11 (Verification lemma). Assume that [{*0v(df) < oo andn > 0. Let v: R x
[0,00) — R be a function of the form v(x,&) = > | gi(x)hi(z) for some p > 1, such
that, for each i =1,...,p:

(a) gi is continuous on R and continuously differentiable on R\{0} with g,(0) :=
limg o gj(x) well-defined and real. If X has paths of unbounded variation then,
in addition, g; is continuously differentiable on R and twice continuously differen-
tiable on (0,00).

(b) hi is absolutely continuous on [0, 00) with a locally bounded, left-continuous density
denoted by hl.

If v satisfies in_addition the conditions
(i) v(z,z) =nx 4+ v(0,Z) for allx <0 and = > 0,
(i7) Aqu(e,z) := Ay[v(-,z)](xz) =0 for allz >0 and z > 0,
(iii) vOxv(Z,Z) + (v — 1)0zv(Z,Z) > 7 for all v € [a, f] and all & > 0,
(iv) v(z,Z) is bounded on the set {x >0,z > 0: 2 < Z},
(v) Opv(z,Z) <n forall0 <z <z,

then v(z,z) > v*(z,z) for all (z,z) € R x [0,00) such that x < Z.
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Proof. Before starting, we note that condition (ii) makes sense. This is true because,
for a function g : R — R satisfying the smoothness properties in part (a) above and
such that, for some a,b € R, g(y) = ay + b for y < 0, the function A,g: (0,00) — R is
well-defined. This uses the assumption that [0 v(df) < co.

Fix (z,z) € R x [0,00) such that < Z. We work on the filtered probability space
(Q, F, (FF)t>0, Py z) where .Z is the completion of % under P, so that the filtration
(FF)e>0 satisfies the usual conditions. Fix 7 := (H, L) to be an admissible strategy,
and write U for the controlled process. We let U™ and L™ to be the right-continuous
modifications of U and L, respectively. Note that U;" > 0 for all + > 0 by Definition
1(vi), and U™ := U has continuous sample paths by Lemma 10 and Definition 1(iv). Fix
€ > 0 and introduce the function ve: R x [0,00) — R defined by v(y,y) = v(y+¢€,y+e€).
We further denote 0,v(y,y) := 0,v(y + €,y + €) and Ozvc(y,y) := Ozv(y + €,y +€). By
the regularity assumptions, we can, for each ¢ = 1,...,p, apply the Meyer-1td6 formula
(Theorem IV.70 and Corollary 1 in [20]) or the change of variables formula (see Theorem
I1.31 in [20])2 for g;(U* +¢) depending on whether X has paths of unbounded or bounded
variation and we can use the change of variables formula for /; (U+ + €). Applying this
together with the integration by parts formula (see p.68; Theorems I1.26 and I1.28 in
[20]) while noting that hi(U+ + €) has continuous saniple paths of bounded variation,
we get, for t > 0,

=+ =+
at UE(U;_a Uy ) — UE(U(TvUO )
t

:-/ qe v (UF U ds
0

+

+/ e qSZ (U + Qdh(T] + ) + hi(U) + )dgi(UT + <))
t
__/ ge " v (UL, UY) ds+/ e~ Dpu (UF,U)) dUS

+/ e Qe (U, T AUT + 2/ e 0,0 (UL, Uj)d[Uﬂc

s

+ 3 e [ S,Ub—ve(U* 1)~ 0 (U, UT) AU

O<s<t

where 9,0y, ) := >0, g/ (y + €)hi(y + €) and, for any process Y, [Y]° stands for the
continuous part of the quadratic variation process of Y. Since [UT]¢ = [X]¢ = 025 and

UG(U:,US ) —UG(U+ ﬁ )—ve(U‘Ir +AX5+ALj,US)—v6(U+ U )
= v (UL + AX,,U]) — v (U, TY)
F o (UF +AX,+ ALTUD) — 0 (UF + AX, T,

we get recalling the definition of the operator Ay, (2) and using that UJ' = Uy + L()" ,

?Note that the assumption of continuous differentiability in Theorem II.31 in [20] can be relaxed to
absolute continuity with a locally bounded density.

20



Journal Pre-proof

US_ =Up and U;L =(X+Lt)+ ngr(l — Hy)d(X + LT); from Lemma 10,
e~ (U, T — ve(Uy, Uy)
t t
— M+ / =15 A (U, T ds + / e~ 9,0 (U T A(LT)e
o+ o+

+ Y e oUL + AX, + ALLTY) —v(U + AKX, T))}
0<s<t

. I
_ / e % [a:r’Ue(Us—l——;U:)Hs - &EUE(U;_—aU:)(l - Hs)] d(X + L+)8’ (20)
0

+

with the understanding that Uy := Uy, AXp := Xo and AL := L§ and where (L )¢ =
Lf =Y gcsci AL and My is the sum of Mt(l) and Mt(2) given by

t
(1) — —qs 7+
Mt = /07L e 1 8zve(Us_, US )d XS — CS — E AXu1{|AXu\>1} ,

O<u<s
M®
= Z e_qs{ve(U:_—i—AXs,U:)—UE(U:__,U:)—axUE(U:__,U:)AXS1{|AXS|§1}}
0<s<t

t [e%s)
_ / / {0 (US —0.07) —ve(USTL) + 00,0 (U TL) Lggey J(d6) ds.
ot Jot -

Note that M (1) is a local martingale by the Lévy-Ito decomposition (see e.g. [16, Chapter
2]) and M (?) is a local martingale as-it is an integral of a predictable process against
a compensated Poisson random measure, see Theorem I1.1.8 and Proposition I1.1.21 in
[14]. By the regularity assumptions and conditions (i) and (v), y — ve(y, y) is absolutely
continuous on (—oo,y] with density 9,v(y,y) bounded by n, which means in particular

ve(UF + AX o+ ALT U — 0 (UF + AX,,UT) < nALT,

where we note that U," + AX, + ALY < U: since otherwise U: is not continuous in
s. Using this in combination with conditions (ii) (which implies Ayv(y,y) = 0 for all

0 <y <yase>0)and (iii) while noting that {s > 0: U} < U:} is a null set for the
Lebesgue—Stieltjes measure d(X + L*)s by Lemma 10, we get from (20), for all ¢ > 0,

_ _ t t .
e~ (UL T < vu(Uy, To) + My +1 / e LT — / CPHARK T LN, (21)
0 0

Let (T),)n>1 be a localising sequence for the local martingale M. Then E, z[Mia7,] =
E, z[Mo] = 0 and so,

tN\Ty

- AT,
ve(x,%) > Ep 5 [/ e PH,d(X + L+)s] —E;z [77/ e_qdej]
o+ 0

+ Ex,:i [6_q(tAT")Ue(UJ\TnaU;\Tn)} .
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Letting ¢ — oo and n — oo we have by the monotone convergence theorem and the dom-
inated convergence theorem in combination with condition (iv), U;" > 0 and Definition

1(v),

=v"(x,T).

o0
ve(,7) > Evs [ / P HA(X + L),
0

+

o
—E;z [7]/0 e_qde;"

Taking € | 0 and using the joint continuity of v(+,-) (which is implied by continuity of g;
and h;) yields v(x,z) > v™(z,x). Since m and (z,z) were chosen arbitrarily the lemma
follows. m

Lemma 12 (Characterisation of the value function). Assume that [{°0v(df) < oo and
b,n>0. Leta>b. Let v,: Rx[0,00) = R be a function satisfying the conditions of the
function v(-,-) in Lemma 11 except that conditions (iii)-(v) are replaced by the following:

(iii’)
a0V (Z, Z) + (o — 1)0z04(Z, T) = «, z € (0,0,
ﬂaxva(i7i') + (B - 1)855”11('1_:’ E) =7, TS (b7 a],
(iv’) ve(a,a) = 0.
Then for any T € [0,a] and x < Z,

+ +

Va(2,%) = By 5 [ / e,V AX + K)s — 1 / " e dKj] :
0 0

+

where (V, K) is the natural tax process with minimal bailouts and threshold tax rate 0y,
and 7;F =inf{t > 0:V; > a}.

Proof of Lemma 12 (characterisation of the value function). Fix a > b. We fix € > 0
and let v, ¢: R x [0,00) = R be the function defined by vg (z,Z) = ve(z + €, Z), though
we purposely do not also shift the second argument by € as we did in the proof of Lemma
11. Because m = (04(V), K) satisfies the conditions in Definition 1 except (possibly)
for item (v) (recall Definition 8 and adaptedness follows from Proposition 9(i)) and v,
satisfies the regularity conditions of v in Lemma 11, we deduce, by following the proof
of Lemmia 11, the identity (20) but with U replaced by V, L replaced by K, ve by vg,e
and H by 0,(V'). Then replacing ¢t by 7,7 At AT, with (T},),>1 a localising sequence for
the local martingale (M;);>0 and taking expectations as well as using condition (ii) in
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Lemma 11, we get, for z > 0 and =z < Z,

T AEAT,
= —qs
Vae(2,Z) = Ep 3 /0+ e ¢

%[00, (ViE, V)0(Va) = Davae (Vi V) (1 = 8,(Va)) | d(X + KT,
o Z e_qs{va,e(vst + AXs + AK;,V:—) - Ua,e(Vst + AXS,V:)}

0<s<1 AtAT},
+
Ta NEAT,
—gs + 17t +\¢ —q(rd AMAT, + T
- /o+ €™ Dyva, (V5 V) A(KS ) + 7107 n)va,e(vrj/\t/\Tn’ Vot mnm,) |-
(22)

By the smoothness assumptions, vg(, +), Ozv4(+, ) and 9zv4(+, -) are all bounded on [0, a+
1] x [0,a] and right-continuous in the first argument. By the mean value theorem, for
all e € (0,1),

>, e

0<s<7 AtAT),

Va(VEE + AX,+ AKF V) — v, (VO +AX, V)

< sup 0v4(y, 2) Z e T BAKT.

ye[,atl]z€0al 0<s<rah ALAT,

Further, a > V;\ﬁ > (1=-BX+ K)o+ =(1- B)K;\T+ where the second inequality
is due to Lemma 10. From these observations it is justtilﬁed to apply the dominated
convergence and take € | 0 in (22) to conclude that (22) holds with € = 0. By definition
of (VF, K1), Vit + AX 4+ AKF = 0if AKF > 0. Hence vy (V," + AX,+ AKF V) —
va (V2 + AXS,V:) = nAK; by condition (i) of Lemma 11. Further, {s > 0: V& > 0}
is a null set for the Lebesgue-Stieltjes measure d(K;)¢. To see this, note that {s > 0 :
VEi>0lc{s>0:VE>0U{s>0:AV;t >0} and {s > 0: V;" > 0} is a null
set for dK; by (16) and {s > 0 : AV,;" > 0} is countable (because a cadlag path has
a countable number of jumps) and so is a null set for the continuous measure d(K;)c.
We also note that d,v,(0,z) = n if the spectrally negative Lévy process X has paths of
unbounded variation by continuity of d,v, in that case, whereas (K )¢ =0 for all s > 0
if X has paths of bounded variation. Using these observations in combination with (22)
for € = 0 and (iii’) (recall from the proof of Lemma 11 that {s > 0: V;% < V' } is a null
set for the measure d(X + K1);) yields

vo(z,Z) = Eyp 5

)

T AEAT, _ Td AT,
/ =05, (V) A(X KT — 1 / =08 AR+
0

o+

N _
—q(1ad NEATR) + +
+e T Ua(vrgr/\t/\Tn’ Votanr,) |-
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With (¥, @) the reflection map from the proof of Theorem 6,
V), > (1-B(X + K> (1-B)(X + (X)) = (1 - B)&(X), t>0,

where the second inequality is due to K;” > W;(X) since X; > V;* and the equality
is by definition of the reflection map. Because ®4(X) — oo as t — oo, it follows that
7.5 < 0o. Hence 77 ANt AT,y — 7,7 as n,t — oo. So letting ¢t — oo and n — oo, we get
the desired identity by the dominated convergence theorem and using condition (iv’) in
combination with the process V' not having upward jumps. O

Proof of Proposition 2. For v € [0,1), a > 0 and = > 0, define

R (o) = 2200 (@)™ [0 Z2@(y) T (1-nZD(y)dy ity € (0,1) and x < a,
e 0 ify=0o0rz>a.

Fix a € (b,00) and define v,: R x [0,00) — R by

va(Z,T) =1 (7@ (x) + w)

q

e (@) ( —a
+ g(q)E { a,a (z) + (Z(Zq (7 b > (R ’a(i‘\/b) —Ra,a(f\/b))} (23)

Z@(z) [ W 7@ (z) \T° (2@ v b)
g (2045 )<Z<q><va>> ( Z9(a) )

We claim that for all (z,z) € R X [0, 00) such that x <z <a

=
|

+

Ta T;r
vo(z,2) = Epz l/o e Po(Vs)d(X + K)s — 77/0 e % dKj} ) (24)

see also Remark 13 below. Once (24) is shown, Proposition 2 follows, first for the
n = 0 case and then for the general case, by taking a — oo and using the monotone
convergence theorem and I’'Hopital’s rule in combination with (4) (recall the assumption
B > 0). To prove (24) we show that v, satisfies the conditions of Lemma 12. Regarding
the smoothness conditions we have that v, is of the form Y7 ; g;(x)h:(z) with g1 (x) =

29 (w), ga(w) = n (2" (2) + £12), h(7) =1 and
@) \T=
b (%) = m {Ra,a@:«) + (Z(ZT;V)I))) (Rpa(#V b) — Raa(@ V b))}

N (S, L YO ([ Z9@) 7T (29 v
~ 7o (2@ + 5 ><Z<q><fvb>> ( Z9(a) >
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Recall the regularity properties of W(? mentioned in Section 2.1. They imply that g;
satisfies the required smoothness conditions in Lemma 12 and then obviously so does gs.
Further, they imply that hy is continuous on [0, 00) and continuously differentiable on
[0,00)\{b, a} with the left-derivative serving as the left-continuous density h} on [0, c0).
Therefore, hq satisfies the required smoothness conditions in Lemma 12 as well. It is
easy to see that v, satisfies condition (i) in Lemma 11 by definition of Z(@ and AD

Next, it is well-known that A,Z(®(x) = 0 and Aq7(q) (x) =4'(0) for all x > 0. This can
be deduced by using martingale arguments and stochastic calculus (see, for instance,
(3.7), Proposition 2 and Lemma 5 in [8]); or, alternatively, by taking Laplace transforms
and using Fubini’s theorem. So (ii) in Lemma 11 is satisfied as well. It is left to show
that v, satisfies conditions (iii’) and (iv’) in Lemma 12. One easily sees that (iv’) holds.
For (iii’), by observing that

1 Z9(g)

T 7 el — 75 0 =020, w0, (29)

Rfy,a('r) = - 1—~

we get for = € (b, al,

Y0x0a(Z,Z) + (v — 1)0z0a(Z, )
=1 Z (@) (z) + 02D (@) + (v = )29 (@)1 (7)
Z D! (z

=Rﬂ,a(57)Z(T(j)) (1-3=9)+ ﬁﬂmZ(q)( o(-s1=) e

79 (z) YON{Z9@\ ™7 [ (- 18
SAGAC: )( ) (+ =)

q 29 (a) 1-3
Similarly, for 0 < z < b,

YOr0a (Z,Z) + (v — 1)0zva (2, 2)
(@) \ =5 (@/(z _ N
(oo (ZH - st 58 (1 23 2
+nZD (%) (’y - aZ[ — 1)

2D (i, FO) (Z90)\TF (Z9@)\T [ (1=1)a
~ 7)) (Zq (@+= ) (z@(a)) <z<q)(b)> (7+ 1-a )
(27)

™

From (26) and (27) we immediately see that condition (iii’) in Lemma 12 is satisfied
which completes the proof. O

Remark 13. We explain here briefly (details can be found in [1]) how we arrived at the
guess (23) as the (correct) expression for the expectation in (24). To this end, denote,
for z € [0,a] and z < 0, by U4(x,Z) the right hand side of (24). First, use known
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fluctuation identities for spectrally negative Lévy processes reflected at their infimum to
derive an expression for U,(z,Z) in terms of scale functions and v,(Z,z). Second, use
this expression to compute 0,0,(Z,Z) and plug it into the equation (iii’) in Lemma 12.
This yields then an ordinary differential equation for v,(Z,z) which, together with the
boundary condition (iv’) in Lemma 12, can be uniquely solved. This will then yield the
guess (23) for vg(z,z). Note that this line of arguments does not constitute a proof of
(24) because this would involve showing in addition that v,(z, ) satisfies, a priori, (iii’)
in Lemma 12, which is non-trivial.

4.4 Proof of Theorem 3

Let v : R x [0,00) — R be such that v(z,z) is equal to the right hand side of (8) for
all z € R and > 0 and with b = b*. Clearly v(z,z) < v*(z,z) for < T because, for
x < I, v is the value function of the control (dp+(V'), K) which is admissible (in particular
Definition 1(v) is implied by Proposition 2). So Theorem 3 is proved once we show that
v satisfies all conditions of the verification lemma (Lemma 11). Following the arguments
in the proof of Proposition 2 we see that the smoothness conditions as well as conditions
(i) and (ii) of Lemma 11 are satisfied. It remains to show that conditions (iii), (iv) and
(v) of Lemma 11 are satisfied. We start with condition (iii). From (26) with a — oo, for
z>b" and v € [o, ],

(D _
v0,0(Z,Z) + (v — 1)0zv(Z,2) — v = (UZ(q)(f) + R3(Z) 2(2)(;)) _ 1) B - >0,

where the inequality is due to C(z) < Q(Z) for z > b*, see Lemma 4, which implies

Rs(z) < %(1 — nZ9(z)) in combination with % < 0 for all v € [, 3]. On the

other hand, by (27) (taking a — o), we have for z € [0,b*] and 7 € [a, ],
’VBJJU(SE’ J_") + (’Y - 1)8561}('%5 j) -7

@) (z == @ (z a—
= (nZ(q)(f) + {Ra(f) + (ZZ(;)((Z)*))> (Rp(b") — Ra(b*))} Z(q)((ﬂj)) - 1) o _Z

1 (q) T o —
- (nZ(q)(i*) +{Ra@) + 29 (@)= ()} i(q) ((x)) - 1) a _?

v

0,

where the inequality is due to C(b*) > C(z) > Q(z) for z € [0,b*], see Lemma 4, in
combination with 2=F > 0 for all v € [a, f].

Next we look at condition (iv) of Lemma 11. Let us denote v(z,z) = v (z,Z) to
indicate the dependence of v on 7. Further let D = {x > 0,2 > 0: z < z}. We first deal
with the case = 0. For # > b and z <z, 0 < v(9(2,7) < v (z,z) = Rg(). Since for
n=0,

0 7(9) (1)) ToF (@
lim Rg(x) = g lim Jo Z\P(y) TRdy . Z\D(x) B
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by I'Hépital’s rule in combination with (4) and since v(©)(-,-) is continuous on D, it
follows that v(9(-,.) is bounded on D. Let now n > 0. Then v(O(z, z) — v (z,z) =
Ezz[n " e % dK,] and it is easy to see that the right hand side is decreasing in
and decreasing in z from the definition of (V, K') via the tax-reflection transform (recall
Definition 8). So for all (z,z) € D, [v™(z,Z)] < v (z,Z) + v (0,0) — v™(0,0) and
thus v (-, -) is bounded on D.

Finally, we check that condition (v) of Lemma 11 holds. Recall w9 (z) = J§ WD (y)dy
for x > 0. For £ > b* and z € [0, 7],

~ @ AULE"
pv(z,2) —n =n(Z"(x) = 1) + Rﬁ(m)Z(T(i')
— 2@ (g
<0 @) + (1 =29 @) J
_ (., W@ (g
< (W(‘” (@) + WO @) Exg)
<0,
where the first inequality is since Rg(z) < %(1 ~1Z9(z)) by Lemma 4, the second

inequality is due to n > 1 and the last inequality is due to x < Z and the (strict)
log-concavity of W(q)(-) on (0,00), where the latter follows from (11) as this identity
implies

— — I 1 N —
W)W (a) - WY (a)2 = . (Eoo [e~r™] = 1) W@ (a) <0, a>0.

On the other hand, for z € [0,b*) and x € [0, Z],

Opv(2,7) — = n(ZD2) — 1) + {Ra(j) 1 7@ (E)ﬁc*(b*)} ?(?)l((;))
<Z0G) 1)+ {Ralt) + 2060} 2D
= ngW @ (x) + (1 - nZ<q>(b*))%
<ngq (W(q) () + W(q)(b*)%&)

<0

)

where the last two inequalities follow by the same arguments as in the previous case
and the first inequality follows because C'(b*) < Q(b*) by Lemma 4 and because, via the
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analogue of (25) for R and the definition of Q(-) in (9), for z € [0, b*),
Ra(®) + Z9(@) ™5 0(F) _ Ra(b') + Zo0)rs =)
Z0(7) - @)

" o Z(q '(y) .
s (y)Qz )™ () - Qw)dy
_ Ralbt) + 20(7) T 0

- @(b*)

where the inequality is due to C(b*) > C(y) > Q(y) for y € [0,b*), see Lemma 4.
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