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Abstract

Although in recent years some studies have found evidence suggesting that working memory (WM) may operate on unconscious
perceptual contents, decisive demonstrations of the existence of unconscious WM are lacking. In the present Registered Report, we
replicate the first study on this topic by Soto et al. (Working memory without consciousness. Curr Biol 2011;21:R912–3.): a visual
discrimination task asking participants to report the direction in which a subliminal Gabor grating was rotated after a 2-s delay.
We acquired a multisite sample from 19 laboratories, with a larger number of participants (N = 531) and trials (720 in two sessions)
than those typically used in previous studies. As a result, a large-sample, international, and open-access dataset is now available for
researchers and future analyses. Furthermore, some minimal baseline requirements were guaranteed for the experimental task (i.e.
number of valid trials, motivation, and consistent labels for the Perceptual Awareness Scale). The results showed (1) above-chance WM
performance in cue-present trials reported as unseen (.55 accuracy), (2) a significant positive correlation between WM performance and
cue detection sensitivity (r = .228), and (3) a significant above-chance intercept in the regression of performance on sensitivity (β0 = .521).
These findings suggest that WM can operate on unconscious representations, although it remains positively associated with perceptual
sensitivity. Crucially, because measurement error could compromise the interpretation of these three results, we provide evidence for
our measures’ excellent reliability and, more fundamentally, for their validity.

Keywords: unconscious; working memory; perceptual awareness; replication; multisite; Registered Report

One of the biggest challenges in modern science is disentangling
the mechanisms of consciousness. Conscious awareness can be
defined as ‘the process leading to experience and reportability’
(Soto and Silvanto 2016, p. 520). A popular strategy to study its
functions and physiological basis is to determine which psycho-
logical processes can operate outside of this conscious awareness.
The current evidence suggests that processes including percep-
tion, attention, and memory—or at least some of their subcom-
ponents—may operate on the basis of information that is not
consciously represented (Francken et al. 2022). In recent years,
an especially provocative assertion states that working memory
(WM) can operate unconsciously, namely, for items reported as
unseen (e.g. Soto et al. 2011; Bergström and Eriksson 2014, 2015,
2018; Trübutschek et al. 2017, 2019; Persuh et al. 2018).

WM is defined as a ‘limited capacity system, which temporarily
maintains and stores information, [and] supports human thought
processes by providing an interface between perception, long-
term memory and action’ (Baddeley 2003, p. 829). In its first
formulations, Baddeley and Hitch (1974) did not explicitly focus
on the relation between WM and consciousness. Later, WM was
assumed to operate consciously, through the episodic buffer, pro-
posed as a component that mediates the interaction between
other subcomponents (i.e. the phonological loop and visuospatial
sketchpad), forming conscious episodes (Baddeley 2003). Although
some authors had speculated that WM operations might be inde-
pendent from awareness (e.g. Baars 1997; Hassin et al. 2009), it
was not until Soto et al.’s (2011) work that this issue began to be
empirically tested.

These authors devised a simple discrimination experiment in
which participants were presented with a Gabor grating (masked
and lasting 16.67 ms, present on half of the trials and absent
on the other half) and retained its orientation in WM across a
2-s delay period, after which they were asked to report whether
a test grating was rotated to the left or right with respect to
the initial grating cue. Participants were also asked to report the
visibility of the memory cue on each trial using a Perceptual
Awareness Scale (PAS, Ramsøy and Overgaard 2004; Sandberg and
Overgaard 2015; Sandberg et al. 2010). Soto et al. (2011) found that
in those trials where participants reported absence of awareness
(PAS = 1, from now on, unseen trials), they performed above chance
in the WM task (.59, p = .006), suggesting that these cues had
been successfully encoded and retrieved from WM. Also, Soto

et al. found a near-zero correlation (r =−.18, p = .41) between
performance in the WM task and cue detection sensitivity of the
memory cue (calculated with a pseudo-d′, see Stein et al. 2016
for a critical discussion on this issue; see also Soto and Silvanto
2016), suggesting that ‘memory discrimination dissociated from
perceptual awareness’ (p. R913). Furthermore, a regression of
performance on sensitivity (Greenwald et al. 1995, 1996) returned
a significant above-chance intercept (β0 = .60), suggesting that at
least statistically, performance in the WM task was predicted to be
positive even for participants who showed no evidence of aware-
ness. These results lead logically to the conclusion that WM can
operate on stimuli that have not been consciously experienced.1

Since the publication of this seminal study by Soto et al. (2011),
many other studies have reported similar effects in the same task
(Dutta et al. 2014; King et al. 2016) and in other tasks with alterna-
tive masking methods (Sklar et al. 2012; Bergström and Eriksson
2014, 2015; Pan et al. 2014; Trübutschek et al. 2019; Nakano and
Ishihara 2020). Recently, a meta-analysis by Gambarota et al.
(2022), collating data from all the empirical studies that have
addressed this question so far (38 independent effect sizes), found
a medium-sized unconscious WM effect, Hedges’ gz = 0.54, with a
89% highest probability density interval between 0.32 and 0.77.

The aim of the present Registered Report is to test whether
WM can operate unconsciously by replicating the original
study of Soto et al. (2011) with a highly powered multisite
sample. In doing so, we have responded to the need for more
systematic and larger-scale studies in research on unconscious
WM, as urged by Gambarota et al. (2022) in their meta-analysis.
Moreover, the empirical evidence gathered so far poses concerns
that we attempted to address and overcome, following recent
methodological recommendations (e.g. Shanks et al. 2021). Below,
the reader can find a list of these concerns, each followed by our
proposed solution, across three major aspects: research biases
and statistical power, minimal baseline requirements (i.e. number

1 For an earlier attempt to test this possibility, see Hassin et al. (2009),
although this study did not involve masking stimuli from visual awareness.
Also, the seminal studies by Soto et al. (2011) bear some superficial resem-
blance to subliminal priming studies, but note that priming and WM are
different processes: while priming operates on delays of a few hundreds of
milliseconds and requires no cognitive operation on the prime, the WM task’s
delay is 2 s and requires maintenance of the memory cue and comparison to
the target for a delayed decision.
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of valid trials, motivation, and PAS labels), and potential hazards
with data analyses.

Research biases and statistical power
The meta-analysis by Gambarota et al. (2022) found signs of
publication bias in this literature (funnel-plot asymmetry), but
did not attempt to apply any bias-correction method. This means
that although Gambarota et al. found a medium-sized meta-
analytic effect, this estimate is possibly inflated by the selective
publication of positive findings (for instance, studies with null
results may have been discarded as failed pilot experiments),
but we cannot know the scope of the problem with certainty.
Assessing the impact of publication or other reporting biases in
the literature is a daunting challenge because different correction
methods often yield different, even contradictory, results and
usually it is difficult to decide which method’s assumptions are
most valid for the experimental setting at issue (Carter et al.
2019). Even so, it is advisable to apply some bias correction to the
data because otherwise, in the presence of bias, the meta-analytic
estimate is necessarily inflated to an unknown extent.

We applied a state-of-the-art method, robust Bayesian
meta-analysis (RoBMA; Bartoš et al. 2021), to the Gambarota
et al. dataset. The advantage of this method over alternative
approaches is that RoBMA fits not just one but a set of bias-
correction methods and returns a weighted average that is
sensitive to how well each model fits the data. In our reanalysis
of Gambarota et al.’s data, using default settings, we found an
inclusion Bayes factor of 3.22 in favour of models including
publication bias, confirming the suspicion that this literature
is biased by the selective publication of positive findings. After
correcting for bias, the evidence in favour of a positive effect is no
longer substantial, with a point estimate of gz = 0.16, 95% credible
interval (CI) [−0.09, 0.55], and only provides inconclusive evidence
for the existence of such an effect (inclusion Bayes factor = 1.003).
The R script for this analysis is available at osf.io/xzv9t/.

Given the signs of bias in previous research conducted in this
area, we believe that future studies should take measures to
minimize the impact of publication or reporting biases. One of
the most effective approaches to achieve this is to preregister
the experimental protocol and analysis plan before the experi-
ments are conducted. This allows the reader to distinguish purely
confirmatory analyses that follow the registered protocol from
exploratory analyses conducted post hoc that might be subject to
bias. In addition, to minimize the impact of publication bias, the
decision to publish a study or not should be based on the quality
of the methods and not on the (significant or non-significant)
results. Registered Reports are an ideal means to achieve this
because, here, research proposals are assessed by editors and
reviewers before data collection begins and therefore the deci-
sion to approve or reject the publication of the study cannot be
contaminated by the empirical results (Chambers and Tzavella
2022). Consequently, this work follows a Registered Report format,
the first one on unconscious WM (see Stage 1 manuscript at
osf.io/nz6m5).

Also, this multisite study has the goal of creating a robust
and open-access dataset from at least 10 laboratories in different
countries since none of the previous studies in this field have
made their data publicly available. Having access to the datasets
is another tool against publication and reporting biases as it
allows the scientific community to verify the robustness of the
analyses and results, for instance, allowing multiverse analyses to
be undertaken (Steegen et al. 2016; Simonsohn et al. 2020). Finally,

the scripts for the task and data analysis are also available in the
Open Science Framework repository: osf.io/xzv9t.

It is well known that one of the chief limitations in research on
unconscious processing is low statistical power (Vadillo et al. 2016,
2020; Shanks et al. 2021). In the literature studying the uncon-
scious WM effect, the median sample size is 17.5 participants
(Gambarota et al. 2022), with a maximum of 38 in Trübutschek
et al. (2019) and a minimum of 7 in Soto et al. (2011). With 17
participants, the minimum detectable effect size with a power of
.95 is 0.9322 in dz units. This effect size could be very reasonable
in the experimental context, but our reanalysis of Gambarota
et al.’s meta-analysis yielded a bias-corrected effect of 0.16 (in
fact, compatible with no true effect), thus suggesting that much
larger samples might be needed to detect a true but small effect.
In the present study, we initially planned to recruit at least 10
samples of at least 20 participants in two sessions, yielding a
minimum of 200 participants. In the end, we collected 19 samples
which sum 531 participants in total.

Another source of low statistical power is the number of trials
included in the analyses. These experiments are usually long,
intermixing trials in different conditions (e.g. absent or present
cues, with or without distractors), but when only the valid trials
are taken into account (i.e. reported as unseen when the cue
was present), the number is typically not very large. Soto et al.
(2011) analysed a mean across participants of only 26 valid trials
from a total of 96 in their Experiment 1 (and a mean of 40 valid
trials in both Experiments 2 and 3 with distractors), while other
authors employing similar tasks analysed even fewer, specifically
a median of 16 valid trials from a median of 96 total trials (Bona
et al. 2013; Dutta et al. 2014; King et al. 2016; Taglialatela Scafati
2019). Soto et al. divided the trials into 50% cue-present and 50%
cue-absent, thus initially losing half of the trials for the main
analysis. To increase the percentage of valid trials in our design,
we divided ours into 70% cue-present and 25% cue-absent trials,
and an additional 5% of supraliminal trials. As a consequence, we
presented a total of 360 trials per participant per session (252 cue-
present), from which we expected to obtain ∼126 valid (cue-present
but unseen) trials. Given that we planned to conduct the task over
two sessions, we expected that each participant would provide
∼252 valid trials out of a total of 720 trials.

Minimal baseline requirements
One of the aspects that Gambarota et al. (2022) considered was
heterogeneity between laboratories, accentuated by the differ-
ences between the tasks applied in those laboratories. Those two
sources of heterogeneity were not readily separable in their meta-
analysis. However, in our design, we obtained a pure estima-
tion of between-laboratory heterogeneity since all of them used
the same experimental task. Furthermore, we took measures to
minimize the impact of undesirable sources of heterogeneity
across experimental settings, ensuring minimal baseline require-
ments with respect to the number of valid trials, motivation, and
PAS labels.

First, Gambarota et al. (2022) pointed out the often-neglected
problem of the varying number of valid trials between tasks
(discussed above). Even using the exact same experimental task,
differences in the number of valid trials can occur as a con-
sequence of distinct screen luminances, as Taglialatela Scafati

2 Calculated with the function pwr.t.test() of the {pwr} package in R
(Champely 2020), for a two-tailed t-test, the test commonly applied when
contrasting the unconscious WM effect (e.g. Soto et al. 2011).
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(2019) warned in her replications of Soto et al. (2011). She expe-
rienced difficulties when masking the cues and could not achieve
>27% of unseen trials with a masked cue, against the 55% in Soto
et al. For this reason, we calibrated the contrast of the memory cue
to each participant at the beginning of the experiment with two
sequential QUESTs and during the task by means of an adaptive
staircase. This procedure aimed to yield at least 50% of unseen
trials per participant in the cue-present condition as implemented
in Jachs et al. (2015) and recommended by Shanks (2017).

Second, as pointed out by Dutta et al. (2014) and Soto and
Silvanto (2016), experimenters need to ensure that participants’
motivation is maintained throughout the task, so that this
does not become an additional source of irrelevant between-
participant heterogeneity. Soto et al. (2011) included two trial
conditions in which the masked cue was present for 16.67 ms
or absent. In this design, the masked cue was difficult to see
and thus motivation could decline quickly. Even though we
used a calibration method, our pilot participants also reported
this motivational decline since almost every trial was near the
subliminal threshold (Supplemental Material). Consequently, we
ensured that 5% of trials were supraliminal. This way, participants
find the experiment less frustrating and those trials can serve as
evidence of response quality (see Method). This decision aims to
overcome the ‘task-difficulty artefact’, under which awareness
measured in cue-present trials may be underestimated (Pratte and
Rouder 2009).

The third source of heterogeneity refers to the labels used
for the PAS across experimental settings. The PAS has become
the preferred scale for measuring perceptual awareness in the
recent literature (Overgaard et al. 2010; Sandberg et al. 2010; Skóra
et al. 2021), but a crucial and often-neglected feature concerns
the labels for its categories, which often vary between studies.
For example, the PAS labels applied in Soto et al. (2011, from
1 = ‘did not see anything’, 2 = ‘maybe saw something’, 3 = ‘saw
the stimulus but not its orientation’, to 4 = ‘saw the stimulus and
its orientation’) importantly differ from those applied in Nakano
and Ishihara (2020, from 1 = ‘did not see anything’, 2 = ‘did not
see the target but felt existence of something’, 3 = ‘saw the target
but it was not clear’, to 4 = ‘saw the target clearly’) and from
those employed in Taglialatela Scafati (2019, from 1 = ‘nothing’,
2 = ‘glimpse’, 3 = ‘something’, to 4 = ‘well’).3 For instance, these
latter PAS labels do not differentiate between seeing the cue
and its orientation and might explain why their results failed to
reproduce the original effect. In order to avoid this heterogeneity,
we fixed the PAS labels across laboratories. After piloting the
original PAS from Soto et al., we decided to adapt its labels to the
ones used in Wiens et al. (2023). These authors applied an almost
identical task and their PAS differentiated between detection and
identification thresholds. Our PAS labels were 1 = ‘I did not see the
Gabor’, 2 = ‘I saw something, but did not identify the orientation’,
3 = ‘I saw the orientation vaguely’, and 4 = ‘I saw the orientation
clearly’ (see more details in Supplemental Material). By wording
the categories in this way, future researchers will be able to run
analyses based on both thresholds since PAS = 2 implies detection
of the cue and PAS = 3 and 4 imply identification of its orientation.

3 In both Soto et al.’s (2011) and Nakano and Ishihara’s (2020) PASs, category
1 measures the same degree of awareness. However, category 2 in Soto et al.’s
scale is more similar to category 3 in Nakano and Ishihara’s (the latter did not
differentiate between seeing the stimulus and its orientation). Furthermore, the
nuance captured in category 2 of Nakano and Ishihara’s PAS, which they related
to type-2 blindsight (and considered as ‘unconscious experience’ together with
category 1), is not explicitly represented in the PAS of Soto et al. This detail
may be key since Nakano and Ishihara did not find above-chance performance
when discarding category 2 from their analyses, suggesting that a minimum
level of conscious awareness is required for the WM effect.

Potential hazards with data analyses
As explained earlier, the conclusion that WM can operate over
unconscious input is based on support for three statistical
hypotheses: (1) above-chance WM performance in cue-present but
unseen (PAS = 1) trials, (2) a non-significant correlation between
participants’ cue detection sensitivity and WM performance, and
(3) a significantly above-chance intercept in a regression of per-
formance on sensitivity. Hypothesis (1) gauges the main evidence
for WM operating with unconsciously represented information.
Hypothesis (2) is commonly interpreted as providing evidence
that WM processing is independent from detection sensitivity,
i.e. that participants showing better cue sensitivity do not show
better WM performance and vice versa. A positive correlation
between cue detection sensitivity and WM performance does not
necessarily indicate that all knowledge is conscious. However,
evidence for the absence of this association would be in line
with a non-conscious account of WM performance because it
discounts any contribution from conscious processes in cue
detection. Hypothesis (3) is usually taken as proof that even an
ideal participant showing no detection sensitivity would show
above-chance WM performance. Nevertheless, interpretation of
these patterns is not immune to criticism and their problems are
closely intertwined.

All three results described above (i.e. above-chance perfor-
mance when PAS = 1, non-significant correlation, and a signifi-
cantly above-chance intercept) can serve as evidence of the effect,
but only if we assume that the awareness measure is sufficiently
reliable and that there is no measurement error in PAS responses
or in the sensitivity indices computed from them (Shanks 2017;
Shanks et al. 2021). The first analysis requires including only
PAS = 1 trials, a method known as post hoc selection, under the
logic of only analysing unseen trials. By doing this, we assume that
every PAS = 1 trial was truly unseen and that no truly seen trial
is (mis)reported as PAS = 1. Since no measures in the empirical
world are perfectly reliable and the reliability of awareness tests
is often quite modest (Rothkirch et al. 2022; Vadillo et al. 2022),
awareness may have been underestimated in previous studies
by regression to the mean (Vadillo et al. 2016; Shanks 2017): as
a result of random error, some stimuli for which a degree of
awareness is present will be mistakenly reported as unseen, thus
contaminating the latter. In the same vein, measurement error
can attenuate the observed correlation between detection sensi-
tivity and WM performance, creating an illusion of a null corre-
lation (Rouder and Haaf 2019; Malejka et al. 2021; Rouder et al.
2023). Also, it can induce a spurious intercept in the regression
of sensitivity on performance, creating an illusion of significant
performance when cue detection sensitivity is zero (Greenwald
and Draine 1997; Klauer et al. 1998; Miller 2000). In brief, all
three hypotheses taken as diagnostic of unconscious WM are
potentially threatened by the presence of measurement error
(Shanks et al. 2021).

In this field, it is not common practice to report an estimation
of the reliability of the measures; for instance, none of the studies
in Gambarota et al.’s (2022) meta-analysis reported reliability
estimates. Also, post hoc selection is applied not only in most of
the studies on unconscious WM (including all of the studies
in Gambarota et al.’s meta-analysis), but also in most of the
experimental literature that uses the PAS or similar measures
of awareness (e.g. Sklar et al. 2012; Biderman and Mudrik 2018;
Rowe et al. 2020). Thus, following Soto and Silvanto (2016) and
Shanks et al. (2021), we explored if this problem of unreliability is
sufficiently large to adversely affect the interpretation of our data.
Specifically, we estimated reliability for the sensitivity measure
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d′ and performance in the WM task, calculating the permutated
split-half reliability coefficient (Kahveci et al. 2022).

Method
Participants
This study consists of a multisite international collaboration
that includes samples from 19 different laboratories (from 13
countries), each one contributing data from at least 20 valid
participants, each of whom completed the task twice in two
different sessions (run at different days separated by no more
than 17 days and taking place at similar times of day). Of
the 617 participants initially recruited, we ultimately collected
complete datasets from 531 (median age: 21 years; 391 women,
136 men, and 4 classified as non-binary or ‘other gender’). In the
preregistered Stage 1 protocol, we determined a sample size of at
least 20 participants per laboratory and at least 10 laboratories
for reasons of affordability since the median sample size in
previous research studying this effect was 17.5 (Gambarota et al.
2022). In order to study the adequacy of the number of trials,
samples, and laboratories, we ran sensitivity analyses for all
three hypotheses and concluded that the initial sample size
planned (200 participants) afforded sufficient power to detect
effects below the sizes often found in the literature, i.e. 54.2%
accuracy in the WM task, a correlation of .23, and an intercept of
.233 in dz units. Given that we finally collected more than twice
the planned sample size, the minimum detectable effect sizes are
even lower. For a detailed report of these sensitivity analyses, see
the Supplemental Material, accessible at osf.io/xzv9t.

The samples are mainly composed of Psychology students from
different universities and research centres (Table 1). Participants
were not included if they had already participated in similar
experiments or if they reported any non-corrected visual or
neurological disorder. Other participants were excluded because
of computer problems, they did not attend the second session,
or other technical reasons. All detailed reasons for exclusion are
registered in the participants register uploaded at osf.io/xzv9t.
Experiment instructions and materials were translated into 11
languages (Table 1) following a back-translation process. Each
laboratory was free to reward participants either with course
credits or with money. The Autonomous University of Madrid
(UAM) obtained ethical approval for this study (Reference CEI-
130-2689). Other laboratories were invited to rely on our approval
or seek approval in their own institutions as required by local
regulations.

Apparatus
The experiment ran on computers and monitors whose attributes
are reported by each laboratory and detailed at osf.io/xzv9t. The
screen had a grey background and the visual angles of the stimuli
were standardized across laboratories. Laboratories followed the
instructions available at osf.io/xzv9t. The experiment was pro-
grammed and executed using PsychoPy v.2022.2.3 (Peirce et al.
2019, the original experiment by Soto et al. 2011, was programmed
in E-Prime). The scripts for the task in the 11 languages are
available at osf.io/xzv9t.

Procedure and design
The protocol followed a similar design and procedure as that of
Soto et al. (2011) and lasted from 1 to 1.5 h in each session. In both
sessions, the experiment started with welcome and instruction
screens, followed by two QUEST calibration tests (Watson and Pelli

1983) performed on each participant to estimate the contrast of
the Gabor grating associated with a pThreshold of .55. The con-
trast estimated in these initial QUESTs served as the starting value
of the following staircase calibration. During the experimental
trials, the contrast of the Gabor dynamically varied across trials
using an interleaved up-down staircase based on the participant’s
previous PAS rating, in order to maintain the desired distribution
of responses across the different PAS visibility ratings. For more
details regarding calibration, see the Supplemental Material.

In the WM task, participants attempted to retain the orienta-
tion of a Gabor that was present on 70% (with calibration), absent
on 25%, and supraliminal on a further 5% (without calibration)
of the trials. Participants received the instructions contained in
the Supplemental Material. Figure 1 illustrates the trial structure.
Before starting the experimental task, they completed two blocks
of training trials, 24 trials in each block in the first session and
only six trials in the second session. The first block consisted of
supraliminal trials in which the cues were presented for 200 ms
and performance feedback was provided to participants. After 12
trials of this training, participants were informed of their accuracy
in the WM task and asked if they wanted to repeat another 12
trials more to ensure their competence in the task. The second
training block consisted of trials in which half of them were
supraliminal as above and the other half were briefly presented
for 16.67 ms. Each training and experimental trial started with
a 1-s fixation cross in the middle of the screen and a 500-ms
blank screen. Then, the memory cue was presented (only in cue-
present trials) for 16.67 ms and consisted of a Gabor grating with
varying contrast (according to the staircase), spatial frequency
of 1.5 cycle/deg, and diameter of 3.8 deg of visual angle from a
viewing distance of 57 cm. In the supraliminal trials, this Gabor
was presented for 200 ms with a constant contrast of 0.01. The
cue’s orientation was randomly chosen (10, 40, 70, 100, 130, or
160 deg from the vertical) in each trial and masked by a backward
pattern of random dots the same size as the cue. The mask
was generated as an 800 × 800 random noise texture displayed
within a circular aperture of 3.8-deg diameter and was presented
for 200 ms. A blank screen was presented for 2 s as a delay
period to retain the orientation of the memory cue. After this,
the test cue was presented for 200 ms and consisted of another
Gabor grating (constant contrast of 0.01) randomly rotated 30 deg
either to the right or left compared to the memory cue’s ori-
entation. The WM task for the participants was to detect the
direction in which the test cue was rotated by clicking the left
or right arrow on the keyboard, respectively (i.e. 2-alternative-
forced-choice task). They were encouraged to try their best in each
trial, even if they did not consciously see the cue. Except during
the first training block, no feedback about their task performance
was provided. In both sessions, trials appeared in a pseudo-
random order (i.e. shuffling the permutations between all con-
ditions) in 15 blocks of 24 trials each, and the inter-trial interval
lasted 1 s.

Finally, participants reported their subjective awareness of the
memory cue, by responding to a 4-point PAS in each trial (from
1 = ‘I did not see the Gabor’, 2 = ‘I saw something, but did not iden-
tify the orientation’, 3 = ‘I saw the orientation vaguely’, to 4 = ‘I
saw the orientation clearly’, labels and stem shown on screen
trial-by-trial), pressing the keyboard numbers using the little, ring,
middle, and index fingers of their left hand, to standardize the
participants’ response strategy. At the beginning of the experi-
ment, we presented six example trials to illustrate the perceptual
experience of a clearly visible (PAS = 4) and an unseen (PAS = 1)
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Table 1. Names of the collaborating laboratories, their number of valid participants, and the language used in the experiment

Laboratory ID Name of the centre Number of valid
participants

Language

1 Universidad Autónoma de Madrid 25 Spanish
2 Universidad de Granada 20 Spanish
3 Universidad Nacional de Educación a Distancia—Universidad Complutense de Madrid 47 Spanish
4 Ural Federal University 42 Russian
5 University of Bristol 21 English
6 Durham University 21 English
7 Georgia Institute of Technology 40 English
8 Universidad de Zaragoza 20 Spanish
9 National University of Singapore 24 English
10 Tel Aviv University 20 Hebrew
11 Konya Food and Agriculture University 30 Turkish
12 Universidad de Murcia 28 Spanish
13 Université libre de Bruxelles 30 French
14 University of Cologne 21 German
15 Waseda University 20 Japanese
16 University College London 28 English
17 University of Padova 31 Italian
18 University of Coimbra 30 Portuguese
19 South China University of Technology 33 Chinese

Note. Due to the amount of ongoing workload, the Basque Center on Cognition, Brain and Language was unable to collect the data within the scheduled time
frame.

Figure 1. Schematic of the trial procedure.

Gabor presentation.4 From the total of 720 experimental trials
across both sessions, the memory cue was either present (16.67 ms)
in 504, absent (null contrast) in another 180, and supraliminal
(200 ms) in 36 trials. Additionally, at the end of the second session,
participants responded to the 20-item experiential subscale of
the Rational Experiential Inventory (REI, Pacini and Epstein 1999),
along with demographic information (age and gender), adminis-
tered via Qualtrics.

4 The first three PAS = 4 examples illustrate to participants the perceptual
experience of a clearly visible trial, presenting a Gabor for 200 ms at 0.1 contrast,
for which only key ‘4’ was available to press. The next three PAS = 1 examples
illustrate to participants the perceptual experience of an unseen trial, explicitly
informing them that no Gabor would be presented, for which only key ‘1’ was
available to press.

Pilot study
Before collecting data from different laboratories, we ran a pilot
study of the task on a sample of 31 participants at UAM. The goal
of this pilot study was to detect any issues with the task and to
check the functioning of the calibration algorithm. Pilot details
and results can be checked in the Supplemental Material and pilot
data are accessible at osf.io/xzv9t.

Results
Data pre-processing
Before analysing the data, we checked that no participant met the
preregistered exclusion criteria: responses in the WM task with no
variance (always pressing either the ‘right’ or ‘left’ button, as in
Nakano and Ishihara 2020) and proportion of PAS = 1 responses
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Figure 2. Top panel: Percentage of trials in each Perceptual Awareness Scale (PAS) category across the three cue conditions (cue-absent, cue-present,
and supraliminal). Bottom panel: Working memory (WM) performance for each PAS category across cue conditions. Each point represents a
participant; point size reflects the proportion of trials in that PAS category relative to all trials within the same cue condition. Diamonds in the violin
plots represent the group mean. Note. Accuracy in cue-absent trials cannot be strictly interpreted as working memory (WM) performance since
participants were not actually shown the first Gabor patch. However, stimuli were generated on these trials (though not displayed, i.e. contrast = 0).
Accordingly, the y-axis represents simulated accuracy—i.e. the match between participants’ responses and the generated orientation.

on cue-absent trials ≥3 SDs below the group mean (similar as in
Dutta et al. 2014). There were no missing data in either test since
answering was a condition for the experiment to continue. All
pre-processing and analyses in this work were performed using
the R language (version 4.4.0; R Core Team 2024) and are publicly
available at osf.io/xzv9t.

Descriptive data
WM task performance and the proportions of PAS responses
reported in the three conditions (cue-present, cue-absent, and supral-
iminal), both for the whole dataset (Fig. 2) and separately for
each session are presented in Table 2. In the top panel of Fig. 2,
the left- and right-most PAS response distributions confirm that
the PAS labels were generally understandable: on average, par-
ticipants reported a majority of PAS = 1 ratings (‘I did not see
the Gabor’) in cue-absent trials, and a majority of PAS = 4 ratings
(‘I saw the orientation clearly’) in supraliminal trials. Additionally,
participants reported PAS = 1 in an average of 42.3% of the cue-
present trials5 and correctly identified the rotation of the Gabor
in 88.7% of the supraliminal trials reported as PAS = 4, suggesting
that, on average, they understood the WM task well. Moreover,
these patterns are more prominent (and WM performance is
consistently higher) in the second session (Table 2) suggesting
that participants not only maintained compliance with the task
but may have even improved due to increased familiarity or
practice.

In the bottom panel of Fig. 2, the size of the points reflects
the proportion of trials that each participant contributed within
their respective cue condition. This allows us to identify partic-
ipants with aberrant patterns. For instance, in cue-present and

5 Although we used a staircase algorithm to calibrate the contrast of these
trials so that 50% of them were unseen, some bias exists towards reporting
PAS = 2 (‘I saw something, but did not identify the orientation’) when no cue was
presented. For this reason, we could not obtain exactly 50% PAS = 1 responses
in cue-present trials. This can be explained by some participants being too
conservative in their PAS = 1 responses, by the label of PAS = 2 not being as
precise as it should be, or by a potential postimage effect.

PAS = 1 trials, extreme WM performance, close to either 0 or 1
accuracy, corresponds to participants who rarely reported PAS = 1
ratings. Meanwhile, participants with a large proportion of PAS = 4
responses in cue-present trials (where a low proportion is expected
because of the staircase procedure) exhibit near-chance WM per-
formance, suggesting that these trials were essentially unseen,
but PAS was not used appropriately. Performance in cue-absent
trials was obtained as a manipulation check, for two reasons:
first, to show that performance is indeed at chance when no cue
is presented; and second, to illustrate how response variability
increases as the number of trials decreases, gradually across PAS
ratings. To do so, we relied on the fact that the script gener-
ated a grating in these trials, which was then presented at zero
luminosity.

Preregistered inferential analyses
Two distinct questions were addressed: whether unconscious
WM occurs or not and to what extent this effect is actually
unconscious. The first question was addressed by testing (1)
whether WM performance in cue-present but unseen trials was
significantly above chance, removing PAS �= 1 trials. The second
question was addressed by testing (2) if the correlation between
participants’ cue detection sensitivity and WM performance on
unseen cue-present trials was significantly greater than zero, and (3)
if the intercept in a regression of performance on sensitivity was
significantly >.50. Sensitivity analyses ensuring that we had
adequate statistical power for all tests are available in the
Supplemental Material.

For test (1), we applied a three-level mixed logistic model,
which accounted for the binary responses in the WM task (Level
1), as well as the heterogeneity between participants (Level 2)
and between laboratories (Level 3), and determined whether the
fixed intercept is significantly greater than zero (equivalent to
an accuracy of .50). This model was fitted only with cue-present
and unseen trials. In our most demanding simulations (with
heterogeneity between subjects and between laboratories), we
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Table 2. Working memory (WM) performance means and standard deviations (SD) and relative frequencies of Perceptual Awareness
Scale (PAS) responses in each category, across cue conditions (cue-absent, cue-present, and supraliminal), for both sessions and in each
session separately

Cue condition Session WM
performance
Mean (SD)

Distribution of PAS responses

PAS = 1 PAS = 2 PAS = 3 PAS = 4

cue-absent Both .496 (0.500) 68% 21.5% 6.6% 3.8%
Session 1 .498 (0.500) 67.5% 21.7% 6.7% 4.2%
Session 2 .494 (0.500) 68.6% 21.2% 6.6% 3.5%

cue-present Both .626 (0.484) 42.3% 37.3% 15.7% 4.7%
Session 1 .616 (0.486) 41.9% 38.2% 15% 5%
Session 2 .635 (0.481) 42.6% 36.5% 16.3% 4.5%

supraliminal Both .848 (0.359) 4.1% 5.3% 11% 79.6%
Session 1 .828 (0.377) 4.1% 5.3% 12.9% 77.7%
Session 2 .868 (0.338) 4.1% 5.2% 9.2% 81.5%

had estimated that with N = 200 we would have >95% power to
detect as significant a proportion of .542, whereas when assuming
no between-laboratory heterogeneity, the minimum detectable
proportion would be .517 (Supplemental Material). After esti-
mating the model with N = 525 (the remaining six participants
had no unseen cue-present trials), we obtained a significant
positive fixed intercept (0.211 in log-odds, Z = 15.66, one-tailed
p < .001, 95% CI [0.189, ∞]), equivalent to an accuracy of .552
(one-tailed 95% CI [.547, ≤ 1]), with a large between-participant
variability (SD = 0.271), but zero between-laboratory variance.
The latter means that there are no detectable differences across
laboratories, thereby supporting the generalizability of our
results.

To answer the second question and test hypotheses (2) and
(3), we computed the cue detection sensitivity (measured with d′)
and WM performance for each participant on unseen cue-present
trials (i.e. the accuracy on reporting the rotation of the Gabor
in the test cue). Standard d′ (Md′ = 0.814, 95% CI [0.765, 0.862]6)
was computed using the hit rate (P(H), i.e. the proportion of
seen—PAS �= 1 responses—on cue-present trials) and the false-
alarm rate (P(FA), i.e. the proportion of seen—PAS �= 1 responses—
on cue-absent trials):7

d′ = ZP(H) − ZP(FA) = ZP(PAS �= 1 | present) − ZP(PAS �= 1 | absent),

where Z is the standard score associated with the correspond-
ing proportion (Stanislaw and Todorov 1999). First, we tested
(2) whether the Pearson’s correlation coefficient between these
variables was equal to or greater than zero (one-tailed t-test
with α =β = .05) and obtained a significant positive correlation
of r = .228 (t(523) = 5.358, one-tailed p < .001, 95% CI [.159, ≤1]).
Second, we tested (3) whether the intercept in a simple linear
regression was ≥.50 in proportion units (one-tailed t-test with
α = β = .05) and obtained a significant above-chance intercept
of β0 = .521 (t(523) = 3.343, one-tailed P < .001, 95% CI [.510, ≤1]).
Figure 3 shows the scatter plot of this regression model.8

6 Note that inferences about d′ values were not preregistered, but the fact
that the mean d′ was significantly above zero (t(524) = 32.934, one-tailed P < .001)
might be informative for the reader.

7 If any participant has a proportion of hits or false alarms equal to 0 or 1,
we applied the log–linear correction method described in Hautus (1995). This
correction consists of adding 0.5 to each cell in the SDT’s contingency matrix,
so that no hit or false-alarm proportion can result in 0 or 1.

8 Although the preregistered protocol did not include any measure to
ameliorate the impact of potential outliers, we nevertheless evaluated the
presence of atypical or influential cases with hat values, Cook’s distance,
Mahalanobis distance, and DFBETAs. Even when all 49 influential participants

Reliability analyses
As explained in the Introduction, the analyses described in the
previous section might be biassed by measurement error, thus
affecting the validity of the inferences. To address this concern,
we estimated the reliability for the two dependent measures used
in the previous analyses (i.e. d′ and WM performance9), using the
permutated split-half reliability coefficient. This coefficient has
shown a satisfactory performance in Kahveci et al. (2022), better
than alpha or single split-half coefficients. Permutated split-
half reliability is computed by averaging multiple correlations
between random pairs of equal-sized splits, generated without
replacement, and corrected with the Spearman–Brown formula.
As recommended by Kahveci et al. (2022), considering our
sample size we generated 1500 iterations with the function
rapidsplithalf() from the R package {rapidsplithalf}
(Kahveci 2025). No specific hypotheses were tested with the
reliability estimates as preregistered analyses. For d′, we obtained
a split-half reliability of .94 with 95% CI [.94, .95] (.90 in the first
session and .92 in the second one). However, for WM performance
we could not compute the split-half reliability because there were
some participants with only one valid trial (unseen cue-present). To
handle this issue, we removed the nine participants with fewer
than two valid trials in at least one of the two sessions. This
selection did not affect the split-half reliability of d′ meaningfully.
The reliability of WM performance amongst the remaining
participants was .73 with 95% CI [.65, .78] (.47 in the first session
and .50 in the second).

Although this analysis was not preregistered in the Stage 1
protocol, we also assessed the test–retest reliability of both depen-
dent variables across both sessions. The resulting estimates were
.678 for d′ and .463 for WM performance in valid trials (Fig. 4). Per-
haps paradoxically, these estimations could be also contaminated
by measurement error in each session. After correcting this with
Bayesian hierarchical modelling, test–retest reliability increased
to .745 for d′ and .692 for WM performance (Supplemental
Material, p. 18).

Deviations from the preregistration
All the analyses presented in the previous sections followed the
preregistration in the Stage 1 manuscript, with the only exception

are excluded from analyses, both the correlation and the intercept remain
significant.

9 Note that d′ was calculated with all trials except for supraliminal ones,
while WM performance includes only unseen cue-present trials.
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Figure 3. Scatter plot of a linear regression of working memory (WM) performance in cue-present and unseen trials on cue detection sensitivity (d′).
Note. The shadowed area around the regression line represents the confidence interval.

Figure 4. Scatter plots of test–retest reliability for cue detection sensitivity (d′) and working memory (WM) performance across sessions.

that we decided to change the R package for estimating the per-
mutated split-half reliability because the recently updated pack-
age {rapidsplithalf} is significantly quicker and more suitable
for our variables.

Exploratory analyses
Validity analyses
The previous analyses suggest that the reliability of the two
crucial dependent variables, d′ and WM performance, is excellent,
compared to the often poor reliabilities of behavioural measures
(Rothkirch et al. 2022; Vadillo et al. 2022, 2024; Garre-Frutos et al.
2024; Yaron et al. 2024; Hernández-Gutiérrez et al. 2025). However,
reliability is not all that matters in measurement; in fact, it is only
one piece of the broader puzzle of validity (Kerschbaumer et al.
2025). Validity includes all aspects that guarantee a correct mea-
surement process (i.e. the interaction between the participant and
the task). For instance, did participants who barely reported unseen
in cue-present and/or in cue-absent trials understand how to prop-
erly use the PAS?10 Leaving aside the several reasons that could
explain a low prevalence of PAS = 1 responses (e.g. conservative
response bias or careless responding, amongst others), having a
low number of valid trials clearly undermines the estimations. To

10 Note that all experimental stimuli in cue-present trials were calibrated
trial-by-trial to obtain ∼50% of unseen responses. Not reporting PAS = 1 or doing
so in a low number of cue-present trials implies atypical behaviour. This is
particularly problematic in cue-absent trials, where all trials should ideally be
reported as PAS = 1.

explore this, we obtained both the permutated split-half and test–
retest reliabilities, as well as the three preregistered hypotheses’
estimates, using different exclusion criteria, based on varying
the minimum required number of unseen trials (Table 3). As the
exclusion criterion becomes more stringent (i.e. more participants
without the minimum of unseen trials are excluded), the reliability
of d′ slightly decreases, but in contrast the reliability of WM
performance improves. Meanwhile, inferences pertaining to all
three hypotheses remain unchanged (all p values < .001). Notably,
the unconscious WM effect (H1) slightly increases, the correlation
(H2) decreases, and the intercept (H3) rises. This trend suggests
that, as data validity improves, the results align more closely with
those originally reported by Soto et al. (2011).

Correcting measurement error with Bayesian hierarchical
modelling
Once researchers estimate the reliability of their measures, they
can obtain corrected estimates of their statistics. These post hoc
corrections are typically performed within the Errors-in-Variables
framework (Carroll et al. 2006; Fuller 1987; Hunter and Schmidt
2015; Spearman 1904), which explicitly adjusts for bias in param-
eter estimates resulting from measurement error. Here, we follow
this logic using a variant of the Bayesian hierarchical model
proposed by Behseta et al. (2009). Matzke et al. (2017) showed that
this model is particularly suitable when the ‘observed variables’
are not direct observations, but estimated parameters subject
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Table 3. Reliability (permutated split-half and test–retest coefficients) for d′ and working memory (WM) performance and estimates for
the three preregistered hypotheses, as a function of different exclusion criteria

Exclusion criteria N
excluded

Reliability of d′ Reliability of
WM performance

Hypotheses
H1: unconscious WM
H2: correlation
H3: interceptSplit-half Test–retest Split-half Test–retest

None
(excluded only if 0 valid trials) 6

.945

.90 in S1

.92 in S2
.674

NA
(Ps with 1 valid trial)

H1: 55.25%
H2: .228
H3: .5208

<2 unseen only in cue-present trials
15

.945

.90 in S1

.92 in S2
.678

.730

.47 in S1

.50 in S2
.463

H1: 55.24%
H2: .220
H3: .5269

<10 unseen only in cue-present trials
25

.945

.90 in S1

.92 in S2
.675

.766

.60 in S1

.67 in S2
.482

H1: 55.28%
H2: .218
H3: .5273

<20 unseen only in cue-present trials
34

.944

.90 in S1

.92 in S2
.673

.777

.63 in S1

.69 in S2
.488

H1: 55.31%
H2: .216
H3: .5273

<2 unseen in either cue-present and/or
cue-absent trials 18

.945

.90 in S1

.92 in S2
.674

.751

.57 in S1

.58 in S2
.466

H1: 55.24%
H2: .224
H3: .5263

<10 unseen in either cue-present and/or
cue-absent trials 37

.943

.90 in S1

.92 in S2
.664

.780

.63 in S1

.70 in S2
.488

H1: 55.32%
H2: .216
H3: .5271

<20 unseen in either cue-present and/or
cue-absent trials 62

.940

.90 in S1

.92 in S2)
.660

.791

.64 in S1

.72 in S2
.493

H1: 55.54%
H2: .186
H3: .5315

Note. The exclusion criteria were based on the number of trials in at least one of the sessions being lower than the criterion. The minimum number of unseen trials
was first applied only to cue-present trials (rows 2, 3, and 4) and later to either cue-present and/or cue-absent trials (last three rows). H1: unconscious working
memory (WM) effect; H2: correlation between WM performance and cue detection sensitivity; H3: intercept in a regression of WM performance on sensitivity.

to uncertainty, like our cue detection sensitivity (d′) and WM
performance for each participant.11 Our “Diamond” model (to
distinguish it from the “Spade” model presented in the Supple-
mental Material) simultaneously provides corrected estimates of
both the correlation between cue detection sensitivity (d′) and WM
performance (hypothesis 2) and the regression intercept for WM
performance on cue detection sensitivity (hypothesis 3), as well
as the uncertainty associated with these corrected estimates (see
Fig. 5).

The Bayesian hierarchical model requires two key inputs from
each participant: their performance and sensitivity measures, and
the error variance associated with each measure. This allows for
participant-specific reliability estimates rather than assuming a
constant reliability across the sample. In Matzke et al. (2017), the
model was applied using posterior means and standard deviations
for each participant as inputs. In contrast, we directly input each
participant’s WM performance and d′ estimates along with their
corresponding frequentist standard errors.12

Given that these analyses were not preregistered, we used
non-informative priors in all model parameters. As a result, the
posterior mean and standard deviation closely resemble frequen-
tist point estimates (Gelman et al. 2013), making the results easier

11 This Bayesian hierarchical model has been discussed and developed at
least twice within the field of unconscious processing: Malejka et al. (2021) pro-
vided a detailed explanation and tutorial on its application, guiding researchers
on best practices for analysing correlations in the presence of measurement
error. Similarly, Goldstein et al. (2022) adapted it by modelling awareness scores
as arising from two distinct subpopulations—i.e. conscious and unconscious
perceivers.

12 Since WM performance is a proportion of success, its standard error can

be calculated as

√
θi×(1−θi)

ni
, where θi is the proportion of success and ni is the

number of trials completed by participant i. For d′, we have used the standard
error formula proposed by Miller (1996, Equations 6–8), as previous research
has identified it as the best-performing method (Suero et al. 2017).

to interpret for researchers unfamiliar with Bayesian inference.
However, the posterior distributions obtained in this model can
serve as informative priors for future studies adopting a fully
Bayesian inference approach. Scripts with model implementa-
tion in JAGS (Plummer 2023) and Stan (Stan Development Team
2024) and detailed results for these estimations are available at
osf.io/xzv9t.

To avoid convergence issues, 12 participants with reliability val-
ues lower than or equal to zero or equal to one were excluded. For
hypothesis (2), the correlation is corrected from the attenuated13

r = .222 to a posterior mean ρ = .248 (one-tailed, 95% credibility
interval [.166, ≤ 1]). For hypothesis (3), the regression intercept is
corrected from the overestimated b0 = .527 to a posterior mean
β0 = .526 (one-tailed, 95% credibility interval [.516, ≤ 1]). In conclu-
sion, after taking into account measurement error, results remain
practically unchanged and still support the inferences drawn
from the preregistered analyses regarding hypotheses (2) and (3).

Since the previous model uses data from both experimental
sessions, we decided to expand the Diamond model to assess
whether there was an effect of the experimental session on both
the correlation and the intercept (see the Spade model in the
Supplemental Material, p. 18). Although the correlation did not
significantly differ between sessions, there is weak evidence that
the intercept (significant in both sessions) increased in the second
session. Note that this is the model that allowed us to estimate
the disattenuated test–retest reliability coefficients reported at
the end of the Reliability analyses section.

13 We re-computed the correlation and intercept again removing the same
12 participants to compare the estimations with and without measurement
error.
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Figure 5. Diamond model: adaptation of Matzke et al.’s (2017) Bayesian hierarchical model diagram. Note. The graph structure indicates dependencies
between the nodes. Shaded and unshaded nodes represent observed and latent variables, respectively. d′ represents observed sensitivity; θ, observed
WM performance. σ 2

εd′ and σ 2
εθ represent measurement error variances for d′ and θ, respectively. η represents the true (i.e. free of measurement error)

d′ and θ values with true population means μd′ and μθ, and true population variances σ 2
d′ and σ 2

θ, respectively. ρ represents the latent true correlation
between d′ and θ. Finally, β0 and β1 represent the latent true intercept and slope regression parameters of θ on d′. MVN: multivariate normal.

Discussion
It has been more than a decade since the first evidence
about whether working memory can operate with unconscious
representations was presented (Soto et al. 2011). Since then, many
other studies have accumulated evidence in the same (Dutta
et al. 2014; King et al. 2016) and related tasks (Sklar et al. 2012;
Bergström and Eriksson 2014, 2015; Pan et al. 2014; Trübutschek
et al. 2019; Nakano and Ishihara 2020). Although a meta-analysis
(Gambarota et al. 2022) affirms an overall unconscious WM effect,
these studies are individually under-powered (with a median
sample size of 17.5 participants each contributing a median of
16 valid trials) and, as noted in the Introduction, display signs of
publication or reporting bias.

The present study replicates Soto et al.’s (2011) task with
considerable improvements. First, this work is less vulnerable to
research bias than previous studies since all methods and anal-
yses were preregistered, reviewed, and accepted for publication
in the Stage 1 protocol, before the results were known. As a
result, we offer a publicly available dataset from 19 laboratories
worldwide with 531 participants, each with 720 trials in two
different sessions (a median of 239 valid trials per participant),
increasing the statistical power to detect the original effects. Note
that the total sample size in Gambarota et al.’s meta-analysis was
689 participants, so our sample size is nearly as large as the total
sample in their meta-analysis. Second, our decisions to guarantee
the minimal baseline requirements (regarding number of valid
trials, motivation, and PAS labels) led to a near-zero between-
laboratory variability in our main analysis. Finally, unlike the
previous literature in unconscious WM, we obtained reliability
estimates for our measures and corrected the estimates of the
inferential analyses for measurement error. Below, we present
the main results and discuss them following the interpretation
plan outlined in the Stage 1 Supplemental Material (Study Plan,
p. 10–13).

Preregistered inferential analyses
Does the unconscious WM effect occur? (hypothesis 1)
The first and main question of this multisite study is whether
the unconscious WM effect occurs. Soto et al. (2011) found
significant above-chance WM performance (M = .59, aggregating
participants’ accuracies) in unseen cue-present trials. Here, we
accounted for the same effect with a three-level mixed logistic
model which isolates this effect from between-participant and
between-laboratory variance (i.e. random intercepts). Our fixed
intercept of .552 in proportion units was associated with a
significant p-value, indicating that WM performance is above
chance in unseen cue-present trials and, in turn, that Soto et al.’s
finding was replicated. Our proportion is roughly the same as
the value (.555) from Gambarota et al.’s (2022) meta-analysis
with a chance level of .50, as in ours. This result serves as
evidence against the theory that WM only operates on conscious
representations.

To what extent is this effect actually unconscious?
(hypotheses 2 and 3)
To explore more deeply to what extent this effect is actually
unconscious, Soto et al. (2011) tested the correlation between
cue detection sensitivity and WM performance (hypothesis 2).
Soto et al. computed a pseudo-d′, rightly criticized by Stein et al.
(2016), so here we computed the common d′ from signal detection
theory (see Results section). In their experiments, Soto et al. did
not find a significant correlation (r =−.18, p = .41), but we did
(r = .228, p < .001). The reason why we did not reproduce Soto
et al.’s null correlation is possibly due to their comparatively lower
power (only 22 participants) which did not allow them to detect
the subtle but significant correlation. With our initially planned
sample size, we had 95% power to detect a minimum correlation
of .23 (lower than the pooled correlation found in previous litera-
ture: .276). We eventually collected more than twice that sample
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size (Nvalid = 525), so the final minimum detectable correlation14

was .143. Our result serves as evidence against the theory that
WM performance and sensitivity are independent, but, as noted
in the Stage 1 Manuscript, it does not necessarily exclude an
unconscious WM effect: WM could operate with unconscious
representations while still improving with greater awareness. This
result is consistent with the predictions of the SDT model by
Sandberg et al. (2022), which predicts an increase in accuracy
within our range of d′ (i.e. from 0 to ∼2.5; see their figure 5B).

Another analysis conducted by Soto et al. (2011) tested whether
the intercept of a linear regression of WM performance on cue
detection sensitivity was above chance (hypothesis 3). They found
that, at the point of zero d′ (i.e. an ideally unconscious partici-
pant), WM performance was still above chance (β0 = .60, no infer-
ential information provided). With our dataset, we reproduced
their result, obtaining a significant positive intercept of β0 = .521
(p < .001), although smaller than the one they found. Our result
could serve as evidence against the claim that an ideal observer
with null sensitivity will perform at chance, but it could also
reflect a statistical artefact (spurious intercept) in case the reli-
ability of d′ is insufficient. For this reason, it is crucial to combine
these results with estimations of the measures’ reliability.

Reliability (and validity) analyses
Few studies report the reliability of the dependent variables col-
lected in experimental tasks—in fact, none of the studies in
Gambarota et al.’s 2022 meta-analysis did—and, when reported,
the reliability estimates often leave much to be desired (≈.54
in Garre-Frutos et al. 2024; <.53 in Hernández-Gutiérrez et al.
2025; ≈.52 in studies reviewed by Rothkirch et al. 2022; ≈.44 in
Vadillo et al. 2022; ≈.34 in Vadillo et al. 2024, and <.50 in 14 of
18 datasets analysed by Yaron et al. 2024). In this context, we
must be prepared for our measures to be somewhat unreliable,
and consequently, for any subsequent inferences to be potentially
undermined.

Nonetheless, with our large sample size and number of trials,
our measures have excellent reliability: .94 for d′ cue detection
sensitivity and .73–.79 for WM performance. Note that, applying
the Spearman–Brown prophecy formula, with the median number
of valid trials in the literature, these reliabilities could have been
near .393 for d′ and .222–.253 for WM performance. We did not
preregister any inferential analysis regarding reliability, but we
explored a measurement error correction for the correlation and
intercept of hypotheses (2) and (3), respectively, with a Bayesian
hierarchical model. Once corrected, both inferences remained
unchanged, suggesting that our current conclusions are quite
robust. However, obtaining an estimation of the PAS measure’s
reliability itself is still a pending task.

In light of these findings, some researchers might misleadingly
believe that measurement error is not as a major concern as
has recently been suggested (e.g. Vadillo et al. 2022). However,
we encourage readers to keep in mind the characteristics of the
sample and measures analysed here. In our case, the experi-
mental procedure was so robust that no differences were found
in WM performance between the 19 laboratories that partici-
pated in data collection. This result is not coincidental. Since
this project started, we spent over a year designing the task
(enhancing aspects of the original by Soto et al. 2011), reviewing
the Stage 1 protocol, and obtaining pilot data to ensure a good
understanding of how participants would complete both the WM

14 Calculated with the function pwr.t.test() of the {pwr} package in R
(Champely 2020), for a one-tailed t-test and α < .05.

task and the PAS. Unlike in the original design by Soto et al., here
we added a calibration algorithm during all experimental trials
to ensure the contrast of the stimuli consistently elicited ∼50%
unseen trials. We also included supraliminal trials to maintain
motivation throughout the 360 experimental trials and collected
data across two different sessions. Instructions, PsychoPy scripts,
and REI items were carefully back-translated into 11 languages
and checked with pilot data. Collaborators in all laboratories ver-
ified their computers and monitors (frame rate stability, Internet
access, resolution, etc.) before data collection and submitted a
video simulation with a fake participant to ensure the appropri-
ateness of their setup. In summary, this meticulous attention to
design details, combined with the efforts of international collab-
orators, contributed to what should be an expected consequence:
highly reliable measures.

However, most of these details should be linked not only to
reliability, but—beyond it—to validity. Imagine that, consistently,
all participants understood the WM task the other way around
(instead of paying attention to the top of the Gabors’ lines to
check rotation, they looked at the bottom of the lines), so when
they report the Gabor rotated right, the Gabor actually rotated
left, and vice versa. Since all participants’ understanding is consis-
tent, the reliability of the WM performance would be very high,
suggesting that we can rely on whatever result we get. In this
scenario, instead of obtaining an unconscious WM effect of 55%
accuracy in valid trials as we did, this systematic error would
result in accuracy of ∼45%. In other words, we would have wrongly
concluded that WM accuracy is not above chance and that there
is no evidence for an unconscious WM effect. This example high-
lights the importance of considering validity alongside reliability
(Kerschbaumer et al. 2025). Because not many research teams
can afford a multisite sample with double-session data, future
research will need to unravel which of all design details contribute
most to reliability and, ultimately, to validity.

Conclusion
This work offers evidence of a significant unconscious WM effect.
Although higher cue detection sensitivity (d′) was related to better
WM performance—unlike the statistical independence found in
Soto et al. (2011)—an ideally unconscious participant (d′ = 0)
would still perform significantly above chance in the WM task.
These conclusions are framed under a particular task (visual
discrimination of the direction in which a Gabor was rotated
after a delay of 2 s) and a particular masking method (a pat-
tern of random dots). Different stimuli (e.g. audible, linguistic,
or even other types of visual stimuli . . . ), different WM opera-
tions (i.e. maintenance versus manipulation), or different meth-
ods to manipulate awareness (i.e. beyond traditional masking
techniques) might yield different patterns of results regarding the
relationship between WM and conscious awareness.

Note that our experiment does not aim to investigate the
mechanisms underlying this effect. While the findings support
the idea of an unconscious WM effect, our procedure cannot fully
discriminate between alternative explanations. For instance, we
cannot ensure whether, after being presented with the subliminal
Gabor, participants maintain the unconscious percept in WM
or, instead, generate a conscious guess that is then maintained
in WM (see Barton et al. 2022 for a similar concern). In either
case, it could be argued that this process would still qualify
as unconscious WM since the information being maintained
originates from a subjectively unseen stimulus. Perhaps more
importantly, our modelling results indicate that delayed
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cue-target discrimination performance remains above chance
even when perceptual sensitivity is at chance level. This result
suggests that an unconscious representation of the cue can drive
the effect on the subsequent discrimination: Since no reliable
conscious guess can arise with null perceptual sensitivity of the
cue, it is unlikely that participants kept in memory a conscious
guess of the masked cue. Thus, we propose that the results are
more compatible with the view that WM operates on unconscious
input (i.e. maintaining a subliminal representation to guide
subsequent perceptual decision making). Further explorations,
for instance of the response times in seen and unseen trials,
might provide useful evidence to this issue.

Additional analyses of this openly available dataset remain to
be explored. For instance, with the REI scores (Pacini and Epstein
1999) already collected, we are studying whether participants’
intuition predicts their unconscious WM performance. There may
also be learning effects across sessions in how people accumulate
evidence from non-conscious input to guide WM-based decisions,
as suggested by the Spade model estimated in the Supplemental
Material. Notably, this learning effect could be moderated by the
length of the interval between sessions, which ranged from 1 to
17 days. This rich dataset may also allow modelling the entire
PAS response distribution to avoid post hoc selection of PAS = 1
ratings. We hope that, after assessing this article, readers will
have new ideas for further analyses or unanswered questions. All
materials—including codebooks and self-explanatory scripts—
are publicly available in our OSF repository (osf.io/xzv9t). We
invite readers to access the dataset and build upon it in future
investigations.
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