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ABSTRACT
FemHealth apps have rapidly evolved, offering innovative ways
to track users’ menstrual cycles, fertility, pregnancy, and other as-
pects of sexual and reproductive health. However, these apps collect
substantial amounts of sensitive user health data, posing privacy
risks. In this paper, we conducted 14 in-depth semi-structured in-
terviews with current and past users of FemHealth apps in the U.S.
to examine their privacy experiences and concerns. We found that
participants were concerned about a wider range of risks than was
found in prior user research on FemTech, including criminaliza-
tion related to abortion or contraceptive access; emotional distress
linked to social stigma; third-party data sharing; and targeted adver-
tising based on processing sensitive health data. Some participants
acknowledged that FemHealth apps posed privacy risks and poten-
tial harms to users in general but were not necessarily concerned
about their own privacy due to privilege (e.g., living in a state with
strong reproductive health rights). However, all participants agreed
that user privacy and data protection in FemHealth apps should
be considered a fundamental right, not subject to legal discourse
in specific locales. Most participants expressed uncertainty about
the effectiveness of existing data protection regulations and their
interplay with anti-abortion laws. Participants suggested several
ways to mitigate privacy risks, including enhanced disclosures and
controls, back-end technical protections, behavioral strategies, and
policy improvements. We provide recommendations for extend-
ing practical and policy-based privacy protections of sexual and
reproductive health data collected by FemHealth apps.
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1 INTRODUCTION
FemHealth apps1 (such as period, fertility, and pregnancy trackers)
are part of a rapidly growing technology industry and are estimated
1We use the term “FemHealth apps” for simplicity and consistency with how these
technologies are referred to in the FemTech industry. However, we understand that
the term may not fully represent the diversity of FemHealth app users, as these apps
can be used by anyone assigned female at birth (regardless of gender).
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to have more than 200 million downloads worldwide [25, 77]. They
offer convenient and cost-effective access to services supporting
health and well-being through a variety of features, such as moni-
toring menstrual cycles, symptoms, and sexual activity; assisting
users in achieving or avoiding pregnancy; and providing commu-
nity support [77]. Such apps have individual, societal, and economic
benefits [46, 48, 49]. They have the potential to empower FemHealth
app users to better manage their health, narrow the gender health
gap, and improve health equity and affordability [29].

However, to provide these functionalities, FemHealth apps col-
lect sensitive data about users’ reproductive and sexual health,
contact details, geographic locations, app interactions, browsing
patterns, and other personally identifiable information (PII) [63]. By
analyzing this data, apps can infer sensitive details, such as health
conditions, sexual orientation, and political or religious beliefs,
potentially exposing users to substantial risks of privacy harms
[66, 68]. For example, inferences can be used for search engine
optimization [63] and, as argued by some position papers, targeted
advertising or discrimination [38]. In addition, the 2022 overturn of
Roe v. Wade in the United States (U.S.) [2], which ended the federal
right to abortion, triggered significant concerns about “intimate
surveillance” [59], in which sensitive data is harvested and com-
mercialized at the expense of user privacy, catalyzing widespread
fears and risks of criminalization related to abortion access [65, 76].
As a result, some users decided to delete their apps, and only a few
felt empowered to take action beyond that [16]. Therefore, while
FemHealth apps have the potential to empower users in managing
their health, they can also pose privacy threats.

Various studies have analyzed the privacy risks posed by the use
of FemHealth apps, including analyzing app privacy policies and
data safety sections [63], public statements from app companies
[84], and app reviews [71]; performing privacy-focused usability
inspections [63]; conducting user surveys [16], and analyzing net-
work traffic [83]. Most relevant to our work, Mcdonald and Andalibi
[65] have conducted interviews with 15 participants who were preg-
nant or could become pregnant, sampling people residing in U.S.
states where abortion was legally restricted or criminalized. Their
study has explored participants’ privacy threat model in a post-Roe
world, with a particular focus on the risks of surveillance and polic-
ing of pregnancy (considering any type of technology rather than
focusing on FemHealth apps). Moniz et al. [69] have also explored
user views on intimate data and their self-protective strategies,
using a Story Completion Method with four hypothetical scenarios
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related to various types of intimate digital health technologies (e.g.,
digital platforms used to track HIV status).

In contrast, our research specifically focuses on FemHealth apps;
we include participants from U.S. states with varying legal positions
on reproductive rights; and we go beyond the risks of criminaliza-
tion related to abortion access to explore broader privacy concerns,
risk mitigation strategies, privacy information-seeking behaviors,
and views on relevant regulations. We discuss these differences in
more detail in §2.2.

To this end, we address the following research questions (RQs):

• RQ1:What privacy risks associated with FemHealth apps
are participants aware of and concerned about?

• RQ2: What strategies do participants employ (or would like
to employ) to address or mitigate privacy risks?

• RQ3: How do participants seek information about privacy
and data practices of FemHealth apps?

• RQ4: What are participants’ views on the implications of
data protection laws and privacy regulations with regard to
FemHealth apps?

To answer our RQs, we conducted 14 in-depth semi-structured
interviews with current and past users of FemHealth apps residing
in the U.S. Participants considered data related to FemHealth to be
highly sensitive and often viewed privacy in FemHealth apps as
more important than in non-health apps because of the sensitive
and personal nature of the data. Participants linked app features
to privacy risks. For instance, location tracking was linked to an
increased risk of criminalization, stalking, and harassment. Partici-
pants also voiced concerns over FemHealth apps selling data and
using it for marketing, and psychological harms and stigmatization
resulting from potential privacy and security breaches. Participants
mentioned various ways to mitigate privacy and security risks,
including user-facing privacy disclosures and controls, back-end
data protections, and behavioral strategies. Trust in government-
provided information sources and the apps’ own information about
FemHealth apps’ privacy and data practices varied among partici-
pants. Most participants lacked confidence in their understanding
of existing legal and regulatory protections. They suggested several
practical, design, and legal or regulatory improvements, includ-
ing expanding current legal privacy protections like the Health
Insurance Portability and Accountability Act (HIPAA) to consumer-
oriented FemHealth apps, regulating the collection of FemHealth
app data, and restricting access to FemHealth app data by third
parties and government agencies.

Our paper makes the following contributions:

• It addresses gaps in previous research (as discussed in §2.2),
and provides rich empirical evidence about FemHealth app
users’ privacy experiences and concerns, going beyond the
risk of criminalization related to abortion access to consider
broader privacy risks and other potential harms.

• It proposes novel recommendations for researchers, FemHealth
app designers/developers, app stores, and policymakers to
improve the privacy of FemHealth app users.

2 BACKGROUND AND RELATEDWORK
Here, we discuss previous work that has highlighted significant
privacy and security risks associated with FemHealth apps, and
users’ privacy and security perceptions of them.

2.1 Data Practices in FemHealth Apps
FemHealth apps offer valuable tools for tracking reproductive health
that bring a variety of benefits to users [27, 46, 48, 49, 77], while
also raising significant privacy risks due to their handling of sensi-
tive personal data [68]. FemHealth apps often share large amounts
of personal data with third-party companies, libraries, and Soft-
ware Development Kits (SDKs) [31]. Despite this, among the top 50
FemHealth apps, only one was classified as a covered entity under
HIPAA, complied with its definition of “protected health informa-
tion”, and was required to comply with HIPAA requirements [35].
The lack of HIPAA coverage for many FemHealth apps means that
most operate in a legal gray area, where sensitive FemHealth app
data is not held to the same regulatory standards as comparable
medical records maintained by hospitals and, therefore, are not
protected or used as users would expect in a traditional healthcare
[35, 82].

Furthermore, many FemHealth app privacy policies frame data
protection as the responsibility of users (e.g., regularly checking
updates), rather than developers and other stakeholders in the
FemHealth app ecosystem, raising concerns about each stakeholder’s
ability to exert control over personal data [63]. However, the ability
to protect one’s privacy depends on users’ understanding of app
data practices, the risks such apps pose, as well as the protection
strategies available to them. Nevertheless, similar to other genres
of apps, privacy policies in FemHealth apps lack transparency and
have poor readability, resulting in users having limited awareness
of how these apps collect, store, use, and share their personal and
sensitive data [34, 83]. Results from a focus group study with fertil-
ity tracker users have highlighted a perceived lack of transparency
and control across these trackers, including apps, wearables, ther-
mometers, and hormone monitors [47]. Many privacy policies of
these trackers insufficiently explained how they handled sensitive
user data, even when this was a core aspect of the tracker’s service
and functionality [83]. According to media reports, Flo—one of
the most popular FemHealth apps—recently settled Federal Trade
Commission (FTC) allegations and class-action lawsuits for sharing
users’ sensitive health information (e.g., pregnancy status, mood,
and sexual activity) with third parties such as Meta and Google, de-
spite assurances in its privacy policies that such data would remain
private [3, 21].

Despite diverse sensitive data being collected, FemHealth apps
often choose the “take it or leave it” approach to obtaining consent,
in which users have no choice but to accept all terms to use the apps
[66]. Beyond health metrics, FemHealth apps were found to track
behavioral and location data, but only half of the apps included in
the analysis requested explicit consent from users to collect such
data [4]. Furthermore, FemHealth apps can collect data that goes be-
yond the individual user, including information about partners (in
case of logging sexual activity) or children (for pregnancy and nurs-
ing tracking), resulting in uncertainties regarding data ownership
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and the absence of a clearly defined “data subject” [5]. A recent us-
ability inspection of privacy-related UI elements in FemHealth apps,
combined with an analysis of their privacy policies, revealed in-
consistencies between in-app privacy features and the information
presented in the policies. The study has also revealed manipulative
design patterns in how consent is obtained and how data deletion
options are presented (e.g., “cascading consent” granting automatic
approval to the policies of all third parties receiving user data from
FemHealth apps, lack of granular opt-out settings, and complicated
consent withdrawal processes) [63].

The overturn of Roe v. Wade [2], which removed federal rights to
abortion in the US, sparked a new wave of research on FemHealth
apps, with a strong focus on the risks of criminalization and law
enforcement access to reproductive data. FemHealth app privacy
policies explicitly mention that users’ personal data can be disclosed
to governments and law enforcement agencies if developers are
subpoenaed [24, 54, 63]. This is especially concerning because seem-
ingly benign data, such as menstrual cycles or heart rate, can be
used (sometimes incorrectly) to infer sensitive health statuses or re-
productive choices [6, 63]. Despite critical legal repercussions, only
a few FemHealth apps issued public statements addressing the Roe
v. Wade overturn, and many apps continued to collect sensitive and
personally identifiable data such as login credentials, demographics,
IP addresses, and geographic locations that could be used in legal
cases related to seeking abortions [24, 84]. Although some apps
have updated their privacy policies in response to the changing
legal landscape of reproductive rights (e.g., by acknowledging the
unique risks associated with FemHealth app data, allowing users
to delete data from app servers but retain it on their phone, and
introducing new anonymity features), many have not [54].

In addition, existing privacy regulations in the U.S. vary across
states and are often criticized by position papers and law articles
for their limitations, such as the absence of requirements for gov-
ernment access to data or the ease with which authorities can ob-
tain data from third-party companies, leading to confusion among
FemHealth app users and violations of their reasonable expecta-
tions of privacy [72, 78]. In the European Union (EU), the U.K., and
Switzerland, regulations related to FemTech are also inadequate
to address the complexities of FemTech data practices [68]. For
example, medical device regulations in the EU and the U.K. do not
explicitly address the protection of FemTech data. Although GDPR
offers certain privacy safeguards and requires explicit user consent
for data sharing and processing, research highlights challenges with
users’ comprehension and the usability of consent mechanisms [92],
as well as practical difficulties in revoking consent [75].

Due to gaps in current regulations, unethical app data prac-
tices, and the broad range of potential data recipients, FemHealth
app users face risks beyond criminalization, including loss of in-
dividual control, stigma, discrimination, targeted advertising, ha-
rassment, and domestic violence, as discussed by recent position
papers [9, 38, 59, 76]. For example, according to media reports, em-
ployees may face adverse actions due to their sexual or reproductive
health decisions, such as using birth control or undergoing fertility
treatments [70]. Advertisers could leverage location data to infer
reproductive health status based on visits to fertility or abortion
clinics, further increasing “surveillance capitalism” [22, 76] and
“intimate surveillance” [59]. Thus, privacy risks posed by these apps

extend beyond political contexts to include broader dimensions of
harm that impact users’ autonomy, safety, and well-being.

2.2 FemHealth App Users’ Privacy Concerns
Prior to the Roe v. Wade overturn [2], FemHealth app users did not
often discuss privacy or security issues, viewing the data shared
with these apps as rather uninteresting and unproblematic [7, 13, 37,
45, 58]. However, there were several exceptions. In a mixed-method
study, participants who used menstrual trackers were concerned
about social stigma and, therefore, considered app reminders and
notifications that could be seen by others as privacy violations [90].
Although participants in another study believed that no individuals
or organizations would be interested in their menstrual app data, a
small number expressed discomfort that their data could be shared
for targeted marketing [45]. Non-users of period-tracking apps
were more likely to criticize these apps for perceived privacy issues,
compared to those who actively used them [7]. Participants who
expressed concerns proposed some risk management strategies,
including data minimization or choice of “credible” apps, while
others approached privacy issues with a sense of resignation or a
trade-off between privacy and utility.

In contrast, there has been a growing body of research focusing
on users’ privacy concerns in relation to the risks of criminalization
following the overturn of Roe v. Wade. A survey of 183 U.S.-based
participants across states with differing abortion policies has exam-
ined period-tracking app users’ privacy concerns [16]. Although
participants did not fully grasp the impact of the Roe v. Wade over-
turn on their reproductive privacy, they were concerned about law
enforcement access to their data, and felt uninformed and pow-
erless to address these privacy risks. In a study with U.K.-based
participants [67], while FemTech data was viewed as highly sen-
sitive, participants lacked awareness of how FemTech operated,
who had access to the data they collected, and what legal rights
users possessed. Participants expressed significant concerns about
privacy risks, including the possibility that their data might be sold
or shared with third parties and governments. The perceived sensi-
tivity of personal data collected by period- and fertility-tracking
apps has also been demonstrated in qualitative work [86]. A recent
study has explored how Reddit users collectively contextualize pri-
vacy issues and speculate about associated risks (e.g., prosecution,
surveillance, harassment, mental health implications) with respect
to period and fertility trackers [85]. The study has also explored
the ideas suggested by Reddit users to mitigate such privacy risks,
including stopping the use of period and fertility trackers, choos-
ing European-based trackers, providing deceptive health data, and
voting for political candidates supportive of reproductive rights.
Changes in user sentiment are also reflected in app store user re-
views. A recent analysis of user reviews available in the Google
and Apple App Stores has shown that FemHealth apps received
mainly positive feedback until 2022, after which the reviews be-
came predominantly negative [71]. Privacy concerns among users
in the reviews were identified as a key factor behind the decline
in sentiment, with a notable increase in comments referencing the
Roe v. Wade overturn and issues related to data processing.

These privacy and security concerns influenced the behavior of
users of menstrual cycle (MC) tracking apps [79]. Many pre- and
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peri-menopausal users reported stopping using MC apps, opting
instead for non-app-based tracking methods due to the shifting
legal landscape; and some choosing not to participate in FemHealth
app research for the same reasons [79]. A recent study involving
interviews with 15 U.S. participants who were pregnant or could
become pregnant—and who resided in states where abortion had
been made illegal or restricted—examined participants’ privacy
threat models in the context of digital technologies more broadly,
without specifically focusing on FemTech-related tools. The study
has revealed how most participants deleted their FemHealth apps
after the overturn of Roe v. Wade. Participants with lower-risk pro-
files (e.g., being older or living in non-restrictive states) employed
no or low-technology privacy strategies (e.g., avoiding abortion
clinic searches), while those with higher risk used a combination
of no/low-technology and high-technology strategies (e.g., using
Virtual Private Networks (VPNs)) [65]. In Australia, privacy and se-
curity concerns have also created a significant barrier to using preg-
nancy apps among pregnant participants [57]. In contrast, insights
from interviews with U.S.-based teenage participants showed that
many continued using period-tracking apps despite being aware
of potential privacy concerns [23]. Many teenage participants be-
lieved they were at a reduced risk of pregnancy—and consequently
less likely to be prosecuted for abortion—due to not being sexually
active or not engaging in heterosexual relationships. Another study
(still a pre-print during the writing of this paper) has analyzed
mobile app usage patterns before and after abortion bans, finding
a “chilling effect” with FemHealth app usage dropping after the
Roe v. Wade overturn verdict leak [10]. In addition to self-reported
disengagement from FemHealth apps, there was a notable increase
in the use of privacy-preserving browsers, along with a significant
decline in both the frequency and duration of FemHealth app usage
following the overturn of Roe v. Wade.

Gaps in prior work. Although previous research has provided
important insights, there are still significant gaps in our understand-
ing of FemHealth app users’ privacy concerns and lived experiences.
First, several existing studies relevant to our research have exam-
ined the perspectives of users located outside the U.S. [47, 56, 67],
or have focused on examining the views of U.S.-based users living
in states where abortion access is restricted or criminalized, with a
specific focus on how these views were influenced by legal bans
after the overturn of Roe v. Wade, thus overlooking other potential
harms [16, 65]. Secondly, many existing studies have focused on
broader categories of female-oriented technologies or on the privacy
of reproductive health data more generally, rather than specifically
examining FemHealth apps [23, 65, 67]. Third, many studies have
used quantitative and mixed-methods approaches, with qualitative
insights being limited to open-ended survey questions or secondary
analysis of user reviews [16, 24, 71, 79]. Finally, some work has fo-
cused on specific demographic groups and user populations, such
as pre- and perimenopausal participants [79] and teenagers [23].
For detailed information on how our study compares with prior
work, see Table 1 in Appendix B.

Our in-depth interview study, involving a diverse group of cur-
rent and former FemHealth app users in the U.S.—spanning various
ages, ethnic backgrounds, privacy concerns, and states with dif-
fering reproductive rights laws—aims to fill key gaps in existing

research. By providing rich qualitative data, the study illuminates
a wide range of privacy concerns, users’ strategies for mitigating
risks, and their behavior when seeking privacy-related information.
This evidence supports the development of more privacy-aware
FemHealth apps that users can benefit from rather than abandon
and informs policy decisions related to digital health and reproduc-
tive privacy.

3 METHODS
Our study followed the ethical principles outlined in the Menlo
Report [50]. We provided participants with study details, obtained
their informed consent, and allowed them to skip questions or
withdraw at any time. The Research Ethics Committee at King’s
College London also approved our study.

3.1 Participant Recruitment
To be eligible to participate in the study, participants had to be
current or past users of FemHealth app(s) designed to track men-
strual cycles, fertility, pregnancy, and other areas of sexual and
reproductive health; reside in the U.S.; and be fluent in English. We
created a screening questionnaire to capture participants’ use of
FemHealth apps, demographics (e.g., age, gender identity), techni-
cal knowledge, and privacy awareness (see Appendix §A.1). The
screener was administered using the survey platform Qualtrics, and
participants were recruited via Prolific, a crowd-sourcing platform.
A total of 200 respondents completed the screener. We excluded
51 respondents for never having used a FemHealth app. We then
used purposive sampling to include participants with diverse de-
mographics (e.g., ethnicity, age, gender identity), varied experience
with FemHealth apps (i.e., roughly equal numbers of current and
former users), and different levels of privacy concerns. We also
aimed to recruit a diverse sample of participants from across the
U.S., including states with varying abortion laws, ranging from
those where abortion is banned to those where it remains legal up
to the point of viability.

3.2 Data Collection
We conducted 14 in-depth semi-structured interviews. Five HCI
and privacy researchers reviewed the screener and interview guide,
and two additional researchers reviewed the final materials. We
iteratively refined the materials based on their feedback and input
from three pilot participants. We included pilot data in the analysis
as no major changes in the interview protocol were made. We
then conducted nine interviews between March and May 2024, and
two additional interviews in September 2024 to confirm that we
achieved data saturation across our purposively selected sample.

Our interviews began with introductory questions about the
general experiences of participants using FemHealth apps. We then
explored their beliefs and feelings related to the data practices of
the apps they were or had been using, views on and experiences
with data deletion mechanisms, their privacy concerns, the sources
they relied on for information or advice about privacy in FemHealth
apps, and their opinions on app stores’ privacy nutrition labels (i.e.,
the Data Safety sections in Google Play for Android apps and the
App Privacy sections in the Apple App Store for iOS apps). How-
ever, because the insights related to privacy nutrition labels were
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not novel compared to previous work [e.g. 51, 60, 87], we do not
report them in this paper. We then explored participants’ experi-
ences with and preferences for strategies to mitigate privacy risks,
along with their views on the implications of existing privacy regu-
lations for FemHealth apps. Finally, we asked participants about
desired improvements to the technical and regulatory protections
of FemHealth apps (see the interview script in Appendix §A.2).

Our interviews lasted between 1 and 1.5 hours and were con-
ducted via video chat using an institutional Microsoft Teams ac-
count without collecting participants’ IP addresses or requiring
users to login. Interviews were recorded, and automatically tran-
scribed using Microsoft Teams. Participants were compensated $38
USD each (equivalent to $30 per hour, based on the average inter-
view duration), consistent with common compensation practices
in qualitative user research and deemed appropriate by our ethics
review committee without introducing a risk of coercion. The first
author, who conducted the interviews and participated in data
analysis, manually cleaned the transcripts to correct any errors, re-
moved all names and PII, and assigned anonymous participant IDs
to ensure participant anonymity. We then stored anonymized tran-
scripts on our institution’s encrypted server and securely deleted
all audio recordings, to protect participants’ privacy.

3.3 Data Analysis
We thematically analyzed all interview transcripts. After familiariz-
ing themselves with the data and taking notes, three researchers
independently coded two interview transcripts (that were randomly
selected) using MAXQDA, to develop an initial coding frame each.
A combination of deductive and inductive coding was employed
to analyze the qualitative data. High-level topics were guided by
our RQs, while specific codes were developed from recurring pat-
terns in participants’ responses. They then discussed and merged
their individual coding frames into one frame after resolving dis-
agreements. Using the merged frame, they randomly selected and
independently coded an additional transcript (different from the
previous two), updating the coding frame as needed. After repeat-
ing this process for other transcripts, we concluded that no new
codes were identified after coding the twelfth interview. We con-
ducted and coded two more interviews, which also did not yield
any new codes, suggesting that code saturation has been reached.
Then, the same three researchers re-coded all transcripts using
the finalized coding frame, ensuring that each interview transcript
was coded by two researchers independently, while continuing to
discuss questions about code application throughout.

All three researchers then iteratively identified, developed, and
refined themes by organizing codes into themes that were relevant
to addressing our RQs and reviewing the corresponding excerpts for
each topic to further refine the themes. The three researchers also
discussed and resolved any coding discrepancies to provide reliable
counts of theme occurrences, which we present in this paper as an
estimate of theme prevalence in our sample. However, we caution
readers against interpreting these counts as quantitative findings,
as the goal of our qualitative study is to illustrate the breadth of
opinions and perspectives, and our sample size is not necessarily
sufficient to draw statistically generalizable conclusions.

3.4 Limitations
As with most qualitative studies, our findings may not be gener-
alizable beyond our sample. While our sample size is consistent
with widely-accepted qualitative research standards [15, 36, 41, 80],
which emphasize obtaining rich, contextualized understanding over
statistical generalizability or quotas [93], and was sufficient to
achieve data saturation and address our RQs, it may not fully repre-
sent the broader U.S. population. Furthermore, our sample did not
capture the opinions of people under the age of 22, who can also
use FemHealth apps [27] and may have different privacy concerns
and risk profiles. However, we obtained a diverse sample of adult
users across different ethnic backgrounds, privacy attitudes, sexual
orientations, and prior experiences with FemHealth apps, as well
as various (but not all) states of residence. Thus, our results reflect
a variety of views. Drawing on our findings and related studies,
future work could create a large-scale survey instrument to quan-
tify these insights, identify statistically significant differences in
views across socio-demographic factors, and facilitate comparisons
across countries and states.

As with most self-assessment data, our findings may be influ-
enced by social desirability bias [12]. To mitigate this risk, we
ensured response anonymity and allowed participants to skip any
questions. Future work could validate our findings through obser-
vational methods to further reduce this limitation and assess the
accuracy of self-reported data. Tominimize bias in question framing
while allowing participants to express both positive experiences
and concerns, we asked about data practices they felt comfortable or
uncomfortable with. The semi-structured interview format enabled
tailored follow-ups to capture nuances in individual experiences
and attitudes. Finally, given the personal and contextual nature
of privacy, we did not impose a predefined definition; instead, we
asked participants to define privacy in their own terms to guide sub-
sequent discussion. The resulting variations in conceptualizations
were minimal and did not undermine interpretation of findings.

4 RESULTS
In this section, we present our study findings.

4.1 Participants
Participant demographics and experiences with FemHealth apps
are described in Table 2 in Appendix C. Out of 14 participants, eight
were current users of FemHealth app(s) and six were past users
(four of whom discontinued their use due to privacy concerns).
Ethnic groups included White or Caucasian (𝑛 = 5), Asian or Asian
American (𝑛 = 4), Black or African American (𝑛 = 2), Hispanic or
Latin American (𝑛 = 2), and Middle Eastern (𝑛 = 1). Participants’
ages ranged from 22 to 46 years. Ten participants were heterosexual,
three were bisexual, and one was homosexual. Most participants
held a university degree, including six with a Bachelor’s, five with
a Master’s, and one with a Doctorate. The majority of participants
were either employed full-time (𝑛 = 9), part-time or causally (𝑛 = 2),
or self-employed (𝑛 = 1). Most participants (𝑛 = 13) were women,
and one was non-binary. In the survey, participants reported that
they used or had used FemHealth apps for the following purposes:
menstrual cycle tracking (𝑛 = 11), period predictions (𝑛 = 9), fertil-
ity or ovulation predictions (𝑛 = 8), sexual activity tracking (𝑛 = 4),
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mood and mental health tracking (𝑛 = 4), physical symptom track-
ing (𝑛 = 4), birth control management (𝑛 = 2), push-notifications
and reminders (𝑛 = 2), and other (e.g., weight tracking) (𝑛 = 1).

4.2 Privacy Risks and Concerns (RQ1)
Participants mentioned a wide range of privacy/security risks, some
of which, like hacking and data leaks/breaches (n=9), are com-
mon in various genres of mobile apps, while others are more unique
to FemHealth apps. In this section, we focus on reporting the risks
specific to FemHealth apps.

FemHealth data was perceived as sensitive. Many participants
(n=10) found FemHealth data to be sensitive, deeply personal,
and even “intimate” (P14). Participants noted that dates of men-
strual cycles and symptoms can reveal information about a possible
pregnancy, miscarriage, ovulation window, or FemHealth-related
problems. Some participants mentioned that they used FemHealth
apps to track their sexual activity, while topics related to sexuality
were still considered a taboo in certain participants’ communities,
with premarital sex viewed as “a sin” (P4) in some religions.

Many participants (n=11) reported that privacy was more im-
portant in FemHealth apps than in most non-health-related apps,
primarily due to the personal and sensitive nature of the data col-
lected by these apps, even if it was not formally classified as part of
health records or granted the same protections: “I feel like it’s kind of
a gray area because period data isn’t necessarily part of your medical
record or anything, but it is kind of sensitive because it’s very personal”
- P5. Two participants thought that privacy in FemHealth apps was
more important specifically due to the “political climate of the United
States” (P8) around reproductive rights and potential criminaliza-
tion risks (which we discuss in more detail later in this section).
Two participants thought that although privacy in FemHealth apps
was more important than in many other non-health apps, it was
less important than in apps like those used for banking or social
media—due to a belief that menstruation-related data could not re-
veal as much detailed information as the extensive content shared
on social media. One participant also expected health-related data
to be better protected by special privacy regulations like HIPAA
than non-health-related data: “There are actually more, like, privacy
regulations with health data... Like the HIPAA compliance stuff which
I don’t know a lot about, but I know it’s more limiting on privacy of
health data” - P2. Finally, some participants (n=4) believed that pri-
vacy might be equally important in FemHealth apps and non-health
apps, as both could collect sensitive data.

The belief that FemHealth data is highly sensitive made partici-
pants especially uneasy about the possibility of companies profiting
from its use by, for example, selling (n=11) or sharing it with
third parties without users’ explicit consent (n=6), or using it for
marketing purposes (n=8): “Just the idea of like someone who has
to profit off of my personal data, my health data, using that against
me, or to advertise to me just makes me really uncomfortable. I don’t
feel personal data should be used in that way and it feels like a viola-
tion of privacy” - P3. Participants found that these practices were
“creepy” and “evil” (P4) and did not “feel right” (P3).

About half of participants (n=8) were concerned about loca-
tion tracking features in FemHealth apps. For two participants,

this concern was linked to the fear of criminal prosecution, as loca-
tion data could suggest that someone from a state where abortion
is banned had traveled to a more permissive state, potentially im-
plying they sought abortion: “I am right now living in Ohio, which
is one of the places where abortion is very, very limited, so you can
be criminalized if you like, you know, travel to another state [to get
an abortion] and they can track that through the app” - P1, or might
have visited an abortion clinic: “They may want to know if I’m in the
vicinity of an abortion clinic or anything so that, like I keep saying,
they can criminally charge me” - P10. Location tracking also raised
concerns about stalking and harassment (n=3): “People can use
your information to, you know, locate you. So, if it ends up in the
wrong hands, maybe like a stalker or something” - P1.

Some participants (n=5) were concerned about potential emo-
tional distress or psychological harms resulting from unin-
tended disclosure of sensitive personal information collected by
FemHealth apps: “I guess, it wouldn’t do any physical harm, but
emotional damage ... if someone knows my period now, it feels kind of
creepy. It feels weird. And maybe it caused me to kind of overthinking
and worry about if there’s some more people know my private data,
like get a little bit paranoid” - P5. In some cases (n=4), these men-
tal health related concerns were associated with the risk of social
judgment or stigmatization: “In maybe more religious countries, if
your information ends up online, even though it’s not criminalized or
something like that, you might be, you know, shunned from society
or something like that” - P1. Two participants speculated that the
exposure of FemHealth app data in the workplace could “affect them
professionally” (P7) or lead to workplace discrimination.

Criminalization risks. The most prominent privacy risk associ-
ated with FemHealth apps, mentioned by almost all participants
(n=12), was related to criminalization, whereas data collected
by FemHealth apps could be used to condemn or prosecute users
of such apps. The most common example mentioned was related
to enforcing anti-abortion laws. For some participants (n=4), the
changes in reproductive health rights and legislation after the over-
turn of Roe v. Wade were the reasons for discontinuing the use of
FemHealth apps: “That was one of the reasons I also stopped using pe-
riod trackers because in some states, abortion was being criminalized.
Miscarriages as well. So, I was kind of not afraid, but worry about,
like, if this data can be used to criminalize somebody” - P1.

Some U.S. state laws introduced restrictions not only on abor-
tions but also on access to contraceptives. Since many FemHealth
apps include features for tracking the use of birth control methods,
two participants viewed these features as privacy risks that “could
be very harmful” (P3). Some participants (n=4) acknowledged that
although they were not presently concerned about risks related to
abortion or contraceptive access, rapid developments in the politi-
cal climate could change their views: “Even though I don’t have to
necessarily worry about that right this second, it does worry me how
they might turn to these apps to, you know, look for people” - P14.

Unlike pregnancy-tracking apps that explicitly asked users to
enter pregnancy-related information, period-tracking apps could
infer such information. Some participants (n=5) were concerned
about information that can be inferred without any user con-
trol over it. P12 was specifically concerned that such inferences
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from FemHealth app data could be inaccurate or misinter-
preted—for example, when a missed or delayed period could be
mistakenly attributed to an abortion rather than a miscarriage or
hormonal imbalance: “People could literally go to jail for having a
miscarriage, which has happened in Texas. People have used that
to send women to jail, claiming that it was an abortion, when the
main basis of the evidence was a tracking app and not much else. So,
people could lose their liberty and their freedoms unjustly because the
information is not protected well” - P12.

Many participants expected cross-state (n=9) and cross-country
differences (n=13) in the privacy risks posed by FemHealth apps,
influenced by varying social norms: “For example, in Saudi Arabia
and other parts of the Middle East, women do not have as many rights
as they do in the U.S. So, if someone’s data were breached over there
and it showed activity like frequent intercourse or an abortion, it could
result in severe punishment, like life in prison. ... But in America, it
depends on the state—like you’d be fine in Colorado but might face
serious consequences in Louisiana” - P4. Two participants anticipated
greater protections offered by FemHealth apps used in Europe due
to the belief (not necessarily correct, see §5.3) that privacy regula-
tions are generally stricter in Europe than in the U.S.: “If I was in
say the EU where, my impression is that there are better regulations
about data privacy, I would feel more comfortable using this app
than I do right now” - P3. Almost half of participants (n=6) believed
that the privacy of health data is a fundamental human right that
should be universally protected regardless of the political climate or
legal discourse in a given locale: “I just think that’s women’s private
information, and I don’t think politicians need it. I think that’s our
health, and I don’t think it needs to be political” - P7.

Despite acknowledging various privacy risks, almost all partici-
pants (n=13) were not actively concerned about their own privacy,
for example, because they had not experienced a miscarriage, had
not had an abortion, did not plan to have more children, had already
entered menopause, lived in states with strong reproductive health
rights and protections, or had not used FemHealth apps for years.
Yet, even among those participants, some (n=4) were concerned
about the impact criminalization could have on other people, in-
cluding their own daughters: “I’ve been thinking about the tracks
of the apps a lot recently for my daughters because one is menstru-
ating... both her doctor and I... We said get a notebook, keep it in the
bathroom... I don’t think I would encourage her to use apps now. I’m
just too worried about what is out there” - P11.

Legal risks were not always related to the use of data by gov-
ernments. For example, as a single parent, P12 was concerned that
information she tracked about her mood fluctuations throughout
her menstrual cycles could be used against her in court by the
biological fathers of her children in an attempt to gain custody:
“I do track moods and things like that because it is tied in with my
menstrual cycle... I’m a sole parent... If they [fathers of my children]
... decide to take me to court and try and get shared custody... If they
were to gain access to my mood data, they could potentially use that
in court to show emotional instability” - P12.

Privacy perceptions in paid vs. free FemHealth apps. Some partici-
pants (n=3) believed that privacy protections would vary between
free and paid FemHealth apps. For example, P1 speculated that free

apps might be more likely to sell user data as a means of mone-
tization, while users of paid apps could expect stronger privacy
protections in exchange for their subscription fees: “They might be
selling health-related data to pharmaceutical companies... because
this app is free. ... Because they are using your information somehow
to make profit... if you use an app that you paid for, that assures you
that your data will be deleted... If I decide to use an app like that
again, I think I would do it like that, like pay for privacy”. In contrast,
P13 believed that the additional features available in paid versions
of FemHealth apps could result in more extensive data sharing
compared to the free version of the same app: “I also know that Flo,
once you pay, also has access to connect with healthcare professionals.
... So, for sure, your data is going to be shared with the healthcare
professionals that are going to be assisting you”. Moreover, by paying
for the app, P6 was worried to expose their financial information:
“They’re always asking to buy the premium version, to pay for the
app. I have heard things on social media about how data and things
like this could be stolen... and so because of that, it does kind of limit
the types of information I want to put into the app”.

Are benefits worth the risks? In line with the privacy calculus
theory [55], participants weighed the potential risks to their privacy
against the benefits they received from using FemHealth apps. Some
participants (n=3) concluded that, for them, the risks outweighed
the benefits, particularly since they could track their menstrual
cycles using alternative, more privacy-preserving methods, such
as spreadsheets, offline calendars, or paper notebooks: “They’re
not worth using. I can chart my information on a calendar... in the
privacy of my own home, my own private calendar that won’t be
shared with anyone” - P10. However, about half of participants
(n=6) valued the convenience offered by FemHealth apps and had
lower privacy concerns, or felt confident that the apps adequately
protected their privacy. Yet, even among those who believed the
benefits outweighed the risks, several participants “felt resigned”
(P2) and lacked alternatives, as they believed that all FemHealth
apps collected personal data: “There were data leaks from female
reproductive apps, such as, Clue, Flo... If all the apps were taking data,
where would I go? So, I figured the benefits outweighed the cons, and
I decided to keep using it” - P6.

Some participants (n=4) thought the trade-off depended on the
data practices or even brand of a specific FemHealth app, personal
circumstances and preferences, perceived severity of and vulnerabil-
ity to privacy risks, or the political climate in the place of residence:
“For Apple, I’m comfortable with it. I don’t think that the privacy risk
outweighs it. For several others I do though” - P12.

Key findings: Participants perceived the data collected by
FemHealth apps as particularly sensitive due to concerns
about potentially inaccurate inferences, workplace discrim-
ination, and stigmatization related to fertility, pregnancy,
miscarriage, and abortion; cultural taboos surrounding sex-
ual activity information; and fears of criminalization.

7



Proceedings on Privacy Enhancing Technologies YYYY(X) Kaleva et al.

4.3 Risk Mitigation Strategies (RQ2)
Participants mentioned various strategies to mitigate privacy and
security risks, including user-facing disclosures and user controls,
back-end protections, and behavioral strategies.

User-facing privacy/security disclosures and controls. The first
step in addressing privacy and security risks was increasing user
awareness of these risks and how to effectively mitigate them.
Indeed, many participants (n=10) mentioned the desire for greater
transparency and explainability about app data practices (see
also §4.4 for how participants preferred to learn about privacy and
security). In addition to having clear explanations of data flows,
participants were concerned about criminalization and wanted
detailed information on whether and how FemHealth app data
could be shared with government and law enforcement agencies.
They also appreciated the reassuring tone adopted by some apps in
their messaging and public commitments to user privacy: “When I
logged into Clue, they had a pop-up trying to reassure consumers or
users that their data was secure and wasn’t going to be sent out ... it
was definitely needed to reassure women because I feel like a lot of
women were definitely scared for their own reproductive rights and
concerned over how much control they have over their bodies” - P9.

Besides transparency, many participants wanted to have a
choice — whether to provide informed consent or grant permis-
sions (n=11), or opt out of certain data practices (n=5). Even when
user data was going to be shared with presumably legitimate recip-
ients for benevolent or legitimate purposes, such as sharing data
with doctors providing app users with care, participants wanted to
have granular control: “I guess with my consent, I would feel comfort-
able with Flo sharing the information with my doctor, or something.
I mean, an OB/GYN, not just an average doctor” - P5. Participants
stressed that the Terms of Service must be clear, concise, specific,
and ideally backed by legal enforcement to be truly meaningful and
informed, as well as indicated that consent must be revocable.

Half of participants (n=7) mentioned privacy settings and user
controls as another privacy protection mechanism. However, they
admitted that they did not engage with privacy settings much
beyond the onboarding period when they first installed the app,
if at all. Interestingly, P2 expressed a desire for the ability to hide
sensitive FemHealth information on the Apple Health dashboard to
avoid accidental exposure through shoulder surfing: “So, in Apple
Health there’s this section of Favorites. ... it says ‘oh you’re fatigued
and have cramps’ or ‘you had sex’ ... I would like for some of those to
be able to choose, for some of those things to not show up in the app
screen on the Favorites... I don’t want people to be able to see all that
stuff if they’re sitting next to me”. Two participants wanted defaults
to prioritize privacy, proactively safeguarding FemHealth app
users’ privacy rather than placing the responsibility for protection
on users: “I feel like my privacy should be protected by them [app
providers]. That should be the default setting. It shouldn’t be my job
to find out whether you are protecting my privacy” - P5.

Additionally, about half of participants (n=8) mentioned the
importance of security features, including strong passwords, app
locks (e.g., requiring face recognition or a PIN to unlock the app),
and two-factor authentication.

Back-end privacy/security protections. Participants mentioned
several ways that apps could protect user privacy/security by chang-
ing the way user data was managed, including anonymization
(n=6), encryption (n=5), and data minimization (n=4). Allowing
participants to choose pseudonyms instead of real names was one
way to limit tying data to personal identifiers: “I could join with a
pseudonym, hopefully without giving my real address, using a specific
email address just for that purpose” - P11. P2 suggested avoiding
associating data not only with personal identifiers like names, but
also with device identifiers: “I would like them to make sure that the
data cannot be stored and traced back to you, so I guess don’t store the
health data along with any identifying information or even I think,
like, I don’t know, the device’s information”.

Behavioral strategies. Almost half of participants (n=6) men-
tioned self-censorship—limiting the data they provided to the app,
or providing fake information—as a way to protect their privacy:
“If you are really concerned about like abortion issues or miscarriage
issues, even though you don’t get your period, maybe you can just
enter it as if you’ve gotten it” - P1. Although almost half of partici-
pants (n=6) believed that information they input into the app was
all the data that the app collected, in reality, the app could also
collect metadata and data from phone sensors or make inferences.
This misconception led to underestimating risks: “I think to me the
risks are quite small, especially because I do select what kind of data
goes into it” - P6.

When participants had privacy or security concerns about the
data the app had already collected about them, many of them (n=11)
suggested to stop using the app, delete the data (n=6), or delete
the app (n=6) to protect privacy. Many of these participants ex-
pressed a desire for a data deletion feature, preferably accessible
directly within the FemHealth app’s settings or on the company’s
website. However, they also expected those features to be “hidden
deep down in the account settings” (P11) and difficult to find or use.
Some participants (n=4) suggested that FemHealth apps should
automatically delete user data on a regular basis, with guarantees
that no copies or backups were retained, to enhance users’ sense of
ownership and control over their data: “They could ensure that if
you choose to delete your information, it really goes away. You know,
giving the user a sense of security... They could verify if there’s always
a backup copy or not and just let us know. They could provide a quick
link like, “If you want everything deleted, click here”... It should be
easy to do that if you choose to” - P8. Half of the participants (n=7)
said that if they were unable to delete the data themselves, they
would send data deletion requests to app developers or customer
service via email, although this method was less preferred: “I think I
had to email Flo to have them delete my data. There was not a simple
method to do it in the app, so I may have to do that with Clue as well.
That’s kind of a red flag—anytime I have to send an email to say,
“Hey, can you delete my data?” Why can’t I just easily delete it using
the app?” - P4. About half of participants (n=8) expressed a desire
to save a copy of their data before deleting it, to retain information
for potential future reference, recover their account, transfer data
to a new app, migrate data to a new phone, or at least understand
what data the app had collected and/or inferred about them and
might have been shared with others.
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Key findings: Participants wanted greater privacy trans-
parency—particularly regarding data sharing with govern-
ment and law enforcement agencies due to concerns about
criminalization—along with more granular privacy controls
(even when sharing data with healthcare providers) and dis-
creet interface designs to prevent accidental disclosure of sen-
sitive reproductive health information. In the absence of such
protections, many reported considering discontinuing app use.

4.4 Information Sources (RQ3)
This section discusses how participants sought information about
FemHealth app data and privacy practices, and which information
sources they trusted the most/least.

How participants learned about privacy. Half of participants (n=7)
said they learned about data practices and privacy through the in-
formation directly provided by their FemHealth apps, includ-
ing in-app content or notifications, apps’ websites, privacy policies,
FAQs, app store descriptions, and emails. These sources were used
most frequently, as they required less effort to find than proactive
online searches (n=3), including on government websites (n=1),
on non-government websites (n=3), and in scientific research arti-
cles (n=1). Some participants mentioned learning about privacy in
FemHealth apps throughmedia (news (n=7), social media (n=4),
podcasts (n=1)), and conversations with peers (n=4). Information
about data practices and privacy not only increased the awareness
of many participants, but also increased their confidence in apps
(n=9): “It does make me feel good that... I didn’t see anything that
threw off any major alarms. I didn’t see anything that scared me
away. ... That experience right there gives me even more confidence in
the fact that I made the right choice” - P12.

What sources participants trusted the most/least. Some partici-
pants trusted well-known reliable news outlets (n=6), scientific
articles (n=3), and information disseminated by independent orga-
nizations like NGOs (n=2). While almost half of participants (n=6)
trusted national or international government organizations (e.g.,
WHO, NIH, Department of Health), two participants distrusted
information shared by governments due to past breaches of trust,
which had undermined their confidence in official sources (“We’ve
had issues, like with the pandemic, with government-sponsored web-
sites having data that changes and may not be the most truthful...
America doesn’t have the best track record for health for Americans
and especially minorities, so I probably wouldn’t trust anything they
put out” - P4), or due to the politically charged climate surrounding
reproductive health (“Just because of the abortion fight in the United
States. The laws in the United States—not just Texas, but all over—I
just feel like the climate has changed quite a bit” - P8.)

Participants had mixed feelings about the trustworthiness of
apps’ self-disclosed data practices: about half (n=8) said they would
trust the apps’ disclosures, while some (n=5) expressed doubts.
While privacy policies could be legally binding documents, these
participants suspected that companies could prioritize profit-seeking
interests over fully honest and transparent privacy disclosures: “I
think I trust the companies’ own like FAQ for their privacy policy,
because the privacy policy I think is a legal thing. ... but I also kind

of think they will probably say in a way that’s beneficial to them or
downplays anything people might perceive as being negative. So, I
kind of take it with a grain of salt” - P2. Although privacy nutrition
labels (e.g., Google Play’s data safety sections) were recently intro-
duced to provide a concise summary of app data practices, almost all
participants (n=12) did not recognize or recall reading such labels.
All participants (n=14) also mentioned that some sections of these
labels were contradictory or did not mention that data could be
shared/used by law enforcement agencies and for what purposes.

The reputation, expertise, and trustworthiness of the specific
person or organization sharing information were key factors in-
fluencing how some participants (n=4) perceived the trustworthi-
ness of the information shared on social media. Thus, participants
were often skeptical of the accuracy of such information and said
they would “take it with a grain of salt” (P1). Some participants
(n=3) said they would not trust any information about FemHealth
apps’ privacy found on social media. Yet, most participants (n=12)
were willing to share privacy-related information about FemHealth
apps that they learned from peers, online forums, or social me-
dia—particularly when the information raised privacy concerns
and they were confident in its accuracy.

How participants preferred to learn about privacy. Proactive dis-
closure of information related to data practices and privacy in
FemHealth apps was important for most participants (n=12): “I
think it would be best if I could hear about how they [apps] are taking
better steps to protect my data rather than learning about it from
social media or something” - P6. The absence of that information in
the app raised privacy and trust concerns, and led some of the par-
ticipants to decide against using the app: “If I can’t find anything in
the app, that would raise concerns because I don’t think they’re being
transparent. ... I would definitely delete the app if I couldn’t access
that information in Flo” - P13. Participants said that they wanted
this information to be clear, easy to discover and understand,
concise, and upfront. For example, P12 found health-related data
to be especially important and sensitive, so she was disappointed
when companies intentionally made it difficult to understand how
this data was protected: “They don’t wanna make it easy on you. So,
some of them, it’s in the privacy practices and then some of them have
it in the FAQs and some of them have it hidden in some other random
area. So, it’s a lot of digging to find the information which honestly
is a little disheartening. You would think that for something health-
related that it would be more upfront and easily accessible.” That
participant, along with others, preferred the privacy disclosures
to be presented as early as during the download or sign-up
process. Since some participants did not trust the app’s own com-
munications about data practices, they wanted additional app store
or independent third-party verification to confirm the app’s privacy
claims: “I know that the Google Play store on every application says
clearly whether an application sells your data to third parties, how it
uses it... The Google Play Store is really trustworthy to me because you
know, applications have to get certified by the Play Store... or maybe
like a third party that does some other sort of verification on their
own” - P3. Some participants (n=3) mentioned that they would try
to find information about data practices and privacy online
if the app’s communications were insufficient.
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Key findings: Participants learned about privacy in
FemHealth apps from various sources but often doubted the
accuracy of this information or worried about potential biases.

4.5 Views on Legal Protections and Desired
Improvements (RQ4)

Views on current legal protections. While some participants (n=5)
believed that some laws governed the privacy of digital sexual
and reproductive health data, the majority (n=11) were unaware
of such protections. Although five participants knew that HIPAA
covered medical data in the U.S., some (n=3) expressed doubts
about whether HIPAA applied to FemHealth apps: “I don’t
even know if HIPAA laws apply to the apps... I think that my personal
data is protected by HIPAA, like when ... I go to my own personal
doctor... but not with the apps” - P10.

Almost half of participants (n=6) had low confidence in their
understanding of the scope and complexities of existing legal protec-
tions. For example, P9 was unsure whether the government merely
mandated transparency around data practices or also enforced re-
strictions on specific practices: “I don’t know how much kind of
authority they [government] can have over companies, especially if
companies are making their own like, privacy agreements and things
for consumers to read through... Is currently their only involvement,
saying “Hey, you need to legally have some kind of privacy report,
privacy statement in place” and that’s it? Or does the government
say “You know, you can’t do XY or Z”?” - P9. P4 expected companies
developing FemHealth apps to consider privacy regulations when
choosing where to operate or establish their headquarters—often
prioritizing what was most convenient or advantageous for the
company rather than for users: “I think whatever is most convenient
for the business and for the government. If Clue’s data is stored in
Austin, Texas, but Clue’s headquarters is in Germany, I think they’d go
with whatever is most convenient for them... [but] if the US said, "Move
your data here and follow our laws," Texas might end up winning,
and all data would be stored and governed by Texas laws.”

Desired improvements in regulatory protections. All participants
(n=14) advocated for privacy regulations for FemHealth apps, believ-
ing that without regulatory pressure, developers had little inherent
incentive to protect users’ privacy: “I don’t think this will come from
the goodness of the developers’ hearts, but with government pressure...
So, pressure from the government to make them be transparent with
my data and give me the power to decide how much data I’m willing
to share - that would be amazing” - P13.

Participants suggested ways to strengthen legal privacy protec-
tions for FemHealth app users. First, they advocated for existing
privacy regulations, such as HIPAA, to classify FemHealth apps
as covered entities and ensure data protection, even when medi-
cal institutions are not directly involved in FemHealth monitoring:
“Make medical privacy laws extend into medically based apps” - P14.
Two participants acknowledged that it was important for these
regulations to have bipartisan support and to be enforced at the
federal level in order to provide equal protections to all U.S.-based
app users.

Second, participants emphasized that the data collection prac-
tices of FemHealth apps should be regulated. For example,

they suggested that privacy laws should mandate apps to obtain
informed consent before collecting data (n=4), be transparent about
their data practices (n=3), enable privacy-protective settings by de-
fault (n=1), and implement opt-in rather than opt-out mechanisms
for data collection (n=1): “I would love for the lawmakers to require a
short, concise fact sheet at the beginning... that everything be opted-in
instead of opted-out, that the default always come back to the con-
sumer instead of the default almost always being with the companies”
- P12. P6 highlighted the critical need for regulations specifically
addressing data collection from minors using FemHealth apps.

Third, some participants (n=4) wanted privacy laws to prohibit
unauthorized sharing and selling of FemHealth app data: “I
would like to the government and policymakers to protect the con-
sumers of these apps much more than they are clearly doing right now
to protect our privacy. ... By not allowing the creators of these apps to
share our information and definitely not sell it or share it. Period” -
P10. Similarly, several participants (n=4) expressed a desire to limit
or even prohibit government access to and use of data from
FemHealth apps, for example, by restricting its admissibility as
criminal evidence in court: “I don’t think that data you enter into
apps like this should be allowed to be used in a court of law for legal
action against you or anybody else” - P11.

Key findings: Many participants expressed confusion about
legal protections—particularly regarding minors’ privacy, the
applicability of HIPAA, and the interaction between regional
laws governing FemHealth apps. They recognized that gov-
ernment influence over both reproductive rights and privacy
regulations created a landscape of competing considerations.

5 DISCUSSION
5.1 Comparison with Prior Work
For example, a recent vignette study [16] found that participants
were not initially prompted about the implications of the 2022 over-
turn of Roe v. Wade. As a result, there were relatively few responses
referencing the ruling, and participants expressed confusion about
why law enforcement might seek access to FemHealth data. These
findings suggest a broader lack of awareness regarding the implica-
tions of the overturn for FemHealth app use and data privacy. In
contrast, almost all participants in our study, unprompted, identi-
fied criminalization in the current political climate as a primary risk.
This heightened concern is likely due to increased public aware-
ness of the issue since the study by Cao et al. [16] was conducted.
Furthermore, some participants in Cao et al. [16] viewed tracking
sexual activity and mental health in FemHealth apps as irrelevant
or unnecessary. In contrast, participants in our study reported us-
ing and valuing these tracking features more frequently and, as a
result, expressed greater privacy concerns related to them. Lastly,
whereas participants in Cao et al. [16] were least concerned about
the collection of menstrual data because of its relevance to app
functionality, some participants in our study expressed concerns
about the potential to (mis)infer abortion from menstrual data—for
example, interpreting a missed or delayed menstrual cycle due to
stress or health conditions as evidence of an abortion. Our findings
also highlight that concerns about FemHealth apps are not limited
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to users who are actively seeking or at risk of abortion. Our find-
ings also help explain the high levels of privacy concern regarding
FemHealth apps reported in quantitative studies (e.g., among pre-
and perimenopausal participants in [79]), which previously offered
limited qualitative insight into the underlying reasons for these
concerns. These inconsistencies may be attributed to methodolog-
ical differences between [16] and the current study, as the use of
researcher-crafted vignettes and a brief, survey-based approach (av-
eraging 14minutes) may not fully capture the complexity of real-life
perceptions and experiences compared to in-depth interviews.

Another contrasting finding is that, whereas teenagers in [23]
primarily expressed concerns about social risks, such as harassment,
doxxing, and conflict with family and friends, legal risks were the
most prominent concern among our adult participants. These were
followed by concerns about data being sold or used for marketing
purposes, psychological harm, and stigma. Teenagers exhibit in-
creased emotional reactivity to social cues, which may explain their
concerns about social risks, as opposed to legal or other types of
risks observed in our adult participant population [42].

A novel finding in our study highlights misconceptions about
privacy practices in relation to free versus paid FemHealth apps,
which may give paid app users a false sense of security. Some par-
ticipants believed that free online apps and services posed greater
privacy risks than paid versions due to their advertisement-based
business models. However, prior research has found few differences
between paid and free apps regarding data sharing with third-party
SDKs [43]. Furthermore, within FemHealth apps, paid versions may
actually increase data disclosures because the additional features
they unlock often require sharing more information [63, 71].

Our study also sheds light on the information sources used to
learn about privacy in FemHealth apps and how trusted these in-
formation sources are. Although half of our participants learned
about data and privacy practices through the information provided
directly by their FemHealth apps, many reported learning through
the media (e.g., news, social media, podcasts) and personal discus-
sions. This was often mentioned in the context of recent political
and legal events and subsequent media coverage, highlighting the
role of these sources in shaping perceptions of privacy risk among
FemHealth app users.

Similarly to previous findings in [65], participants with lower
risk profiles (e.g., living in non-restrictive states or above reproduc-
tive age) reported feeling safer using FemHealth apps. However,
restrictions on abortion access are increasing in many states, and
FemHealth app data could be weaponized in the future and used
retroactively, particularly since developers can retain historical
data [44]. Such views also overlook broader privacy risks and po-
tential harms to FemHealth app users, extending beyond criminal-
ization to include emotional distress and workplace discrimination,
as well as risks posed by FemHealth apps to others (e.g., users’
daughters), as noted by some participants. Consistent with findings
from broader privacy research (not focused on FemHealth apps),
our participants employed various risk mitigation strategies, in-
cluding behavioral approaches such as self-censorship [94] and
providing inaccurate information [81]. However, withholding data
or providing false information can compromise the accuracy of
FemHealth app predictions, limiting users’ ability to fully benefit
from these useful and cost-effective tools.

Many of our participants expressed concern about the use of
their FemHealth app data for marketing and advertising. Analy-
ses of FemHealth app privacy policies and network traffic have
shown that numerous apps share user information with data ag-
gregators and advertising companies [18, 31]. The Flo app has
admitted and settled the allegations that it transmitted user data
to Meta, Google, and other third-party analytics companies, which
could have been used for advertising purposes, even though its
privacy policy at the time stated that this data was not shared
with third parties [3, 11, 21, 32, 33]. While targeted advertising
is generally perceived by online users as annoying or uncomfort-
able [62, 91], unsolicited advertising based on sensitive information
from FemHealth apps can cause serious psychological harm when
targeting is inaccurate [38]. For instance, news reports describe
cases where people using FemHealth apps to track pregnancies
received baby-related advertisements and promotional products
after experiencing a miscarriage [64, 74] or stillbirth [14]. Our work
highlights privacy concerns related to inappropriate disclosures of
FemHealth app data to ad networks, as well as potential criminaliza-
tion risks through disclosure to governments and law enforcement.
We also identified broader concerns among participants regarding
lack of transparency: uncertainty about what data was collected in
the background or inferred, how it was (or could be) shared, and
how it was processed. This lack of transparency made it difficult
for participants to accurately assess the risks of app use.

Our study provides rich empirical evidence on FemHealth app
users’ privacy experiences and concerns, extending beyond crim-
inalization risks related to abortion access to encompass broader
privacy risks and other potential harms. Drawing on these findings,
the following sections present recommendations for enhancing
FemHealth app user privacy, targeting researchers, app designers
and developers, platforms and app stores, and policymakers.

5.2 Practical Recommendations
We identify the need for more granular and personalized controls,
more proactive presentation of reliable privacy information and
choices, and improved options for data deletion and export in
FemHealth apps. In the absence of such controls, participants often
avoided using FemHealth apps, depriving them of the benefits these
apps can otherwise provide.

User controls empowering user autonomy. Prior work has shown
that transparent privacy interaction design mechanisms are associ-
ated with better user experiences, greater trust, and more sustained
use of beneficial healthcare technologies, including FemHealth apps
[8]. However, FemHealth apps currently lack these mechanisms, as
highlighted in §4.3 and documented in previous studies [30, 63].

Specifically, some participants experienced (or anticipated) dif-
ficulties in deleting their data from FemHealth apps, or described
emailing developers as the only way to request data deletion—a find-
ing confirmed in prior usability inspections of FemHealth apps [63].
This method can be cumbersome and leaves a paper trail of the
request, which could be leveraged against users as evidence in a
criminal investigation—a problem less common in non-FemHealth
contexts, where app usage data is less likely to be incriminating.
Consequently, we highlight an urgent need to develop easily ac-
cessible app features for data deletion and export from FemHealth
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apps, along with guarantees that no backup copy or paper trail is
retained after deletion. Users may also be offered an opt-in to auto-
matic periodic data deletion or the ability to choose the duration of
data storage, as our participants noted that historic period-tracking
data lost value over time and that often only the most recent obser-
vations were informative or useful.

We also identify a need for more discreet notifications and app
locks (additional authentication steps for unlocking FemHealth
apps) to prevent unintended information disclosures to people
nearby. Privacy settings should enable users to control what in-
ferences FemHealth apps are allowed to make about them and
who can access sensitive data. Explicit and revocable user con-
sent should be required before any sharing or use of FemHealth
app data for marketing or advertising. Priority should be given to
privacy-by-default settings and opt-in rather than opt-out mech-
anisms. Additionally, FemHealth apps may adopt identity models
that rely on pseudonyms (and explicitly discourage users from us-
ing their real names) to minimize the collection of PII and reduce
de-identification risks; using real names in FemHealth apps also
offers no clear benefits compared to social media, where real names
can help users find and connect with friends. While these recom-
mendations could enhance privacy in other app genres, they are
crucial in the context of FemHealth apps due to the sensitivity of
the data collected and the severity of associated risks (see §4.2).

Future work should engage FemHealth app users in co-designing
novel privacy controls that are grounded in their lived experiences,
clearly communicate app risks, empower users to balance benefits
and risks, and give them greater control over their data.

Proactive dynamic risk-based privacy prompts. Our findings sug-
gest that onboarding (when users install the app and set up their
account) is an important moment to engage users in thinking about
privacy by providing information, consent mechanisms, and pri-
vacy choices. Although onboarding is a good starting point for
privacy engagement, the dynamic changes in privacy risks posed
by FemHealth apps [65], e.g., due to changes not only in regula-
tory privacy protections but also in reproductive rights, necessitate
regularly updating users’ knowledge about app data practices and
related risks. For instance, if a user moves to a state with stricter
restrictions on reproductive rights, they may face greater risks than
when they initially created their app account, requiring reconsid-
eration of their privacy choices and settings. Yet, we found that
participants rarely revisited their privacy settings after onboarding.
FemHealth apps should consider dynamic risk safeguards [73] that
promptly respond to changes in the regulatory landscape or users’
location and inform users (e.g., via in-app or email notifications)
as well as potential users (e.g., via app store disclosures) about the
privacy risks these changes introduce. Similarly to how Tinder and
Grindr alert LGBTQ users when they travel to countries that crimi-
nalize their sexuality [1, 73], FemHealth apps could use risk metrics
to guide the timing and content of proactive privacy prompts, help-
ing users reflect on their privacy choices and how these choices
align with their risk profile. However, location-based prompts may
introduce additional privacy risks, as they require collecting loca-
tion data—a concern expressed by our participants. Apps should
therefore exercise caution in designing contextual notifications and
avoid amplifying or creating new privacy risks. Risk mitigation

strategies could include local processing of location data instead of
server-side processing. FemHealth apps can also periodically invite
users to perform a privacy checkup or revisit settings after signif-
icant events that may alter their risk profile (e.g., after entering
information about miscarriage, abortion, or pregnancy, or when
such information is inferred). Also, apps may ask users to confirm
the accuracy of inferences to prevent potential misattribution.

Improved transparency. Beyond usable privacy mechanisms, our
work highlights the need for greater transparency around data
flows, allowing users to understand whether their data is shared
with advertisers or law enforcement, which is of particular concern
for FemHealth app users due to their concerns with criminalization
and unethical or emotionally harmful ads related to reproductive
health, as discussed in §5.1. Similarly, FemHealth apps should dis-
close not only what health data they collect, but also what they can
infer from it, including potential pregnancies, abortions, miscar-
riages, health conditions, or sexually transmitted diseases. The ac-
curacy of such inferences is especially important in the FemHealth
context, as they can lead to wrongful criminalization, discrimi-
nation, trauma, and stigmatization. Some participants expressed
skepticism about the trustworthiness of information presented by a
FemHealth app, whether within the app itself or in privacy policies,
suspecting that financial interests could take precedence over hon-
est privacy disclosures. Others did not trust government sources,
given past breaches of trust and the potential for political bias in
states with restrictions on reproductive rights. Thus, FemHealth
apps need to build trust by providing extensive privacy protec-
tions and controls, and by presenting evidence from third-party
privacy and security assessments and audits. However, we caution
against “privacy-washing,” where assurances disseminated through
unofficial channels (e.g., ads) mislead users while obscuring po-
tentially risky privacy practices [17]. Independent researchers and
organizations, such as Consumer Reports or the Electronic Fron-
tier Foundation (EFF), could assess and publish reports on data
practices and privacy in FemHealth apps, exposing violations or
inaccuracies in privacy disclosures. App stores can further support
transparency by displaying privacy ratings for apps (e.g., similar to
Privacy Badger [28]).

Open-source FemHealth apps. No participant mentioned offline
or free and open-source (FOSS) period trackers that run entirely
on the user’s device and do not collect any data [26]. In princi-
ple, such apps could address many of the privacy concerns raised
by our participants by providing users with autonomous control
over their data, strong untraceability guarantees, and transparency
in feature implementation through publicly available source code.
However, empirical studies of open-source FemHealth apps re-
main scarce. Advancing scholarly understanding of these apps—for
example, examining user perceptions of safety or how they mit-
igate risks associated with device loss or failure—could support
community-led innovation in FemHealth and inform more compre-
hensive, evidence-based privacy guidance for users.

Although prior work [16, 47] has offered practical recommen-
dations to improve transparency (e.g., privacy summaries, visual
aids) and user control (e.g., selective consent), we extend this work
by identifying additional, actionable FemHealth-app–specific mea-
sures grounded in our findings. These include user controls for
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periodic data deletion; discreet notifications and app locks; mecha-
nisms for correcting or contesting inferences made by FemHealth
apps; contextual privacy alerts; and the adoption of open-source
code in FemHealth app development.

5.3 Policy Implications and Recommendations
Some participants identified the Health Insurance Portability and
Accountability Act (HIPAA) as the primary law governing the se-
curity and privacy of health data collected and processed by health-
care providers and related entities. However, they were uncertain
whether HIPAA applies to FemHealth apps, althoughmany believed
that it should. In practice, HIPAA does not cover mobile health apps
that are not provided by, or acting on behalf of, a covered entity
such as a healthcare provider, health insurance plan, or clearing-
house. Consequently, like many other consumer-oriented apps that
collect health-related data [39, 61, 88], FemHealth apps are typically
not subject to HIPAA’s privacy and security requirements. Some
participants also expected data protection laws such as HIPAA to
prohibit the sharing of users’ health data with law enforcement.
However, recent work has shown that many FemHealth apps may
be legally required to disclose user data to authorities when subpoe-
naed [63]. This raises concerns about the interplay between data
protection frameworks and anti-abortion laws in the U.S., as well
as the potential weaponization of FemHealth apps and consumer
health data to criminalize individuals who seek, provide, or support
abortion care. We recommend enacting laws that prohibit using
sexual and reproductive health data to prosecute FemHealth app
users, as suggested by our participants in §4.5. For example, Califor-
nia passed Assembly Bill (AB) 254 and AB 1697, extending privacy
protections to users’ reproductive and sexual health information
collected and processed by apps and websites [89]. Nevertheless,
federal legislation is still needed to safeguard digital health data
that crosses state lines, ensuring all FemHealth app users receive
consistent protections regardless of where they reside in the U.S.

Overall, our participants had low confidence in understanding
HIPAA protections and often misunderstood them, creating risks
when users expect a higher degree of privacy protection than is
actually provided. Additionally, although the FTC Act [19] and the
Health Breach Notification Rule (HBNR) [20] regulate deceptive
data practices and require breach notifications for FemHealth apps,
no participant was aware of these protections. This underscores the
need to raise public awareness about privacy rights and regulatory
safeguards, for example, through news stories, user-friendly info-
graphics and articles from trusted privacy organizations (e.g., EFF,
IAPP, EPIC), and by explicitly referencing applicable regulations in
privacy policies and other user-facing disclosures.

Also, app marketplaces should require FemHealth app develop-
ers to disclose if they share—or intend to share—all, or at least sexual
and reproductive health data (or any inferences) with law enforce-
ment or third-party processors, including advertising networks.
For example, Google Play currently does not require developers to
disclose when data is shared “with a service provider to process
it [data] on the developer’s behalf” or when it is “transferred for
specific legal purposes, such as in response to a government re-
quest” [40]. This is particularly concerning for FemHealth apps: a
developer could be based in California, with stronger privacy and

reproductive rights protections, while the data is stored in Texas,
where protections are weaker. We also found that some participants
mistakenly believed that marketplaces verified (or “certified”) devel-
opers’ data safety disclosures, resulting in higher trust in these state-
ments. Similarly, several participants trusted EU-based FemHealth
apps due to GDPR protections, but this is amisconception. Although
GDPR provides some safeguards, it contains numerous exceptions
that can undermine privacy [68], and non-compliant practices by
developers are still observed [68]. Moreover, EU-based apps can
still transfer user data to U.S.-based processors or other regions
with weaker regulations [63]. Taken together, app store disclosure
exemptions, user misconceptions, and inaccuracies in developer
disclosures [51–53, 95] pose serious privacy risks by making it dif-
ficult for users to assess risks and make informed decisions. We
therefore recommend that app stores mandate—and importantly,
verify—full privacy disclosures to foster realistic expectations and
build user trust in FemHealth apps.

In summary, our work not only provides additional empirical
evidence supporting prior recommendations, such as increasing
transparency about law enforcement access to data and addressing
users’ misconceptions about legal protections [e.g., 16], but also em-
phasizes the need to extend existing legal protections (e.g., HIPAA)
to FemHealth apps, advocate for federal safeguards, and highlight
the unique tensions between data protection and abortion laws that
are specific to the FemHealth app context.

6 CONCLUSION
FemHealth apps offer promising opportunities to enhance per-
sonal health management, reduce the gender health gap, and pro-
mote greater health equity and affordability. However, they also
pose significant privacy and security risks. Our interviews with 14
FemHealth app users in the U.S. highlight the complex and often
conflicting roles these apps play in users’ lives. Participants consid-
ered FemHealth app data highly sensitive and expressed stronger
privacy concerns about these apps than about non-health apps,
citing risks such as criminalization, location tracking, and potential
psychological harm or stigmatization resulting from data breaches.
To mitigate these risks, participants proposed a range of strategies,
including user-facing measures such as clearer privacy disclosures
and enhanced privacy controls, as well as back-end protections that
do not rely on active user engagement. Nevertheless, our findings
revealed wide variation in users’ trust toward both governmental
and app-provided privacy information, alongside broad uncertainty
about existing regulatory safeguards. These insights underscore
the need for comprehensive interventions, including improved de-
sign to increase transparency and user control, stronger technical
protections, and expanded regulatory frameworks tailored to the
unique sensitivities of FemHealth app data. Future research should
explore how design, regulation, and user education can support
informed and autonomous engagement with FemHealth apps, max-
imizing their benefits while minimizing privacy risks and structural
vulnerabilities.
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A STUDY MATERIALS
A.1 Screening Survey
1. Have you used a mobile app (or apps) to track your pe-
riod, fertility, pregnancy, or other areas of your sexual and
reproductive health? 1) I currently use one or more apps for this
purpose, 2) I used one or more apps for this purpose in the past,
but I do not use any currently, 3) I have never used an app for this
purpose.

2. What operating system do you use on your main mobile
device? 1) Android, 2) Apple (iOS), 3) Other (please specify).

3. Please select the mobile app (or apps) you use (or used)
from the list below. 1) Apple Health, 2) Google Fit, Samsung
Health or other built-in Android health app, 3) Flo Ovulation and
Period Tracker, 4) Clue Period Tracker and Calendar, 5) Natural
Cycles, 6) Glow Period Tracker, 7) Maya Period Tracker, 8) Preg-
nancy+, 9) Glow Nurture Pregnancy Tracker, 10) Ovia Pregnancy
Tracker, 11) BabyCenter Pregnancy Tracker, 12) Other, please spec-
ify. If possible, please provide a link to the app’s webpage in the
Apple Store or Google Play Store, so that we can identify it easily.

4. Please indicate the one app you use/used the most. 1) Ap-
ple Health, 2) Google Fit, Samsung Health or other built-in Android
health app, 3) Flo Ovulation and Period Tracker, 4) Clue Period
Tracker and Calendar, 5) Natural Cycles, 6) Glow Period Tracker, 7)
Maya Period Tracker, 8) Pregnancy+, 9) Glow Nurture Pregnancy
Tracker, 10) Ovia Pregnancy Tracker, 11) BabyCenter Pregnancy
Tracker, 12) Other, please specify. If possible, please provide a link
to the app’s webpage in the Apple Store or Google Play Store, so
that we can identify it easily.

5. What term do you believe would be most appropriate to
describe apps designed to track periods, pregnancy, fertility,
and other areas of sexual and reproductive health, based on
your personal preference?

6. Next, we will ask several questions related to diversity
and inclusion. You will not be excluded from the study on

the basis of your answers to these questions. Please select
the group that best describes you from the options below.
1) White or Caucasian, 2) Black or African American, 3) Asian or
Asian American, 4) Native Hawaiian or Other Pacific Islander, 5)
American Indian or Alaska Native, 6) Arab or North African, 7)
Mixed or multiple groups (please specify), 8) Prefer to self-describe,
9) Prefer not to say.

7. What is your gender? 1) Woman, 2) Man (2), 3) Non-binary
or prefer to self-describe, 4) Prefer not to say.

8. What is your highest level of education? 1) Less than
high school, 2) High school/GED or equivalent, 3) Some college or
university but no degree, 4) Associate degree, 5) Bachelor’s degree
or equivalent, 6) Master’s degree or equivalent, 7) Doctoral or pro-
fessional degree (PhD, JD, MD, 8) Other, please specify, 9) Prefer
not to say.

9. How would you describe your current employment sta-
tus? 1) Unemployed, 2) Employed full-time, 3) Employed part-time
or casually, 4) Self-employed, 5) Student, 6) Retired, 7) Other (please
specify), 8) Prefer not to say.

10. Do you have education or work experience in any of
the information technology fields (such as Computer Science,
Software Engineering, App Development, etc.)? 1) Yes, 2) No.

11. Do you use any of the following privacy-protecting
tools, software or features on a regular basis? 1) Virtual Pri-
vate Networks (VPNs), 2) End-to-end encryption (e.g., encrypted
emails), 3) Private browsing (e.g., Incognito mode), 4) Tor Browser,
5) DuckDuckGo search engine, 6) Password managers, 7) Other
(please specify), 8) None of the above.

12. Please indicate on the slider below how concerned you
are about how the mobile app (or apps) you have used han-
dles (or handle) your sexual and reproductive health data,
where 1 is the least concerned, and 10 is the most concerned.

[For past users:]
13. When was the last time you used a mobile app (or apps)

to track your period, fertility, pregnancy, or other areas of
your sexual and reproductive health? 1) Less than 1 month ago,
2) 1–3 months ago, 3) 3–6 months ago, 4) 6 months to a year ago, 5)
Over a year ago, 6) Prefer not to say.

14. Please select the app features you made use of while
using the app (or apps) from the list below. 1) Cycle track-
ing, 2) Period predictions, 3) Fertility or ovulation predictions, 4)
Menopause tracking, 5) Sexual activity tracking, 6) Mood and men-
tal health tracking, 7) Physical symptom tracking, 8) Pregnancy
tracking, 9) Birth control management, 10) In-app forums or com-
munities, 11) Push-notifications and reminders, 12) Other, please
specify, 13) None of the above, 14) Prefer not to say.

15. Why did you stop using the app(s)? Please select all
that apply. 1) I did not need the app(s) anymore, 2) I found the
app(s) difficult to use, 3) I had technical issues with the app(s) (e.g.,
running out of storage, app crashes), 4) I had privacy-related con-
cerns, 5) Other (please specify).

[For current users:]
16. How often do you use a mobile app (or apps) to track

your period, fertility, pregnancy, or other areas of your sexual
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and reproductive health? 1) Daily, 2)Weekly, 3) Monthly, 4) Other
(please specify), 5) Prefer not to say.

17. Please select the app features you regularly make use
of from the list below. 1) Cycle tracking, 2) Period predictions, 3)
Fertility or ovulation predictions, 4) Menopause tracking, 5) Sexual
activity tracking, 6) Mood and mental health tracking, 7) Physical
symptom tracking, 8) Pregnancy tracking, 9) Birth control man-
agement, 10) In-app forums or communities, 11) Push-notifications
and reminders, 12) Other, please specify, 13) None of the above, 14)
Prefer not to say.

[For all users:]
18. Please briefly describe why you are interested in par-

ticipating in this study.
19. Please provide your current time zone. If you are in-

vited for an interview, this will help us schedule it at a time
that is convenient for you.

A.2 Interview Script
Today, I will be asking you questions about your views on and per-
sonal experiences withmobile apps that track periods, fertility, preg-
nancy, or other aspects of sexual and reproductive health, as well as
your understanding of how your data is handled by these apps. The
app industry often refers to this category as FemHealth apps. Do
you have a preference for whether I refer to them throughout the in-
terview as “period and fertility tracking apps” or “FemHealth apps”?
[Refer to them according to participants’ preference throughout.]2

A.2.1 General Views and Experiences. We will begin by asking
about your views on and personal experiences with [APP] in par-
ticular—the app you said you use (or used in the past) the most.
FemHealth apps are specifically designed to support various aspects
of female sexual and reproductive health. They provide informa-
tion, tools, and features to help users manage their health, track
menstrual cycles and sexual activity, monitor fertility, pregnancy,
and menopause, manage contraceptives, access personalized health
advice, and improve healthcare access and affordability.

1) How long have you used [APP]?
2) What are the main benefits of using [APP] that you no-
ticed?
3) What are the main drawbacks (if any) of using [APP] that
you noticed? [Do not prompt participants to talk about privacy
concerns here.]

If participants use generic fitness or mobile health apps rather
than specialized FemHealth apps, focus their attention on FemHealth-
related features and use cases only, so the discussion stays on track
and does not drift to topics like activity, sleep, diet, or other unrelated
functions.

It sounds like you have been using [APP] for both [use cases].
For the scope of our conversation today, we will focus only on your
use of this app for tracking periods, fertility, pregnancy, or other
aspects of sexual and reproductive health. Is that okay?

2After pilot interviews, we made minor changes to the interview guide, such as
reordering questions (moving 2.2 Q4 before Q5) and clarifying wording in several
questions (e.g., 2.2 Q5a; A.2.8 Q1; A.2.6 Q4, A.2.6). These changes were minor and did
not warrant excluding pilot interviews from the analysis.

A.2.2 Data Flows: Beliefs and Feelings about Data Flows. 1) What
types of data do you think [APP] collects? [Probe: What health-
related data do you think [APP] collects?]

a)What data do youprovide by yourselfwhenusing [APP]?
b) What data, if any, does [APP] collect automatically, by

itself? [Probe: Can you make a guess?]
c) Do you have any concerns or negative feelings about

the collection of any of the data types you mentioned? If so,
which data, and why?

d) In contrast, which data types do you feel comfortable
with being collected, and why?

2) What do you think people can learn about you (or oth-
ers) if they get access to your data collected by [APP]?

I will now ask you some questions about your understanding of
how your data flows within [APP]’s system. By data flow, we mean
how the information that [APP] collects moves from one place to
another. There are no right or wrong answers—please use your
imagination and think aloud. Don’t worry about using any specific
terminology.

3) What happens when you provide your sexual and re-
productive health-related data when using [APP]? Where
do you think your sexual and reproductive health-related
data collected by [APP] is stored, and for how long? [Give
examples of health-related data as mentioned or described by partici-
pants in the previous section; e.g., menstrual cycle, sexual activity, etc.]

4) What do you think the purposes for collecting sexual
and reproductive health-related data by [APP] are? [Remind
participants of the relevant types of health data if they begin dis-
cussing non-health data.]

a) Do you have any negative feelings about your sexual
and reproductive health-related data being collected or used
for the purpose(s) you mentioned? If so, what purposes and
why?

b) Of the purposes youmentioned, are there any for which
you feel comfortable sharing your sexual and reproductive
health–related data, and why?

5) Who do you think has access to your sexual and repro-
ductive health-related data in [APP], if at all?

a) Why do you think those entities have access to your
sexual and reproductive health-related data? [Probe: For what
purposes do you think these entities are using the sexual and repro-
ductive health-related data?]

b) Do you have any negative feelings about your sexual
and reproductive health-related data being accessed by any
of those entities or someone else for the purposes you men-
tioned? If so, who and why?

c) In contrast, what entities, if any, do you feel comfort-
able sharing your sexual and reproductive health-related
data with and for what purposes? And why?
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6) Overall, do you feel you are able to control or influence
how [APP] uses your sexual and reproductive health-related
data in any way? If yes, how? If no, why not?

A.2.3 Data Deletion: Beliefs and Experiences of Data Deletion. 1)
Have you ever deleted any of the data collected or used by
[APP] or another female mobile health app? [If not, skip to the
Hypothetical section.]

[If yes:]
a) What data did you delete? [Probe: Did the data only include

what you provided or entered, or other information [APP] could have
learned about you?]

b) Why did you delete your data?
c) How did you delete your data? Can you describe the

process? [Probe about sending an email request, having an in-app
deletion feature, etc.] [Probe: How easy or difficult was it to delete
your data?]

d) What do you think happened to your data when you
deleted it?

e) Do you think there exists a backup of the data you
deleted? [If yes:]

e.1) What is (are) the purpose(s) for having a backup?
e.2) Did you request a copy of your data before deleting

it? Why, and how did you use the copy, if at all?

[If no:] If participants did not delete data collected or used by [APP]
or another female mobile health app, ask the following hypothetical
questions:

f) What would motivate you to delete data collected or
used by [APP]?

g) How would you delete your data? Can you describe the
process? [Probe about sending an email request, having an in-app
deletion feature, etc.] [Probe: How easy or difficult would it be to delete
your data?]

h) What do you think would happen to your data when
you deleted it?

i) Do you think there would exist a backup of your data if
you deleted it? [If yes:]

i.1) What would the purpose(s) be for having a backup?
i.2) Would you request a copy of your data before delet-

ing it? Why, and how would you use the copy, if at all?

A.2.4 Privacy Perceptions. Let’s talk a little bit more about privacy
specifically.

1) Can you explain what the term “privacy” means to you?
2) Is privacy more, less, or equally important to you when
using [APP] (or other female health apps) than using non-
health-related mobile apps? [If they ask for examples of non-
health related apps, mention social media, gaming, entertainment,
financial, and productivity apps, etc.]
3) Have you ever decided not to use, or stop using, [APP] or
another female health app because of privacy concerns? [If
yes:]

a) Could you describe the situation and your privacy con-
cerns? How did you feel about the situation?

b) Have you ever had privacy concerns about [APP] or an-
other female health app but decided to continue using it?[If

yes:]
b.1) Could you describe the situation and your privacy

concerns? How did you feel about the situation?

A.2.5 Opinions about Information Sources. 1) Where or from
whom do you learn about the privacy practices of [APP] or
female mobile health apps in general? Why? [Probe about the
types of information provided by [APP] and whether participants
ever consulted other sources, such as family members or peers, search
engines like Google, online websites, blog posts, news articles, social
media, government- or state-sponsored sites, app privacy policies, or
similar resources.]
2) In an ideal world, how would you prefer to learn about the
privacy practices of [APP] or of female mobile health apps
in general? [Probe about sources of information even if they are not
currently used or do not even exist.]
3) Are there any specific sources of information about the
privacy practices of [APP] or FemHealth apps in general that
you trust or do not trust, and why?
4) How did you use the information you learned? [Remind
participants of the sources of information they mentioned above. Also,
probe about specific privacy concerns participants wanted to address.]
5) Have you shared or would you share the information you
learned with someone else, and why?

A.2.6 Perceptions of Data Safety Sections. 1) Are you aware of
or have you ever read the App Privacy section or Data Safety
section of [APP] on Google Play or the App Store?

Share your screen and display the label of [APP] to participants.
Give them time to read it.

2) What do you think the purpose of this App Privacy / Data
Safety section is?
3) Do you find it easy or difficult to understand what this
App Privacy / Data Safety section says? [If participants say it’s
difficult to understand, probe further by asking what specifically is
unclear.]
4) Is there anything that you’d like to change or improve in
the App Privacy / Data Safety section? [Probe: Is there anything
not mentioned in the App Privacy or Data Safety section that you
would like to know more about?]
5) How did or would you use the information from this App
Privacy or Data Safety section?
6) Did reading the App Privacy / Data Safety section change
your feelings about the data collected or used by [APP]? If
so, how?

A.2.7 Risks. I would like to discuss with you the potential privacy
risks posed by [APP] or other female mobile health apps. A privacy
risk occurs when users’ personal data is used or handled in a way
that could harm them, including causing emotional, professional,
financial, legal, or physical harm. Please remember that you can
skip any question you do not feel comfortable answering.

1) Are you aware of any potential privacy risks posed by
[APP] or femalemobile health apps in general? If so, describe
these privacy risks and the harm they can cause.
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2) Do you think the privacy risks posed by [APP] or female
mobile health apps differ across different countries?
3) Are you concerned about these privacy risks? Why, or why
not?

A.2.8 Protections. 1) Do/did you take any active steps to pro-
tect against the privacy risks posed by [APP] or female mo-
bile health apps? If so, please describe these steps.
2) Have you ever engaged with the privacy settings or fea-
tures of [APP], (e.g., looking at the privacy settings page,
changing settings, etc.)? If yes, what settings or features have
you engaged with? [Allow participants to answer the question un-
prompted first. If needed, prompt them with examples such as using
strong passwords or PINs, enabling anonymous or offline modes, en-
crypting data, and similar measures.]
3) Do you feel [APP] (or femalemobile health apps in general)
is (are) still worth using considering the potential privacy
risk(s) you described? Why, or why not? [If participants men-
tion multiple privacy risks, be sure to ask them about the trade-offs
between these risks.]

a) What other methods or tools, if any, do (or would) you
use to manage your sexual and reproductive health data?
How do (or would) you protect your data when using that
method, if at all?

A.2.9 Privacy Legislation. In the next set of questions, I will ask
you about privacy legislation as it relates to female mobile health
apps. These questions are intended to understand your views, not
your specific knowledge. Please do not worry about remembering
exact names or legal terminology.

1) Are you aware of any laws or legal frameworks in your
country which manage and protect digital data related to
sexual and reproductive health? [If yes:]

a) Who do you think these laws or legal frameworks pro-
tect? [Probe about users worldwide, users in specific locations, people
using specific apps, companies making apps, etc.]

b)What protections do you think these laws or legal frame-
works offer?

c)To what extent do you feel confident and satisfied that
your personal data is protected by these privacy laws? Why,
or why not?

2) Assume you live in a state where abortion is legally crim-
inalized, and authorities could subpoena these apps to obtain
data as evidence of a terminated pregnancy. Would you trust
that existing privacy laws protect your female mobile health
app data? Why or why not?

3) What privacy laws do you think would protect your fe-
male mobile health app data? Specifically: a) The country
or state you reside in, a citizen of, or just visiting?

b) The country or state where the company that developed
the app is registered?

c) The country or state where app data is collected or
stored?

d) Other conditions?

A.2.10 Suggestions and Design Recommendations. 1) Based on
our discussion, are there any specific features, functionali-
ties, or other measures you would like to see the developers of
[APP] and other female mobile health apps add to enhance
your privacy? [These could relate to data collection, usage, storage,
and deletion, or any aspect you feel is relevant.]
2) What other measures would you like governments and
policymakers to take to address users’ privacy concerns with
regard to [APP] and other female mobile health apps? [Probe
about participants’ desired legal protections.]
3)Would you like to share or discuss any additional thoughts?

B COMPARISONWITH PRIORWORK
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Table 1: A comparative table of prior user studies on FemTech privacy.

Study Scope Methods Sample Findings Recommendations

Cao et al.
[16]

Similar to our study, this work
examines users’ privacy percep-
tions, practices, and expecta-
tions related to period-tracking
apps. However, whereas [16] fo-
cuses on the implications of Roe
v. Wade and risks of prosecu-
tion, our study investigates a
broader range of privacy con-
cerns.

In contrast to [16], which
employed a vignette-based
survey with both closed- and
open-ended questions about
researcher-crafted scenarios,
our study is qualitative and
grounded in lived experiences
elicited through in-depth
interviews with current and
former FemHealth app users.

Both studies recruited
U.S.-based participants
who self-identified
as female, including
both transgender and
cisgender women. How-
ever, [16] had a larger
sample (N=183) with a
broader age range of
19–75, including older
participants who no
longer menstruated or
could become pregnant.
In contrast, due to its
qualitative focus, our
study recruited a smaller,
more targeted age group
(20–46).

Similar to our study, partici-
pants in [16] were primarily
concerned about data access,
with government and law en-
forcement viewed as the most
concerning threat actors. How-
ever, our participants demon-
strated greater awareness of
criminalization risks and ex-
pressed heightened concern
about tracking sensitive data be-
yond period data, including sex-
ual activity and mental health
information.

[16] suggested future policy
considerations, including clar-
ifying law enforcement access
and addressing user misconcep-
tions regarding existing laws
such as the MBMD Act. Our
study extends these recom-
mendations by advocating for
broader privacy protections for
sexual and reproductive health
information in FemHealth apps
and emphasizing the need for
federal-level safeguards.

Dewan
et al. [23]

Unlike our study, which ex-
amines adult participants’
experiences with FemHealth
apps, this work focuses on
teenagers’ sexual and reproduc-
tive health information-seeking
behaviors and concerns in
a post-Roe world, without
concentrating on a specific
information source.

Similar to our study, [23] con-
ducted a qualitative study using
semi-structured interviews.

In contrast to the 14
adult participants in our
study, [23] recruited 15
teenagers aged 13–17.
Like our study, all partic-
ipants resided in the U.S.

Compared to the teenage par-
ticipants in [23], whose pri-
mary concerns centered on so-
cial risks such as harassment,
doxxing, and conflicts with fam-
ily or friends, legal risks were
the most prominent concern
among our adult participants,
followed by data selling and
marketing, psychological harm,
and stigma.

While [23] emphasize equip-
ping teens with tools to assess
privacy risks, situating repro-
ductive literacy within broader
social, cultural, legal, and tech-
nological contexts, and urging
FemTech to adopt more privacy-
protective and culturally sensi-
tive designs, we propose more
specific and actionable practical
and policy recommendations.
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Hudig
and
Singh
[47]

[47] examines user attitudes
toward fertility trackers’ data-
sharing practices and offers rec-
ommendations for enhancing
transparency and user control.
While both studies address data-
sharing practices, our study in-
vestigates a broader range of pri-
vacy topics and practices, in-
cluding data collection, storage,
deletion, risk mitigation, pri-
vacy resources, and legal pro-
tections.

[47] employed a mixed-
methods approach combining
an online survey (with Likert-
scale questions and scenarios
involving a fictional fertility
tracking company) and con-
ducted four focus groups. In
contrast, we explored partici-
pants’ lived experiences with
real FemHealth apps rather
than opinions about a fictional
company.

Unlike our sample of U.S.
current and past users
assigned female at birth,
[47] recruited 162 survey
respondents of any gen-
der and conducted four
focus groups with 15 par-
ticipants identifying as
women from the UK, the
Netherlands, Mexico, and
Spain.

Similar to our findings, survey
respondents in [47] expressed
concerns about data sharing.
However, whereas our partic-
ipants viewed government ac-
cess and criminalization as the
most prominent risks, respon-
dents in [47] were least comfort-
able sharing data with employ-
ers or advertisers. Focus group
findings only briefly mentioned
concerns about bodily auton-
omy following the overturning
of Roe v. Wade.

Although some collaborative
design recommendations in
[47] overlap with our own, we
extend them with additional
actionable, FemHealth-specific
measures drawn from our data,
including user controls for
periodic data deletion, discreet
notifications, open-source apps,
options to correct inferences,
and contextual privacy alerts.

Lazarevic
et al. [57]

This study explored the perspec-
tives of currently or recently
pregnant participants on digi-
tal pregnancy tools and their
interest in a hypothetical preg-
nancy app, whereas our study
focused on FemHealth app users
more broadly and investigated
their lived experiences with real
FemHealth apps. While [57]
revealed some privacy-related
findings, its scope was not ex-
plicitly privacy-focused.

Whereas [57] employed a
mixed-methods approach using
a survey and semi-structured in-
terviews, our study relied solely
on in-depth semi-structured
interviews.

In contrast to our U.S.
sample, [57] recruited
108 pregnant participants
from Australia, the U.S.,
Africa, Europe, and Asia,
including 15 currently
or recently pregnant in-
terviewees (10 of whom
were based in Australia).

Most survey participants in [57]
reported privacy and security
concerns about pregnancy apps;
however, these were mostly re-
lated to remote monitoring (e.g.,
sending body images to health-
care professionals) during the
COVID-19 pandemic in 2022. In
contrast, U.S. participants in our
study, interviewed in 2024, ex-
pressed deeper concerns regard-
ing criminalization, harassment,
and stigma.

Compared to [57], which briefly
highlighted the need for im-
proved anonymization and data
minimization tools, we pro-
pose comprehensive and de-
tailed practical and policy rec-
ommendations.

Mcdonald
and An-
dalibi
[65]

[65] investigated how individ-
uals who may become preg-
nant consider the privacy of
reproductive-related informa-
tion following the overturning
of Roe v. Wade, focusing on
broader FemTech. In contrast,
our study specifically examines
user privacy with regard to
FemHealth apps. Additionally,
[65] emphasizes the impact of
the overturn of Roe v. Wade,
whereas our study explores a
wider range of privacy risks.

Similar to our study, [65] em-
ployed a qualitative approach
using interviews.

In [65], interviews were
conducted with 15 cisgen-
der women in the U.S.
(District of Columbia, Ok-
lahoma, and Texas) who
were or could become
pregnant, but who did not
necessarily use FemHealth
apps. In contrast, our
sample consisted of cur-
rent and past users of
FemHealth apps, includ-
ing one non-binary par-
ticipant. Our participants
resided in different states
(excluding Texas) com-
pared to [65].

Both studies indicate that con-
cerns about reproductive data
privacy vary based on individ-
ual risk factors, such as repro-
ductive age and state of resi-
dence. However, our study pro-
vides more nuanced, FemHealth
app-specific insights, including
concerns related to particular
data practices, differences be-
tween paid and free apps, app-
specific user mitigation strate-
gies, and sources of privacy in-
formation.

The study in [65] emphasizes
future research directions, such
as identifying and involving pri-
vacy intermediaries. In contrast,
our study focuses on concrete,
practical, and policy recommen-
dations intended for implemen-
tation beyond the research con-
text.
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Mehrnezhad
and
Almeida
[67]

[67] explored participants’
privacy understanding across
a broad range of FemTech,
whereas our study focused
specifically on FemHealth apps.

Compared to our qualitative
study, the earlier mixed-
methods research in [67]
(conducted Aug 2021–July
2022) combined an online sur-
vey, a story completion activity,
and individual interviews.

Our sample differed
significantly from [67]
in terms of size (14
vs. 5 interview partici-
pants) and participant
demographics, including
country (U.S. vs. UK),
age (20–46 vs. 22–71),
and gender (individuals
assigned female at birth
vs. any gender, including
individuals assigned
male at birth).

Participants in [67] primarily
expressed concerns about data
sharing with third parties, with
few mentioning government
surveillance. In contrast, in our
study, criminalization emerged
as the most prominent concern.

[67] highlights the need for
a Value Sensitive Design ap-
proach, advocating for privacy
and security by design, partici-
patory threat modeling, and the
inclusion of marginalized popu-
lations’ experiences in system
design. In contrast, our study
emphasizes enhancing user
autonomy and transparency
through dynamic privacy
controls, open-source apps,
and legal reforms, particularly
at the intersection of data
protection and abortion rights.

Salvatore
et al. [79]

[79] aimed to assess partici-
pants’ willingness to use “men-
strual cycle (MC) tracking apps”
(vs. alternative methods) in re-
search settings and their readi-
ness to share demographic in-
formation in a post-Roe v. Wade
context. Our study, in contrast,
focuses on real-world privacy
experiences with FemHealth
apps.

[79] employed a mixed-methods
approach, with qualitative in-
sights limited to a single open-
ended survey question (“Please
indicate why you stopped using
a MC tracking app”), whereas
our study used comprehensive
in-depth interviews.

Both studies focused on
U.S. participants. How-
ever, our sample was
smaller due to the qualita-
tive design and included
a narrower age range
(20–46 vs. 18–60 in [79]).

Over a third of participants
in [79] reconsidered using MC
apps after the overturning of
Roe v. Wade and were unwill-
ing to participate in studies in-
volving daily tracking. In con-
trast, our qualitative interviews
provide deeper insights into
privacy concerns grounded in
participants’ real-world experi-
ences beyond research contexts.

Although [79] recommended
that policymakers and MC app
developers consider ways to
safeguard users’ reproductive
health data and reassure them
about data privacy, our study
proposes more specific practical
and policy recommendations.
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Song
et al. [86]

[86] explored how users under-
stand and perceive PII, its shar-
ing, and the risks of its mis-
use in period and fertility track-
ing apps. In contrast, our study
examined participants’ percep-
tions of broader data types and
practices, with a stronger em-
phasis on sexual and reproduc-
tive health data rather than just
PII.

Similar to our study, [86] con-
ducted a qualitative study using
semi-structured interviews.

Although our sample size
was smaller (14 vs. 32
U.S. participants), we re-
cruited only participants
who were current or
past users of FemHealth
apps, whereas [86] also
included participants
with no prior experience
using such apps.

The findings of [86] empha-
sized conceptualizations of PII,
while our findings focused on
perceived privacy risks, mitiga-
tion strategies, privacy informa-
tion sources, and legal protec-
tions. [86] reported concerns
about legal risks of sharing PII
in the post-Roe landscape, per-
sonal safety, fraud and iden-
tity theft, and unwanted com-
munications and spam. While
both studies highlight overlap-
ping data privacy concerns, our
study provides more nuanced
insights into the specific impli-
cations of risks for sexual and
reproductive health data, and
identifies factors contributing
to these concerns (e.g., app cost,
cross-state differences).

The study recommended that
both regulations and industry
practices acknowledge the legit-
imacy of users’ conceptualiza-
tions and understanding of PII.
In contrast, our study offers con-
crete practical and policy rec-
ommendations to address par-
ticipants’ concerns.

Song
et al. [85]

[85] explored how users on so-
cial media collectively make
sense of and speculate about pri-
vacy risks of period and fertility
tracking apps at the community
level. In contrast, our study ex-
amined lived experiences with
real FemHealth apps at the in-
dividual level.

[85] collected and analyzed so-
cial media data, such as Red-
dit posts. In contrast, we con-
ducted qualitative one-on-one
interviews with research partic-
ipants.

Unlike our study, [85] did
not include a participant
sample; instead, the au-
thors coded 311 social
media threads.

Similar to our findings, [85] ob-
served that social media users
often speculate about risks re-
lated to data subpoenas and
prosecution, surveillance, inva-
sion and harassment, and men-
tal health harms. Additionally,
our study found persistent con-
cerns about selling data and
sharing data for marketing pur-
poses following the overturning
of Roe v. Wade. Both [85] and
our study highlighted the desire
for greater political and regula-
tory engagement in data protec-
tion, while participants in our
study also suggested specific de-
sign recommendations and iden-
tified more nuanced regulatory
gaps, such as those involving
minors.

[85] recommended trans-
parency in privacy communi-
cation, regulatory protections,
and clear delineation of data
ownership. We extend these
recommendations by proposing
specific design implementa-
tions (e.g., dynamic privacy
controls) and policy changes
(e.g., the need for federal-level
protections).
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C SAMPLE OF PARTICIPANTS

Table 2: Participant demographics and FemHealth app usage.

ID Most used app𝑎 App usage Privacy concern level State State stance on abortion Age Ethnicity

P1 Fitbit Past user High (8 out of 10) Indiana (IN) Legally banned 30 Middle Eastern
P2 Kegg Current user High (9 out of 10) Washington (WA) Legal until viability 35 Asian
P3 Clue Past user High (8 out of 10) California (CA) Legal until viability 26 Asian
P4 Clue Current user High (10 out of 10) Texas (TX) Legally banned 28 Black
P5 Flo Current user Low (4 out of 10) New York (NY) Legal until viability 26 Asian
P6 Clue Current user Medium (7 out of 10) California (CA) Legal until viability 20 Asian
P7 Apple Health Current user Low (3 out of 10) Missouri (MO) Legally banned 45 White
P8 BabyCenter Past user Medium (5 out of 10) Texas (TX) Legally banned 44 Hispanic or Latinx
P9 Clue Current user High (8 out of 10) Alabama (AL) Legally banned 28 White
P10 Fertility Friend Past user High (10 out of 10) Tennessee (TN) Legally banned 29 Black
P11 BabyCenter Past user Medium (6 out of 10) Tennessee (TN) Legally banned 46 White
P12 Apple Health Current user Low (1 out of 10) Texas (TX) Legally banned 44 White
P13 Flo Current user Medium (5 out of 10) Texas (TX) Legally banned 23 Hispanic or Latinx
P14 Clue Past user Medium (7 out of 10) Texas (TX) Legally banned 22 White
𝑎 Among users of generic health and wellness apps (e.g., Fitbit and Apple Health), we included only those who reported using the period-tracking or other FemHealth-related
features offered by these apps.
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