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Abstract: We address the problem of parameter estimation for degener-
ate diffusion processes defined via the solution of Stochastic Differential
Equations (SDEs) with diffusion matrix that is not full-rank. For this class
of hypo-elliptic SDEs recent works have proposed contrast estimators that
are asymptotically normal, provided that the step-size in-between obser-
vations Δ = Δn and their total number n satisfy n → ∞, nΔn → ∞,
Δn → 0, and additionally Δn = o(n−1/2). This latter restriction places a
requirement for a so-called ‘rapidly increasing experimental design’. In this
paper, we relax this limitation and develop a general contrast estimator sat-
isfying asymptotic normality under the weaker condition Δn = o(n−1/p)
for general p ≥ 2. Such a result has been obtained for elliptic SDEs, but its
derivation in a hypo-elliptic setting is highly non-trivial and requires a sep-
arate approach. We provide numerical results to illustrate the advantages
of the developed theory.
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1. Introduction

We consider the problem of parameter inference for multivariate Stochastic Dif-
ferential Equations (SDEs) determined via a degenerate diffusion matrix. Let
(Ω,F , {Ft}t≥0,P) be a filtered probability space and let W = (W 1

t , . . . ,W
d
t ),

t ≥ 0, be the d-dimensional standard Brownian motion, d ≥ 1, defined on such
a space. We introduce N -dimensional SDE models, N ≥ 1:

dXt = μ(Xt, θ)dt +
d∑

j=1
Aj(Xt, θ)dW j

t , X0 = x ∈ R
N , (1)

with μ,Aj(·, θ) : R
N → R

N , 1 ≤ j ≤ d, for parameter θ. This work focuses
on the case where the diffusion matrix A = [A1, . . . , Ad] is not of full-rank,
i.e. the matrix a = AA� is not positive definite. The law of the solution to (1)
is assumed to be absolutely continuous with respect to (w.r.t.) the Lebesgue
measure. Such models are referred to as hypo-elliptic diffusions and constitute
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an important class of Markovian processes used in a wide range of applications.
E.g., this class includes the (underdamped) Langevin equation, the Synaptic-
Conductance model [6], the NLCAR(p) model [27, 26], the Jansen-Rit neural
mass model [5], the SIR epidemiological model [25] and the quasi-Markovian
generalised Langevin equations (q-GLE) [29]. We investigate two (sub-)classes
of hypo-elliptic SDEs which cover a wide range of models, including the ones
mentioned in the above examples. The first model class is specified via the
following SDE:

dXt =
[
dXS,t

dXR,t

]
=
[
μS(Xt, βS)
μR(Xt, βR)

]
dt +

d∑
j=1

[
0NS

AR,j(Xt, σ)

]
dW j

t ,

X0 = x ≡
[
xS

xR

]
∈ R

N .

(Hypo-I)

The involved drift functions and diffusion coefficients are specified as follows:

μS : RN × ΘβS
→ R

NS , μR : RN × ΘβR
→ R

NR ,

AR,j : RN × Θσ → R
NR , 1 ≤ j ≤ d,

for positive integers NS , NR such that N = NS + NR. Here, the unknown pa-
rameter vector is

θ = (βS , βR, σ) ∈ Θ = ΘβS
× ΘβR

× Θσ ⊆ R
NβS × R

NβR × R
Nσ ,

for positive integers NβS
, NβR

, Nσ satisfying NβS
+ NβR

+ Nσ = Nθ. The pa-
rameter space Θ is assumed to be a compact subset of RNθ . Later on we place a
condition on (Hypo-I), related to the so-called Hörmander’s condition, so that
such an SDE gives rise to a hypo-elliptic process, i.e. its finite-time transition
distributions admit a Lebesgue density. In brief, the condition will guarantee
that randomness from the rough component XR,t propagates into the smooth
component XS,t via the drift μS . The second hypo-elliptic model class we treat
in this work is specified via the following SDE:

dXt =

⎡⎣dXS1,t

dXS2,t

dXR,t

⎤⎦ =

⎡⎣μS1(XS,t, βS1)
μS2(Xt, βS2)
μR(Xt, βR)

⎤⎦ dt +
d∑

j=1

⎡⎣ 0NS1
0NS2

AR,j(Xt, σ)

⎤⎦ dW j
t ,

X0 = x ≡

⎡⎣xS1

xS2

xR

⎤⎦ ∈ R
N ,

(Hypo-II)

where we have set XS,t =
[
X�

S1,t, X
�
S2,t

]�. Also, we now have the parameter
vector:

θ = (βS1 , βS2 , βR, σ) ∈ Θ = ΘβS1
× ΘβS2

× ΘβR
× Θσ

⊆ R
NβS1 × R

NβS2 × R
NβR × R

Nσ ,



Parameter inference for hypo-elliptic diffusions 1339

with integers NβS1
, NβS2

such that NβS
= NβS1

+NβS2
, and the drift functions

are now specified as:

μS1 : RNS × ΘNβS1
→ R

NS1 , μS2 : RN × ΘNβS2
→ R

NS2 ,

with integers NS1 , NS2 ≥ 1 so that NS1 + NS2 = NS . Again, Θ is assumed to
be compact. Note that the drift μS1 depends on the smooth component XS,t

and not on XR,t, thus randomness from XR,t does not directly propagate onto
XS1,t. We refer to an SDE of the form (Hypo-II) as a highly degenerate diffusion.
Throughout the paper the class (Hypo-II) is treated separately from (Hypo-I).
Later on we introduce a Hörmander-type condition guaranteeing that (Hypo-II)
gives rise to hypo-elliptic SDEs.

We consider parameter estimation for the classes (Hypo-I), (Hypo-II), given
discrete-time observations of the full vector Xt at instances ti = iΔn, 1 ≤ i ≤ n,
for step-size Δn > 0. We develop contrast estimators for models in (Hypo-I),
(Hypo-II), and study their asymptotic properties under a high-frequency com-
plete observation scenario. In particular, we assume the setting n → ∞, Δn → 0,
nΔn → ∞. Over the last two-three decades, numerous works have studied para-
metric inference for diffusion processes in a high-frequency setting. These works
were initially focused on elliptic diffusions, i.e. SDEs in (1) with a positive defi-
nite matrix a = AA�. The work in [16] proposed a contrast estimator for scalar
elliptic diffusions and proved asymptotic normality (via a CLT) under the design
condition Δn = o(n−1/p), p ≥ 2. [28] extended such a result to multivariate el-
liptic SDEs and proposed an adaptive-type contrast estimator achieving a CLT
under the same design condition as in [16]. In contrast, hypo-elliptic SDEs have
been relatively under-explored until recently, though an interesting empirical
study, without analytical results, was provided by [22].

To obtain asymptotic results in the hypo-elliptic setting similar to the ones
available for elliptic SDEs, one must deal with a number of challenges. A stan-
dard Euler-Maruyama discretisation leads to a Dirac measure due to the in-
volved degenerate diffusion matrix. This can be resolved by considering a higher-
order Itô-Taylor expansion for XS,t that propagates additional Gaussian vari-
ates onto the smooth components. For class (Hypo-I) such a direction leads to a
discretisation scheme with Gaussian increments of size O(Δ3/2

n ) for the smooth
components. However, recent works [6, 8, 13] have highlighted that introduction
of high-order Gaussian variates in the smooth components must be accompanied
by an appropriate high-order mean approximation of the rough components. If
such a balance is not achieved, estimation of βR becomes biased. Within class
(Hypo-I), [6] developed a non-degenerate discretisation scheme in the setting of
NS = 1 and of the diffusion matrix A being diagonal. [6] proposed contrast esti-
mators separately for βS and (βR, σ) and proved a CLT under Δn = o(n−1/2),
i.e. for a ‘rapidly increasing experimental design’ [23]. [7, 8] addressed the is-
sue of disjoint estimation, within (Hypo-I), by working with an approximate
Gaussian density for the complete vector Xt and providing a joint contrast esti-
mator for the full parameter vector (βR, βS , σ). They showed that the estimator
is asymptotically normal under the same design condition Δn = o(n−1/2). For
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bivariate models in class (Hypo-I), [18] used a local linearisation [4] of the drift
function to obtain a non-degenerate Gaussian discretisation scheme and con-
struct a contrast estimator attaining a CLT under Δn = o(n−1/2). For class
(Hypo-II), [13] worked in a general multivariate setting and established a joint
contrast estimator achieving a CLT under Δn = o(n−1/2). The design condi-
tion Δn = o(n−1/2) assumed in the above works can be restrictive in practice.
Indicatively, if a user tries to design a dataset with a large interval Tn = nΔn

and a large number of samples n to obtain accurate estimation results, then
Δn should be set to a quite small value so that condition nΔ2

n = TnΔn → 0 is
satisfied, e.g. for Tn = 1000, Δn could be much less than 10−3. Datasets with
such small step-sizes are not always available in applications.

An apparent open question in the hypo-elliptic setting is the weakening of the
design condition Δn = o(n−1/2). Indicatively, [18, 7] required Δn = o(n−1/2)
to control terms of size O(Δ−q

n ), q ≥ 1/2, when proving consistency for their
contrast estimators. Thus, to arrive to a CLT under a weaker design condition,
one needs to develop a different approach compared to previous works to prove
consistency without requiring that Δn = o(n−1/2). Furthermore, the construc-
tion of a general contrast function for degenerate SDEs is not straightforward
due to the degenerate structure of the diffusion matrix. For class (Hypo-I), [14]
developed a contrast estimator achieving the CLT under the weaker condition
Δn = o(n−1/3) via a novel closed-form transition density expansion for SDEs
within (Hypo-I). However, a general asymptotic theory under the condition
Δn = o(n−1/p), p ≥ 2, has yet to be established for degenerate SDEs.

Our work closes the above gap in the research of hypo-elliptic SDEs. We
propose a general contrast estimator for a wide class of hypo-elliptic diffusion
models and show its asymptotic normality under the weaker design condition
Δn = o(n−1/p), p ≥ 2. Specifically, our contributions include the following:

(a) We develop two contrast estimators for the two model classes (Hypo-I) and
(Hypo-II), for the purposes of joint estimation of the unknown parame-
ter vector (βS , βR, σ). The contrast functions are based on approximate
log-likelihood terms which we construct by making use of Gaussian ap-
proximations with high-order mean and variance expansions, while at the
same time dealing with the degenerate structure of the involved SDEs.

(b) We show that within the high-frequency, complete observation regime, a
CLT is obtained provided that the design condition Δn = o(n−1/p), for
p ≥ 2, is satisfied. To the best of our knowledge, this is the first work to de-
fine a contrast estimator achieving a CLT under the weak design condition
that nΔp

n → 0, for arbitrarily large p ≥ 2, in the hypo-elliptic setting. For
reference, Table 1 summarises existing works with corresponding design
conditions, including our contribution in this setting.

(c) We provide numerical experiments to demonstrate that the proposed es-
timator is asymptotically unbiased in the high-frequency complete ob-
servation regime under the weaker design condition Δn = o(n−1/p), for
p ≥ 3. The numerical results highlight that the estimators requiring
Δn = o(n−1/2) proposed in the literature can indeed suffer from bias
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Table 1

Contrast estimators for Hypo-elliptic SDEs (high-frequency, complete observation regime).

Work Model Design Condition
on Δn for CLT

[6] (Hypo-I) with NS = 1.
Diffusion matrix is diagonal. Δn = o(n−1/2)

[18] (Hypo-I) with NS = NR = 1. Δn = o(n−1/2)
[7, 8] (Hypo-I) Δn = o(n−1/2)
[14] (Hypo-I) Δn = o(n−1/3)
[13] (Hypo-II) Δn = o(n−1/2)

This paper (Hypo-I) & (Hypo-II) Δn = o(n−1/p), p ≥ 2

when nΔ2
n is not sufficiently small.

(d) Our methodology is relevant beyond the setting of high-frequency and/or
complete observations. The developed Gaussian approximation of the SDE
transition density can be used as part of a broader data augmentation
algorithm (e.g., MCMC or EM) given low-frequency and/or partial obser-
vations. Analytical results for such a setting are beyond the scope of this
paper. We provide a numerical result showcasing the advantage of the use
of the developed approximate log-likelihood under the weaker condition
Δn = o(n−1/p), p ≥ 3, in a setting of high-frequency partial observations.

To add to point (d) above, often in applications only smooth components are
observed. [6, 13] have shown empirically that filtering procedures incorporating
the developed approximate likelihood of the full state vector (within a data aug-
mentation approach) can lead to asymptotically unbiased parameter estimation
in a partial observation regime.

The rest of the paper is organised as follows. Section 2 prepares some condi-
tions related to the hypo-ellipticity of models (Hypo-I) and (Hypo-II). Section 3
develops the new contrast estimators and states their asymptotic properties,
thus providing the main results of this work. Simulation studies are shown in
Section 4 (the code is available at https://github.com/YugaIgu/Parameter-
estimation-hypo-SDEs). The proofs for the main results are collected in Sec-
tion 5. Section 6 concludes the paper.

Notation. For the model class (Hypo-II), and for x = (xS , xR) ∈ R
NS ×R

NR =
R

N , we write:

βS = (βS1 , βS2) ∈ ΘβS
= ΘβS1

× ΘβS2
, μS(x, βS) =

[
μS1(xS , βS1)
μS2(x, βS2)

]
.

We can now use the following notation, for both (Hypo-I), (Hypo-II) for x ∈ R
N ,

θ = (βS , βR, σ) ∈ Θ:

μ(x, θ) =
[
μS(x, βS)
μR(x, βR)

]
, Aj(x, θ) =

[
0�
NS

AR,j(x, σ)

]
, 1 ≤ j ≤ d.

https://github.com/YugaIgu/Parameter-estimation-hypo-SDEs
https://github.com/YugaIgu/Parameter-estimation-hypo-SDEs
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For a test function ϕ(·, θ) : R
N → R, θ ∈ Θ, bounded up to second order

derivatives, we introduce differential operators L and Lj , 1 ≤ j ≤ d, so that for
(x, θ) ∈ R

N × Θ:

Lϕ(x, θ) :=
N∑
i=1

μi(x, θ) ∂ϕ
∂xi

(x, θ)

+ 1
2

N∑
i1,i2=1

d∑
k=1

Ai1
k (x, θ)Ai2

k (x, θ) ∂2ϕ

∂xi1∂xi2

(x, θ); (2)

Ljϕ(x, θ) :=
N∑
i=1

Ai
j(x, θ)

∂ϕ

∂xi
(x, θ), 1 ≤ j ≤ d. (3)

We denote by Pθ the probability law of {Xt}t≥0 under θ. We write
P
θ†−−→ and

L
θ†−−→ to denote convergence in probability and distribution, respectively, under

the true parameter θ†. The latter is assumed to be unique and to lie in the
interior of Θ. We denote by S the space of functions f : [0,∞) × R

N × Θ → R

so that there are constants C, q > 0 such that |f(Δ, x, θ)| ≤ C(1 + |x|q)Δ,
(Δ, x, θ) ∈ [0,∞) × R

N × Θ. We denote by CK
p (Rn × Θ;Rm), n,m,K ∈ N, the

set of functions f : Rn × Θ → R
m such that f is continuously differentiable up

to order K w.r.t. x ∈ R
n for all θ ∈ Θ, and f and its derivatives up to order

K are of polynomial growth in x uniformly in θ ∈ Θ. C∞
b (Rn,Rm) is the set

of smooth functions such that the function and its derivatives of any order are
bounded. For a sufficiently smooth f : Rn → R, for α ∈ {1, . . . , n}l, l ≥ 1 and
1 ≤ i ≤ n, we write ∂u

αf(u) := ∂l

∂uα1 ···∂uαl
f(u), ∂u,if(u) := ∂

∂ui
f(u). We write

∂u =
[
∂u,i, . . . , ∂u,n

]�
, ∂2

u = ∂u∂
�
u , for the standard differential operators acting

upon maps R
n → R, n ≥ 1. For a matrix A, we write its (i, j)-th element as

[A]ij .

2. Model assumptions and contrast estimators

We start by stating some basic assumptions for the classes (Hypo-I), (Hypo-II).
In particular, Section 2.1 provides Hörmander-type conditions implying that
the SDEs of interest are hypo-elliptic, thus their transition distribution admits
a density w.r.t. the Lebesgue measure. The stated conditions also highlight that
classes (Hypo-I), (Hypo-II) are distinct. We proceed to develop our estimators
in Section 2.2. We often denote by X

(I)
t , X(II)

t the solutions to SDEs (Hypo-I),
(Hypo-II), respectively.

2.1. Conditions for hypo-ellipticity

We first introduce some notation. We write the drift function of the Stratonovich-
type SDE corresponding to the Itô-type one, given in (Hypo-I) or (Hypo-II), as
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A0(x, θ) := μ(x, θ)− 1
2
∑d

k=1 LkAk(x, θ), (x, θ) ∈ R
N ×Θ. We often treat vector

fields V : RN → R
N as differential operators via the relation V ↔

∑N
i=1 V

i∂x,i.
For two vector fields V,W : RN → R

N , their Lie bracket is defined as [V,W ] =
VW −WV . That is, for the SDE vector fields Ak, Al, 0 ≤ k, l ≤ d, we have that:

[Ak, Al](x, θ)

=
N∑
i=1

Ai
k(x, θ)∂x,iAl(x, θ) −

N∑
i=1

Ai
l(x, θ)∂x,iAk(x, θ), (x, θ) ∈ R

N × Θ.

For 1 ≤ i ≤ j ≤ N , we define the projection operator proji,j : RN → R
j−i+1

as x =
[
x1, . . . , xN

]� 
→ proji,j(x) =
[
xi, . . . , xj

]�. We impose the following
conditions on classes (Hypo-I) and (Hypo-II).

H1 (i). For class (Hypo-I), it holds that, for any (x, θ) ∈ R
N × Θ:

span
{
AR,k(x, σ), 1 ≤ k ≤ d

}
= R

NR ;

span
{{

Ak(x, σ), [A0, Ak](x, θ)
}
, 1 ≤ k ≤ d

}
= R

N . (4)

(ii). For class (Hypo-II), it holds that, for any (x, θ) ∈ R
N × Θ:

span
{
AR,k(x, σ), 1 ≤ k ≤ d

}
= R

NR ;

span
{

projNS1+1,N
{
Ak(x, σ)

}
, projNS1+1,N

{
[A0, Ak](x, θ)

}
, 1 ≤ k ≤ d

}
= R

NS2+NR ;

span
{{

Ak(x, σ), [A0, Ak](x, θ) ,
[
A0, [A0, Ak]

]
(x, θ)

}
, 1 ≤ k ≤ d

}
= R

N . (5)

H2(K) (i). For class (Hypo-I):

μS , Aj ∈ CK+2
p (RN × Θ ;RNS ), μR ∈ CK

p (RN × Θ ;RNR), 1 ≤ j ≤ d.

(ii). For class (Hypo-II):

μS1 ∈ CK+4
p (RN × Θ ;RNS1 ), μS2 , Aj ∈ CK+2

p (RN × Θ ;RNS2 );
μR ∈ CK

p (RN × Θ ;RNR), 1 ≤ j ≤ d.

Remark 2.1. We use H1 to introduce some structure upon the degenerate SDE
models (Hypo-I) and (Hypo-II) and so that contrast functions developed later on
are well-defined. H1 is stronger than Hörmander’s condition. The latter states
that there is M ∈ N so that for any (x, θ) ∈ R

N × Θ:

span
{
V (x, θ) : V (x, θ) ∈

⋃
1≤m≤M

Vm

}
= R

N ,
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where we have set V0 =
{
A1, . . . , Ad

}
, Vk =

{
[Al, A] : A ∈ Vk−1, 0 ≤ l ≤ d

}
,

k ≥ 1.
If μ(·, θ), Aj(·, θ) ∈ C∞

b (RN ;RN ) then Hörmander’s condition implies that
there exists a smooth Lebesgue density for the law of Xt, t > 0, for any initial
condition x ∈ R

N (see e.g. [20]). Thus, (Hypo-I), (Hypo-II) belong to the class of
hypo-elliptic SDEs. We note that H1 is satisfied for most hypo-elliptic SDEs used
in applications, as e.g. is the case for the models cited in Section 1. Condition
H2 allows the SDE coefficients to lie in the larger class CK

p (RN ;RN ) for some
K ∈ N rather than C∞

b (RN ;RN ). K is determined so that the contrast functions
proposed later are well-defined and error terms obtained from Itô-Taylor expan-
sion in constructing the contrast functions are appropriately controlled. We also
note that the drift functions in the smooth components, i.e. μS in (Hypo-I) and
μS1 , μS2 in (Hypo-II), require more regularity compared to μR. This is because
our construction of the contrast functions uses higher order stochastic Taylor
expansions for those functions. More details are given in Sections 2.2.2, 2.2.3.
Example. We provide some examples of SDEs satisfying the above conditions
in applications.
i. Underdamped (standard) Langevin equation for one-dimensional particle

with a unit mass:
dqt = ptdt;
dpt = (−U ′(qt) + γpt)dt + σdWt,

(6)

where θ = (γ, σ) is the parameter vector and U : R → R is some smooth
potential with polynomial growth. The values of qt and pt represent the
position and momentum of the particle, respectively. This model belongs in
class (Hypo-I) and indeed satisfies condition H1(i).

ii. Quasi-Markovian Generalised Langevin Equation (q-GLE) for the case of an
one-dimensional particle with an one-dimensional auxiliary variable:

dqt = ptdt;
dpt = (−U ′(qt) + λst)dt;
dst = (−λpt − αst)dt + σ dWt,

(7)

where θ = (λ, α, σ) is the parameter vector and U is as in (6). Note that
component st is now introduced as an auxiliary variable to capture the non-
Markovianity of the memory kernel. The q-GLE class has been recently ac-
tively studied as an effective model in physics (see e.g. [17]) and parameter
estimation of the model also has been investigated in [15]. The drift function
of the smooth component qt is now independent of the rough component st.
Model (7) belongs in the SDE class (Hypo-II) and satisfies condition H1(ii).
Details can be found, e.g., in [13].

2.2. Contrast estimators for degenerate SDEs

Under H1-H2, we define contrast functions for the classes of hypo-elliptic SDEs
(Hypo-I) and (Hypo-II), so that the corresponding parameter estimators attain
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a CLT under the design condition Δn = o(n−1/p), p ≥ 2. The development of
our contrast functions is related to the approaches of [16, 28] where, in an elliptic
setting, contrast functions delivering CLTs with Δn = o(n−1/p) are obtained.
However, carrying forward such earlier approaches to the hypo-elliptic diffusion
is far from straightforward, mainly due to the degeneracy of the diffusion matrix.
After a brief review of the construction of contrast functions that deliver a CLT
with Δn = o(n−1/p) in the elliptic case, we proceed to the treatment of the
hypo-elliptic class of models. Hereafter, we make use of superscripts (I) and (II)
as necessary to specify the class of hypo-elliptic SDEs we work with.

2.2.1. Review of contrast estimators for elliptic SDEs

We review the construction of contrast estimators for elliptic SDEs in [16, 28],
where the diffusion matrix a(x, σ) = A(x, σ)A(x, σ)� for the SDE in (1) is now
assumed to be positive definite for any (x, σ) ∈ R

N × Θσ.

Remark 2.2. We introduce the following notation. For a vector y ∈ R
N and a

symmetric matrix Σ ∈ R
N×N , N ∈ N, we define q(y; Σ) = y�Σy.

Step 1. Via an Itô-Taylor expansion, one obtains high-order approximations
for the mean and variance of Xti given Xti−1 , that is:

Eθ

[
Xti |Fti−1

]
= rKp(Δ, Xti−1 , θ) + O(ΔKp+1);

Varθ
[
Xti |Fti−1

]
= Δ · ΞKp(Δ, Xti−1 , θ) + O(ΔKp+1),

where Kp = [p/2], with rKp(Δ, Xti−1 , θ) ∈ R
N and ΞKp(Δ, Xti−1 , θ) ∈ R

N×N

determined as follows:

rK(Δ, Xti−1 , θ) = Xti−1 +
∑

1≤k≤Kp

Δk · Lk−1μ(Xti−1 , θ);

ΞKp(Δ, Xti−1 , θ) =
∑

0≤k≤Kp

Δk · Σk(Xti−1 , σ).

In the above expression for ΞKp , we have Σ0 = a = AA�, and Σk, k ≥ 1, are
matrices available in closed-form and which include high-order derivatives of the
SDE coefficients.

Step 2. [16, 28] make use of a Gaussian density with mean rKp(Δn, Xti−1 , θ) and
variance Δn ·ΞKp(Δn, Xti−1 , θ) as a proxy for the intractable transition density
of Xti given Xti−1 . Furthermore, to ensure that the approximation is well-defined
(notice that ΞKp is not guaranteed to be positive-definite) and avoid cumber-
some technicalities, they apply a formal Taylor expansion on Ξ−1

Kp
(Δn, Xti−1 , θ)

and log det ΞKp(Δn, Xti−1 , θ) around Δn = 0 so that the positive definite-
ness of the matrix a(x, σ) is exploited. Thus, they define the estimator as
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θ̂ Elliptic
p,n = arg minθ∈Θ


Elliptic
p,n (θ), p ≥ 2, for the contrast function:


Elliptic
p,n (θ) =

n∑
i=1

Kp∑
k=0

Δk
n ·
{

1
Δn

q
(
Xti − rKp(Δn, Xti−1 , θ);Gk(Xti−1 , θ)

)
+ Hk(Xti−1 , θ)

}
, (8)

where Gk : RN × Θ → R
N×N and Hk : RN × Θ → R are analytically available

and correspond to the coefficients of the Δk-term in the formal Taylor expansion
of Ξ−1

Kp
(Δ, Xti−1 , θ) and of log det ΞKp(Δ, Xti−1 , θ) at Δ = 0, respectively.

Remark 2.3. Due to the fact that Kp = [p/2], p ≥ 2, the contrast function/es-
timator has the same form for p = 2k, 2k+1, k ∈ N. However, as [16, 28] noted
in their works, when p = 2, a simpler estimator based upon the Euler-Maruyama
discretisation is asymptotically normal under the condition Δn = o(n−1/2), with
a contrast function given as:


EM
n (θ) =

n∑
i=1

{
1

Δn
· q
(
Xti −Xti−1 − Δn μ(Xti−1 , β); a−1(Xti−1 , σ)

)
+ log det a(Xti−1 , σ)

}
,

2.2.2. Contrast estimators for SDE class (Hypo-I)

We will adapt the strategy of [16, 28] to construct contrast functions for de-
generate SDEs, starting from the hypo-elliptic class (Hypo-I). However, the
development is not straightforward because now the diffusion matrix a(x, σ)
is not positive definite. Another important difference between the hypo-elliptic
and the elliptic setting is that an Itô-Taylor expansion for moments of the SDE
can involve Δ with varying orders across smooth and rough components.

Example. We consider the under-damped Langevin equation defined in (6).
For the model, the Itô-Taylor expansion gives:

Varθ[Xti+1 |Fti ] = σ2

[
Δ3

3
Δ2

2
Δ2

2 Δ

]
+
[
O(Δ4) O(Δ3)
O(Δ3) O(Δ2)

]
, Δ = ti+1 − ti.

Thus, the order of Δ is larger for the smooth component. Note that the leading
term σ2Δ3/3 in the variance of X1

Δ derives from the Gaussian variate σ
∫Δ
0 Wsds

arising in the Itô-Taylor expansion of X1
Δ.

One must now find a positive definite matrix instead of a(x, θ) to obtain a
general contrast function in the form of (8) in a hypo-elliptic setting while deal-
ing with such structure of varying scales amongst the components of degenerate
SDEs. We thus begin by considering a standardisation of X (I)

Δ (conditionally on
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X
(I)
0 = x) via subtracting high-order mean approximations from smooth/rough

components and dividing with appropriate Δ-terms. In particular, we introduce
the R

N -valued random variables as:

Y
(I)
p,Δ := m (I)

p (Δ, x,X
(I)
Δ , θ) =

⎡⎣ 1√
Δ3

(
X

(I)
S,Δ − r

(I)
S,Kp+1(Δ, x; θ)

)
1√
Δ

(
X

(I)
R,Δ − r

(I)
R,Kp

(Δ, x; θ)
) ⎤⎦ ,

where we have set Kp = [p/2] and for q ∈ N,[
r
(I)
S,q(Δ, x, θ)

r
(I)
R,q(Δ, x, θ)

]
=
[
xS

xR

]
+

q∑
k=1

Δk

k!

[
Lk−1μS(x, θ)
Lk−1μR(x, θ)

]
, x =

[
xS

xR

]
∈ R

N (9)

with this latter quantity obtained from an Itô-Taylor expansion of Eθ[X (I)
Δ ]. We

note that Yp,Δ is well-defined under H2(2Kp). Also, note that different orders
(by one) of mean approximation are used for smooth and rough components in
the above standardisation. We will provide some more details on this in Remark
2.6 later in the paper. We denote the Lebesgue density of the distribution of
X

(I)
Δ given X

(I)
0 = x and θ ∈ Θ as y 
→ Pθ(X (I)

Δ ∈ dy)/dy = pX
(I)
Δ (x, y; θ).

Transformation of random variables gives that, for (x, y, θ) ∈ R
N × R

N × Θ:

pX
(I)
Δ (x, y; θ) = 1√

Δ3NS+NR

pY
(I)
p,Δ (ξ; θ)

∣∣
ξ=m

(I)
p (Δ,x,y,θ),

where pY
(I)
p,Δ(ξ; θ) ≡ Pθ(Y (I)

p,Δ ∈ dξ)/dξ denotes the Lebesgue density of the law
of Y (I)

p,Δ given the parameter θ ∈ Θ. Following the standarisation, an Itô-Taylor
expansion now gives, under H2 (2J), J ∈ N:

Eθ

[
Y

(I)
p,Δ
(
Y

(I)
p,Δ
)�] = Σ (I)(x, θ) +

J∑
j=1

Δj ·Σ (I)
j (x, θ) + R(I)(ΔJ+1, x, θ), (10)

where R(I) ∈ S, for some analytically available N × N matrices Σ (I)
j (x, θ). In

particular, matrix Σ(I)(x, θ) has the following block expression:

Σ (I)(x, θ) ≡
[
Σ (I)

SS(x, θ) Σ (I)
SR(x, θ)

Σ (I)
RS(x, θ) Σ (I)

RR(x, θ)

]
,

where we have set:

Σ (I)
RR(x, θ) =

d∑
k=1

AR,k(x, σ)AR,k(x, σ)� ≡ aR(x, σ);

Σ (I)
SR(x, θ) = 1

2

d∑
k=1

LkμS(x, θ)AR,k(x, σ)�, Σ (I)
RS(x, θ) = Σ (I)

SR(x, θ)�;
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Σ (I)
SS(x, θ) = 1

3

d∑
k=1

LkμS(x, θ)LkμS(x, θ)� ≡ 1
3aS(x, θ).

Matrix Σ (I)(x, θ) plays a role similar to a(x, θ) in the elliptic setting due to the
following result whose proof is in Section A.2 of the Supplementary Material [12].

Lemma 2.4. Under H1(i), the matrices aR(x, σ), aS(x, θ) and Σ (I)(x, θ) are
positive definite for all (x, θ) ∈ R

N × Θ.

We form a Gaussian approximation for pY
(I)
p,Δ (ξ; θ) to obtain a contrast func-

tion that will be well-defined due to the positive definiteness of matrix Σ(I)(x, θ).
We introduce some notation. For h > 0, θ ∈ Θ, 0 ≤ i ≤ n, 1 ≤ j ≤ K and
K ∈ N,

m (I)
p,i (h, θ) := m(I)

p (h,X(I)
ti−1

, X
(I)
ti , θ);

Σ(I)
i (θ) := Σ(I)(Xti , θ), Σ(I)

i,j(θ) := Σ(I)
j (Xti , θ);

Ξ(I)
K,i(h, θ) := Σ(I)

i (θ) +
∑

1≤j≤K

hj ·Σ(I)
i,j(θ), Λ(I)

i (θ) :=
(
Σ(I)

i (θ)
)−1

.

Note that the above functions are well-defined under H2(2Kp); see (9)–(10). We
write the formal Taylor expansion of

(
Ξ(I)

K,i(h, θ)
)−1 and log detΞ(I)

K,i(h, θ) up
to the level K ∈ N as

∑
0≤k≤K hk · G(I)

i,k(θ),
∑

0≤k≤K hk · H(I)
i,k(θ), respectively,

where

G(I)
i,k(θ) = 1

k!∂
k
h

(
Ξ(I)

K,i(h, θ)
)−1 ∣∣

h=0;

H(I)
i,k(θ) = 1

k!∂
k
h

(
log detΞ(I)

K,i(h, θ)
)∣∣

h=0, 0 ≤ k ≤ K.

For instance, one has:

G(I)
i,0(θ) = Λ(I)

i (θ), G(I)
i,1(θ) = −Λ(I)

i (θ)Σ(I)
i,1(θ)Λ

(I)
i (θ);

G(I)
i,2(θ) = −

(
G(I)

i,1(θ)Σ
(I)
i,1(θ) + Λ(I)

i (θ)Σ(I)
i,2(θ)

)
Λ(I)

i (θ)

and

H(I)
i,0(θ) = log detΣ (I)

i (θ), H(I)
i,1(θ) = Tr

[
Λ (I)

i (θ)Σ(I)
i,1(θ)

]
;

H(I)
i,2(θ) = Tr

[
1
2G

(I)
i,1(θ)Σ

(I)
i,1(θ) + Λ(I)

i (θ)Σ(I)
i,2(θ)

]
.

Note that the terms G(I)
i,k(θ) and H(I)

i,k(θ) involve the inverse of the matrix Σ(I)
i (θ),

and are well-defined following Condition H1(i) and Lemma 2.4. We now con-
struct the contrast function 


(I)
p,n,Δ(θ), θ = (βS , βR, σ) ∈ Θ, for the hypo-elliptic

class (Hypo-I) as follows. Under Condition H2(2Kp):
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(i) For p = 2,



(I)
2,n(θ) =

n∑
i=1

{
m (I)

2,i (Δn, θ)�Λ (I)
i−1(θ)m

(I)
2,i (Δn, θ) + log detΣ (I)

i−1(θ)
}
. (11)

(ii) For p ≥ 3,


 (I)
p,n(θ) =

n∑
i=1

Kp∑
j=0

Δj
n ·
{
m (I)

p,i (Δn, θ)� G (I)
i−1,j(θ)m

(I)
p,i (Δn, θ) + H (I)

i−1,j(θ)
}
. (12)

Thus, the contrast estimator θ̂ (I)
p,n = (β̂S,p,n, β̂R,p,n, σ̂p,n), p ≥ 2, is defined as

θ̂ (I)
p,n = arg min

θ∈Θ

 (I)
p,n(θ).

2.2.3. Contrast estimators for SDE class (Hypo-II)

To construct the contrast function and corresponding estimator for the highly
degenerate diffusion class defined via (Hypo-II), we proceed as above, that is
we consider an appropriate standardisation that takes under consideration the
scales of the three components (XS1,Δ, XS2,Δ, XR,Δ), Δ > 0. Note that the first
smooth component XS1,Δ has a variance of size O(Δ5) due to the largest (as
Δ → 0) variate in the Itô-Taylor expansion being

∫Δ
0
∫ s
0 Wududs, where we

have made use of the fact that the drift μS1 is a function only of the smooth
components. Thus, under Condition H2 (2Kp), we introduce:

m(II)
p,i (Δ, θ) :=

⎡⎢⎢⎣
1√
Δ5

n

(
X

(II)
S1,ti

− r
(II)
S1,Kp+2(Δ, X

(II)
ti−1

, θ)
)

1√
Δ3

n

(
X

(II)
S2,ti

− r
(II)
S2,Kp+1(Δ, X

(II)
ti−1

, θ)
)

1√
Δn

(
X

(II)
R,ti

− r
(II)
R,Kp

(Δ, X
(II)
ti−1

, θ)
)
⎤⎥⎥⎦ ,

where we have set, for q ∈ N, (Δ, x, θ) ∈ (0,∞) × R
N × Θ:⎡⎢⎢⎣

r
(II)
S1,q

(Δ, x, θ)
r
(II)
S2,q

(Δ, x, θ)
r
(II)
R,q(Δ, x, θ)

⎤⎥⎥⎦ =

⎡⎢⎣xS1

xS2

xR

⎤⎥⎦+
q∑

k=1

Δk

k!

⎡⎣Lk−1μS1(x, θ)
Lk−1μS2(x, θ)
Lk−1μR(x, θ)

⎤⎦ .
We will explain the choice of the truncation levels used above in the mean
approximation r(II) in Remark 2.6. Via an Itô-Taylor expansion, we obtain under
Condition H2 (2Kp) that:

Eθ†
[
m(II)

p,i+1(Δ, θ)�m(II)
p,i+1(Δ, θ)|Fti

]
= Σ(II)

i (θ) +
Kp∑
j=1

Δj · Σ(II)
i,j (θ) + R(ΔKp+1, X

(II)
ti , θ), (13)
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for some analytically available matrices Σ(II)
i (θ), Σ(II)

j,i (θ) ∈ R
N×N , 1 ≤ i ≤

n, j ∈ N, and a residual R(·), such that [R(·)]k1k2 ∈ S, 1 ≤ k1, k2 ≤ N .
In particular, the matrix Σ(II)

i (θ) ≡ Σ(II)(X(II)
ti , θ) admits the following block

expression:

Σ(II)(x, θ) =

⎡⎢⎢⎣
Σ(II)

S1S1
(x, θ) Σ(II)

S1S2
(x, θ) Σ(II)

S1R
(x, θ)

Σ(II)
S2S1

(x, θ) Σ(II)
S2S2

(x, θ) Σ(II)
S2R

(x, θ)
Σ(II)

RS1
(x, θ) Σ(II)

RS2
(x, θ) Σ(II)

RR(x, θ)

⎤⎥⎥⎦ (14)

for (x, θ) ∈ R
N × Θ, where we have set:

Σ (II)
RR (x, θ) =

d∑
k=1

AR,k(x, σ)AR,k(x, σ)� ≡ aR(x, σ);

Σ (II)
S2R

(x, θ) = 1
2

d∑
k=1

LkμS2(x, θ)AR,k(x, σ)�, Σ (II)
RS2

(x, θ) = Σ (II)
S2R

(x, θ)�;

Σ (II)
S1R

(x, θ) = 1
6

d∑
k=1

LkLμS1(x, θ)AR,k(x, σ)�, Σ (II)
RS1

(x, θ) = Σ (II)
S1R

(x, θ)�;

Σ (II)
S2S2

(x, θ) = 1
3

d∑
k=1

LkμS2(x, θ)LkμS2(x, θ)� ≡ 1
3aS2(x, θ),

Σ (II)
S1S2

(x, θ) = 1
8

d∑
k=1

LkLμS1(x, θ)LkμS2(x, θ)�, Σ (II)
S2S1

(x, θ) = Σ (II)
S1S2

(x, θ)�,

Σ (II)
S1S1

(x, θ) = 1
20

d∑
k=1

LkLμS1(x, θ)LkLμS1(x, θ)� ≡ 1
20aS1(x, θ).

As is the case with the matrix Σ(I)(x, θ), (x, θ) ∈ R
N × Θ, for the matrix

Σ(II)(x, θ), we have the following result whose proof is provided in Appendix B
of [13].

Lemma 2.5. Under condition H1(ii), the matrices aR(x, θ), aS2(x, θ), aS1(x, θ)
and Σ(II)(x, θ) are positive definite for all (x, θ) ∈ R

N × Θ.

For h > 0, 0 ≤ i ≤ n and 0 ≤ k ≤ Kp = [p/2], we write:

Λ(II)
i (θ) =

(
Σ(II)

i (θ)
)−1

, Ξ (II)
Kp,i

(h, θ) = Σ(II)
i (θ) +

Kp∑
j=1

hj · Σ(II)
i,j (θ);

G(II)
i,k (θ) = 1

k! ∂
k
h

(
Ξ(II)

Kp,i
(h, θ)

)−1∣∣
h=0, H(II)

i,k (t, θ) = 1
k!∂

k
h

(
log detΞ(II)

Kp,i
(h, θ)

)
|h=0.

We now obtain our contrast function 
 (II)
p,n (θ), p ≥ 2, for the hypo-elliptic class

(Hypo-II). Under Condition H2 (2Kp):
(i) For p = 2:



(II)
2,n (θ) =

n∑
i=1

{
m (II)

2,i (Δn, θ)�Λ (II)
i−1(θ)m (II)

2,i (Δn, θ) + log detΣ (II)
i−1(θ)

}
.
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(ii) For p ≥ 3:


 (II)
p,n (θ) =

n∑
i=1

Kp∑
j=0

Δj
n ·
{
m (II)

p,i (Δn, θ)� G (II)
i−1,j(θ)m

(II)
p,i (Δn, θ) + H (II)

i−1,j(θ)
}
.

Thus, the contrast estimator is defined as:

θ̂ (II)
p,n =

(
β̂

(II)
S1,p,n

, β̂
(II)
S2,p,n

, β̂
(II)
R,p,n, σ̂

(II)
p,n

)
= arg min

θ∈Θ

 (II)
p,n (θ).

Remark 2.6. In the definition of contrast estimator, we make use of mean
approximations with different number of terms for the various components, so
that it holds that, for any θ ∈ Θ, p ≥ 2, 1 ≤ i ≤ n, and 1 ≤ k ≤ N :

Eθ

[
m(w),k

p,i (Δn, θ)|Fti−1

]
= Rk

(√
Δ2Kp+1

n , X
(w)
ti−1

, θ
)
, w ∈ {I, II}, (15)

with some Rk ∈ S. This is one of the key developments to obtain the CLT under
the weaker design condition Δn = o(n−1/p), p ≥ 2. Notice that we divide the
smooth components by smaller quantities in terms of powers of Δn, e.g.,

√
Δ5

n

and
√

Δ3
n for the components X(II)

S1
and X

(II)
S2

, respectively, thus we require more
accurate mean approximations for those components to obtain (15).

3. Asymptotic properties of the contrast estimators

To state our main results, we introduce a set of additional conditions for the
two classes (Hypo-I) and (Hypo-II). Recall that we write the true parameter
as θ† =

(
β†
S , β

†
R, σ

†), under the interpretation that β†
S =

(
β†
S1
, β†

S2

)
for class

(Hypo-II), and that θ† is assumed to be unique and to lie in the interior of Θ.
H3 For any x ∈ R

N and any multi-index α ∈ {1, . . . , N}l, l ≥ 0, the functions:

θ 
→ ∂x
αμ

i(x, θ), θ 
→ ∂x
αA

i
j(x, θ), 1 ≤ j ≤ d, 1 ≤ i ≤ N,

are three times differentiable. For any multi-index β ∈ {1, . . . , Nθ}l, l ∈
{1, 2, 3}, the functions:

x 
→ ∂θ
β∂

x
αμ

i(x, θ), x 
→ ∂θ
β∂

x
αA

i
j(x, θ), 1 ≤ j ≤ d, 1 ≤ i ≤ N,

are of polynomial growth, uniformly in θ ∈ Θ.
H4 The diffusion process {Xt}t≥0 defined via (Hypo-I) or (Hypo-II) is ergodic

under θ = θ†, with invariant distribution denoted by νθ† . Furthermore, all
moments of νθ† are finite.

H5 It holds that for all r ≥ 1, supt>0 Eθ† [|Xt|r] < ∞.
H6 If it holds:

μS(x, βS) = μS(x, β†
S), μR(x, βR) = μR(x, β†

R), AR(x, σ) = AR(x, σ†),

for x in set of probability 1 under νθ† , then βS = β†
S , βR = β†

R, σ = σ†.
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We first show that the proposed contrast estimators θ̂(I)
p,n, θ̂(II)

p,n are consistent
in the high-frequency, complete observation regime:

Theorem 3.1 (Consistency). Let p ≥ 2 be an arbitrary integer and Kp = [p/2].
Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold. If n → ∞,
Δn → 0 and nΔn → ∞, then:

θ̂ (I)
p,n

P
θ†−−→ θ†, θ̂ (II)

p,n

P
θ†−−→ θ†.

Also, the proposed estimators are asymptotically normal under the condition
Δn = o(n−1/p), p ≥ 2.

Theorem 3.2 (CLT). Let p ≥ 2 be an arbitrary integer and Kp = [p/2]. Assume
that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold. If n → ∞, Δn → 0
and nΔn → ∞, with Δn = o(n−1/p), then:

I. For the hypo-elliptic class (Hypo-I):

⎡⎢⎢⎢⎣
√

n
Δn

(β̂(I)
S,p,n − β†

S)√
nΔn(β̂(I)

R,p,n − β†
R)

√
n(σ̂(I)

R,p,n − σ†)

⎤⎥⎥⎥⎦ L
θ†−−→ N

(
0Nθ

,Γ(I)(θ†)−1),

where Γ(I)(θ†) = Diag
[
Γ(I)
βS

(θ†), Γ(I)
βR

(θ†), Γ(I)
σ (θ†)

]
is the asymptotic precision

matrix with the involved block matrices specified as:

[
Γ(I)
βS

(θ†)
]
i1j1

= 12
∫

∂βS ,i1μS(y, β†
S)�a−1

S (y, θ†) ∂βS ,j1 μS(y, β†
S) νθ†(dy);[

Γ(I)
βR

(θ†)
]
i2j2

=
∫

∂βR,i2μR (y, β†
R)�a−1

R (y, σ†) ∂βR,j2 μR (y, β†
R) νθ†(dy);[

Γ(I)
σ (θ†)

]
i3j3

= 1
2

∫
Tr
[
∂σ,i3Σ

(I)(y, θ†)Λ(I)(y, θ†)∂σ,j3Σ(I)(y, θ†)Λ(I)(y, θ†)
]
νθ†(dy),

for 1 ≤ i1, j1 ≤ NβS
, 1 ≤ i2, j2 ≤ NβR

and 1 ≤ i, j ≤ Nσ.

II. For the hypo-elliptic class (Hypo-II):

⎡⎢⎢⎢⎢⎢⎢⎣

√
n

Δ3
n
(β̂(II)

S1,p,n
− β†

S1
)√

n
Δn

(β̂(II)
S2,p,n

− β†
S2

)√
nΔn(β̂(II)

R,p,n − β†
S)

√
n(σ̂(II)

R,p,n − σ†)

⎤⎥⎥⎥⎥⎥⎥⎦
L

θ†−−→ N
(
0Nθ

,Γ(II)(θ†)−1),
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where Γ(II)(θ†) = Diag
[
Γ(II)
βS1

(θ†), Γ(II)
βS2

(θ†), Γ(II)
βR

(θ†), Γ(II)
σ (θ†)

]
is the asymptotic

precision matrix with the involved block matrices specified as:[
Γ(II)
βS1

(θ†)
]
i1j1

= 720
∫

∂βS1 ,i1
μS1(y, β

†
S1

)�a−1
S1

(y, θ†) ∂βS1 ,j1
μS1(y, β

†
S1

) νθ†(dy);[
Γ(II)
βS2

(θ†)
]
ij

= 12
∫

∂βS2 ,i2
μS2(y, β

†
S2

)�a−1
S2

(y, θ†) ∂βS2 ,j2
μS2(y, β

†
S2

) νθ†(dy);[
Γ(II)
βR

(θ†)
]
i3j3

=
∫

∂βR,i3μR (y, β†
R)�a−1

R (y, σ†) ∂βR,j3 μR (y, β†
R) νθ†(dy);[

Γ(II)
σ (θ†)

]
i4j4

= 1
2

∫
Tr
[
∂σ,i4Σ

(II)(y, θ†)Λ(II)(y, θ†)∂σ,j4Σ
(II)(y, θ†)Λ(II)(y, θ†)

]
νθ†(dy),

for 1 ≤ i1, j1 ≤ NβS1
, 1 ≤ i2, j2 ≤ NβS2

, 1 ≤ i3, j3 ≤ NβR
and 1 ≤ i4, j4 ≤ Nσ.

The proofs are given in Section 5.

Remark 3.3. The design condition Δn = o(n−1/p), p ≥ 2, i.e. nΔp
n → 0,

appears in the CLT result (Theorem 3.2). As we explain later in the proof in
Section 5.2, the condition is required so that the expectation of the score function,
specifically, the gradient of the contrast function 
p,n(θ†), tends to 0. This is
relevant for the mean of the asymptotic Gaussian distribution to converge to 0. If
the given design condition is not satisfied, the distribution of estimators will tend
to concentrate on an area that deviates from the true value, thus the estimators
will suffer from bias. We observe this issue in the numerical experiments in
Section 4, where the standard contrast estimator θ̂2,n exhibits the described bias
when nΔ2

n is not sufficiently small, while θ̂p,n for p ≥ 3 avoids such a bias.

4. Numerical applications

In the numerical examples shown below, for given choices of Δn and n, we
observe gradual improvements in the behaviour of the estimates when moving
from p = 2 to p = 3 and then to p = 4. Indeed, discrepancies are stronger in the
experiment that contrasts p = 2 with p = 4.

4.1. Quasi-Markovian generalised Langevin equation

We study numerically the properties of the proposed contrast estimator for
the q-GLE model defined via (7) in Example 2.1 and which belongs in class
(Hypo-II). We consider the following two choices of potential function U , leading
to a linear/non-linear system of degenerate SDEs:

Case I. Quadratic potential: R � q 
→ U(q) = Dq2/2 with some parameter
D > 0.

Case II. Double-well potential: R � q 
→ U(q) = (q2 − D)2/4, with some
parameter D > 0.
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Table 2

Designs of experiment.

Case I. Case II.

Design A (Δn, Tn) = (0.008, 1000) (Δn, Tn) = (0.01, 1000)
Design B (Δn, Tn) = (0.005, 500) (Δn, Tn) = (0.005, 1000)

Fig 1. Boxplots of M = 100 independent realisations of
(
θ̂p,n − θ†

)
/θ† for the models Case I

(left) and Case II (right). The black points show the individual realisations.

For the above two cases, we generate M = 100 independent datasets by apply-
ing the locally Gaussian (LG) discretisation scheme defined in [13] with a small
step-size Δ = 10−4. We treat such data as obtained from the true model (Hypo-
II) in the understanding that the discretisation bias is negligible. We then obtain
the synthetic complete observations by sub-sampling from the above datasets
with coarser time increments. For the two choices of potential above, we con-
sider the designs of high-frequency observations given in Table 2. We specify
the true values for θ = (D,λ, α, σ) as (2.0, 2.0, 4.0, 4.0) and (2.0, 1.0, 4.0, 4.0) for
Case I and Case II, respectively. We compute the estimators θ̂p,n(= θ̂ (II)

p,n ) =
(D̂p,n, λ̂p,n, α̂p,n, σ̂p,n) for p = 2, 3. To find the minima of the contrast functions
we used the adaptive moments (Adam) optimiser with the following specifica-
tions: (step-size) = 0.1, (exponential decay rate for the first moment estimates)
= 0.9, (exponential decay rate for the second moment estimates) = 0.999, (ad-
ditive term for numerical stability) = 10−8 and (number of iterations) = 8, 000.
Figure 1 shows boxplots of the individual realisations of relative discrepancies
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Table 3

Average running times (seconds) of one realisation of estimators for the q-GLE model.

Experiment θ̂2,n θ̂3,n

Design A - Case I 38.25 44.33
Design A - Case II 24.46 28.34
Design B - Case I 27.48 28.71
Design B - Case II 90.26 104.12

(θ̂jp,n − θ†,j)/θ†,j , 1 ≤ j ≤ 4. In all four designs, when p = 2 we observe that
estimator σ̂2,n suffers from a severe bias, as its realisations do not cover the true
value σ† (see the boxplots at the bottom of Figure 1). In contrast, when p = 3 the
100 realisations of σ̂3,n are concentrated around σ†. We observe that the estima-
tors of parameters D,λ in the drift functions of the smooth components converge
quickly to the true values for both p = 2, 3. This agrees with the fast convergence
rate of

√
Δn/n obtained in the CLT result (Theorem 3.2). In Table 3 we show

the mean computational time of one realisation of estimators corresponding to
p = 2 and p = 3 from 10 independent sets of observations. Notice from the table
that in all experiments the calculation of θ̂3,n does not add a significant cost
compared with that of θ̂2,n. We can thus conclude from Figure 1 and Table 3
that use of θ̂3,n provides a reliable estimation that does not suffer from the bias
observed in the case of θ̂2,n, under a competitive computational cost.

4.2. FitzHugh-Nagumo model

We consider the FitzHugh-Nagumo (FHN) model belonging in class (Hypo-I),
and specified via the following bivariate SDE:

dXt = 1
ε (Xt − (Xt)3 − Yt − s)dt;

dYt = (γXt − Yt + α)dt + σdW 1
t ,

(16)

with θ = (ε, γ, α, σ). We consider parameter estimation of the FHN model in
both complete and partial observation regimes, where only the component Xt

is observed in the latter case.

4.2.1. Complete observation regime

We consider the estimator θ̂p,n(= θ̂ (I)
p,n) = (ε̂p,n, γ̂p,n, α̂p,n, σ̂p,n) for p = 2, 4. As

[18], we fix s = 0.01 and set the true values to θ† = (0.10, 1.50, 0.30, 0.60). We
generate M = 50 independent datasets by using the LG discretisation for the
(Hypo-I) class defined in [7, 14] with a step-size Δ = 10−4. Then, we obtain
M = 50 synthetic complete observations for the FHN model by sub-sampling
from the above datasets so that n = 250, 000, Tn = 5, 000 and Δn = 0.02.
To obtain the minima of the contrast functions we used the Adam optimiser
with the same settings as the experiments with the q-GLE earlier, except for
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Fig 2. Boxplots of the M = 50 realisations of
(
θ̂p,n − θ†

)
/θ† for the FHN model, under the

design n = 250, 000, Tn = 5, 000, Δn = 0.02. The black points show the individual values.

(step-size) = 0.01. Figure 2 shows boxplots of the corresponding 50 realisations
of relative discrepancies (θ̂jp,n − θ†,j)/θ†,j , 1 ≤ j ≤ 4. Note that the means of
θ̂p,n − θ† with p = 4 are closer to 0 than those with p = 2 for all θ-coordinates
while both estimators attain similar standard deviations. Importantly, when
p = 2, we see in Figure 2 that ε̂2,n and σ̂2,n are severely biased as the true
values are not covered by the 50 realisations. In contrast, when p = 4, the
realisations of θ̂4,n are spread on areas close to the true parameters.

4.2.2. Partial observation regime

We use the proposed contrast function, and the corresponding approximate log-
likelihood, under the partial observation regime where only the smooth com-
ponent {Xti} is observed. In particular, we compute maximum likelihood esti-
mators (MLEs) based upon a closed-form marginal likelihood constructed from
the Gaussian approximation corresponding to the contrast function 
 (I)

p,n(θ) for
p = 2, 3. To be precise, we use the high-order expansions for the mean and the
variance, but do not make use of the Taylor expansions for the inverse of the
covariance and of its log-determinant, so that we obtain quantities that corre-
spond to proper density functions. Here, we mention that due to the structure
of the FHN model, the obtained one-step Gaussian approximation correspond-
ing to the developed contrast function for p = 2, 3 is a linear Gaussian model
w.r.t. the hidden component Yti given the observation Xti . Thus, one can make
use of the Kalman Filter (KF) and calculate the marginal likelihood of the par-
tial observations. See e.g. [13] where a marginal likelihood is built upon KF
for the q-GLE model belonging in class (Hypo-II). We provide the details of
the Gaussian approximation and the marginal likelihood for the FHN model
in Section D of the Supplementary Material [12]. Then, the MLE for partial
observation is defined as:

θ̂p,n
(
= (ε̂p,n, γ̂p,n, α̂p,n, σ̂p,n)

)
= arg max

θ∈Θ
log fp,n({Xti}i=0,...,n; θ), (17)
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Fig 3. Boxplots of
(
θ̂p,n − θ†

)
/θ† from M = 50 sets of partial observations for the FHN

model, under the design n = 200, 000, Tn = 1, 000 and Δn = 0.005. The black points show
the individual values.

Table 4

Average running times (seconds) of one realisation of estimators for the FHN model, from
partial observations.

θ̂2,n θ̂3,n

100.976 138.428

for p = 2, 3, where fp,n({Xti}i=0,...,n; θ) is the marginal likelihood. As with the
experiment under complete observations, we fix s = 0.01 and set the true val-
ues to θ† = (0.10, 1.50, 0.30, 0.60). We generate M = 50 independent datasets
from the LG discretisation with a step-size Δ = 10−4. Then, we obtain 50
synthetic partial observations of {Xti}i=0,...,n with n = 200, 000, Tn = 1, 000
and Δn = 0.005 by sub-sampling from the datasets and removing the rough
component {Yti}i=0,...,n. The Nelder-Mead method is applied to optimise the
log-marginal likelihood for p = 2, 3 with the initial guess θ0 = (0.5, 0.5, 0.5, 0.5).
Figure 3 shows boxplots of the corresponding 50 realisations of relative discrep-
ancies (θ̂jp,n− θ†,j)/θ†,j , 1 ≤ j ≤ 4. First, we observe that both estimators share
almost the same standard deviations. Second, the bias in ε̂2,n is clear from the
boxplot in the sense that the true value ε† is not included in the interval be-
tween the minimum and the maximum of the 50 realisations of ε̂2,n. Finally,
the square of the mean of θ̂p,n − θ† (eq. bias) is reduced in the drift parameters
(ε, γ and α) for p = 3. Table 4 presents the average computational times of
one realisation of estimators θ̂2,n and θ̂3,n from 10 independent sets of partial
observations. The increase in the average time of θ̂3,n from that of θ̂2,n is about
40%, thus use of θ̂3,n is quite feasible.
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5. Proof of main results

We provide the proof for our main results, Theorems 3.1 and 3.2, which demon-
strate the asymptotic normality of the proposed contrast estimators under the
design condition Δn = o(n−1/p), p ≥ 2. We show all details of the proof for class
(Hypo-II) as the proof for (Hypo-I) follows from similar arguments. Through-
out this section, for simplicity of notation, we frequently omit the subscript
(II) appearing in the estimator and the functions introduced in Section 2.2.3. A
number of technical results are collected in the Supplementary Material [12]. We
make use of the notation oP

θ†
(·): for a sequence of random variables {Fn} and a

numerical sequence {αn,Δn
} depending on n or Δn, we write Fn = oP

θ†
(αn,Δn

)

if Fn/αn,Δn

P
θ†−−→ 0 as n → ∞, Δn → 0 and nΔn → ∞. Throughout this section,

p ≥ 2 is an arbitrary integer, and we set Kp = [p/2] as before.

5.1. Proof of Theorem 3.1 (Consistency)

We show the consistency of the contrast estimator via the following procedure:

Step 1. We show that if n → ∞, Δn → 0 and nΔn → ∞, then β̂S1,p,n

P
θ†−−→ β†

S1
.

In particular:

β̂S1,p,n − β†
S1

= oP
θ†

(Δ3/2
n ). (18)

Step 2. Making use of the rate of convergence found in (18), we show that if
n → ∞, Δn → 0 and nΔn → ∞, then β̂S2,p,n

P
θ†−−→ β†

S2
. In particular:

β̂S2,p,n − β†
S2

= oP
θ†

(Δ1/2
n ). (19)

Step 3. Using the rates obtained in (18)–(19), we show that if n → ∞, Δn → 0
and nΔn → ∞, then (β̂R,p,n, σ̂p,n)

P
θ†−−→ (β†

R, σ
†).

In the sequel, we express the matrix Λ(x, θ) = (Σ(II)(x, θ))−1, (x, θ) ∈ R
N ×Θ,

as:

Λ(x, θ) =

⎡⎣ΛS1S1(x, θ) ΛS1S2(x, θ) ΛS1R(x, θ)
ΛS2S1(x, θ) ΛS2S2(x, θ) ΛS2R(x, θ)
ΛRS1(x, θ) ΛRS2(x, θ) ΛRR(x, θ)

⎤⎦ ,
for block matrices Λι1ι2(x, θ) ∈ R

Nι1×Nι2 , ι1, ι2 ∈ {S1, S2, R}. Note that from
Lemma 13 in [13] we have:

ΛS1S1(x, θ) = 720 a−1
S1

(x, θ), (x, θ) ∈ R
N × Θ,

where aS1(x, θ) is specified in the definition of the matrix Σ (II)(x, θ) in (14).
Remark 5.1. The strategy outlined above is technically different from proofs in
[18, 7], where they require that Δn = o(n−1/2) to prove consistency. Our proof
of consistency proceeds without relying on Δn = o(n−1/2), and such an approach
then leads to a CLT under the weaker condition Δn = o(n−1/p), p ≥ 2. More
details on this point are given in Remark 5.4.
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5.1.1. Step 1

The consistency of the estimator β̂S1,p,n is deduced from the following result.

Lemma 5.2. Assume that conditions H1, H2 (2Kp), H3, H4 and H5 hold. If
n → ∞, Δn → 0 and nΔn → ∞, then:

sup
θ∈Θ

∣∣∣Δ3
n

n 
p,n(θ) − Y1(θ)
∣∣∣ P

θ†−−→ 0, (20)

where, for θ ∈ Θ:

Y1(θ) =
∫

q
(
μS1(xS , βS1) − μS1(xS , β

†
S1

);ΛS1S1(x, θ)
)
νθ†(dx).

The proof is given in Section B.1 of the Supplementary Material [12]. Lemma
5.2 indeed implies the consistency of β̂S1,p,n via the following arguments. We
first notice that the matrix ΛS1S1(x, θ) = 720a−1

S (x, θ) is positive definite for any
(x, θ) ∈ R

N ×Θ under H1 due to Lemma 2.5. From the identifiability condition
H6 and the positive definiteness of ΛS1S1 , the term Y1(θ), θ ∈ Θ, should be
positive if βS1 
= β†

S1
. Thus, for any ε > 0, there exists a constant δ > 0 so that:

Pθ†
(
|β̂S1,p,n − β†

S1
| > ε

)
≤ Pθ†

(
Y1(θ̂p,n) > δ

)
.

From the definition of the estimator and Lemma 5.2, we have:

Pθ†

(
Y1(θ̂p,n) > δ

)
≤ Pθ†

(
Δ3

n

n 
p,n(β†
S1
, β̂S2,p,n, β̂R,p,n, σ̂p,n) − Δ3

n

n 
p,n
(
θ̂p,n
)

+ Y1(θ̂p,n) > δ
)

≤ Pθ†

(
sup
θ∈Θ

∣∣∣Δ3
n

n 
p,n(β†
S1
, βS2 , βR, σ) − Δ3

n

n 
p,n
(
θ
)

+ Y1(θ)
∣∣∣ > δ

)
→ 0,

as n → ∞, Δn → 0 and nΔn → ∞, thus β̂S1,p,n is a consistent estimator.
We now prove (18). A Taylor expansion of ∂βS1


p,n(θ̂p,n) gives:

Ap,n

(
β†
S1
, β̂S2,p,n, β̂R,p,n, σ̂p,n

)
= Bp,n

(
θ̂p,n
)
× 1

Δ3/2
n

(β̂S1,p,n − β†
S1

),

where we have set, for θ = (βS1 , θ
S2,R) ∈ Θ, θS2,R ≡ (βS2 , βR, σ) ∈ ΘβS2

×
ΘβR

× Θσ:

Ap,n

(
θ
)

= −Δ3/2
n

n ∂βS1

p,n
(
θ
)
;

Bp,n

(
θ
)

= Δ3
n

n

∫ 1

0
∂2
βS1


p,n
(
β†
S1

+ λ(βS1 − β†
S1

), θS2,R
)
dλ.

For simplicity of notation, we write ΘβS2 ,βR,σ ≡ ΘβS2
× ΘβR

× Θσ. Limit (18)
holds from the following result whose proof is given in Section B.2 of the Sup-
plementary Material [12].
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Lemma 5.3. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
(βS2 ,βR,σ)∈ΘβS2 ,βR,σ

∣∣∣Ap,n

(
β†
S1
, βS2 , βR, σ

)∣∣∣ P
θ†−−→ 0; (21)

sup
(βS2 ,βR,σ)∈ΘβS2 ,βR,σ

∣∣∣Bp,n

(
β̂S1,p,n, βS2 , βR, σ

)
− 2B

(
β†
S1
, βS2 , σ

)∣∣∣ P
θ†−−→ 0, (22)

where for (βS2 , βR, σ) ∈ ΘβS2
× ΘβR

× Θσ:

B
(
βS1 , βS2 , σ

)
= 720

∫ (
∂�
βS1

μS1(xS , βS1)
)�

a−1
S1

(x, (βS1 , βS2 , σ))∂�
βS1

μS1(xS , βS1) νθ†(dx).

Remark 5.4. We point here to a key fact to obtain (21) leading to the rate
β̂S1,p,n − β†

S1
= oP

θ†
(Δ3/2

n ). The term Ap,n is given in the form of:

Ap,n(β†
S1
, βS2 , βR, σ) = 1

n
√

Δn

n∑
i=1

F (1, Xti−1 , (β
†
S1
, βS2 , βR, σ))

+ R(Δn, (β†
S1
, βS2 , βR, σ)), (23)

where F = [F k]1≤k≤NβS1
with F k ∈ S, and the second term is a residual such

that:
sup

(βS2 ,βR,σ)∈ΘβS2
×ΘβR

×Θσ

∣∣R(Δn, (β†
S1
, βS2 , βR, σ))

∣∣ P
θ†−−→ 0.

The first term of the right side of (23) includes Δ−1/2
n , however F k(1, x, θ) is

identically 0 for any (x, θ) ∈ R
N×Θ following some matrix algebra (as indicated

in Lemma B.1 of the Supplementary Material [12]) and then (21) holds. A
similar argument related with matrix algebra (see, e.g., Lemmas B.2, B.3 [12])
is also used in the proofs of other technical lemmas below to deal with terms of
size O(Δ−1/2

n ), and then the proof of consistency proceeds without requiring that
Δn = o(n−1/2).

5.1.2. Step 2

Making use of limit (18), we obtain the following result whose proof is postponed
to Section B.3 of the Supplementary Material [12].

Lemma 5.5. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
(βS2 ,βR,σ)∈ΘβS2

×ΘβR
×Θσ

∣∣∣Δn

n 
p,n(β̂S1,p,n, βS2 , βR, σ) − Y2(βS2 , βR, σ)
∣∣∣ P

θ†−−→ 0,
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where:

Y2(βS2 , βR, σ)

= 12
∫

q
(
μS2(x, βS2) − μS2(x, β

†
S2

); a−1
S2

(
x, (β†

S1
, βS2 , σ)

))
νθ†(dx).

Lemma 5.5 leads to the consistency of β̂S2,p,n following arguments similar to the
ones used in Section 5.1.1 to show the consistency of β̂S1,p,n.

To obtain the rate of convergence in (19), we consider the Taylor expansion
of ∂βS


p,n(θ̂p,n) at (β†
S , β̂R,p,n, σ̂p,n):

Ãp,n

(
β†
S1
, β†

S2
, β̂R,p,n, σ̂p,n

)
= B̃p,n

(
θ̂p,n
) [ 1√

Δ3
n

(β̂S1,p,n − β†
S1

)
1√
Δn

(β̂S2,p,n − β†
S2

)

]
, (24)

where we have set for θ = (βS , βR, σ) ∈ Θ with βS = (βS1 , βS2) ∈ ΘβS
:

Ãp,n

(
θ
)

=

⎡⎣−√Δ3
n

n ∂βS1

p,n(θ)

−
√

Δn

n ∂βS2

p,n(θ)

⎤⎦ ;

B̃p,n

(
θ
)

= M̃n

(∫ 1

0
∂2
βS


p,n
(
β†
S + λ(βS − β†

S), βR, σ
)
dλ
)
M̃�

n ,

for the matrix M̃n = Diag(ṽn), where:

ṽn =
[√

Δ3
n

n , . . . ,

√
Δ3

n

n︸ ︷︷ ︸
NβS1

,
√

Δn

n , . . . ,
√

Δn

n︸ ︷︷ ︸
NβS2

]�
.

The convergence (19) is immediately deduced from (24) given the following
result whose proof is provided in Section B.4 of the Supplementary Material [12].

Lemma 5.6. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
(βR,σ)∈ΘβR

×Θσ

∣∣∣Ãp,n

(
β†
S , βR, σ

)∣∣∣ P
θ†−−→ 0; (25)

sup
(βR,σ)∈ΘβR

×Θσ

∣∣∣B̃p,n

(
β†
S , βR, σ

)
− 2 B̃

(
β†
S , βR, σ

)∣∣∣ P
θ†−−→ 0; , (26)

where we have set for θ ∈ Θ, B̃
(
θ
)

= Diag
[
B̃S1(θ), B̃S2(θ)

]
with B̃S1(θ) ∈

R
NβS1

×NβS1 and B̃S2(θ) ∈ R
NβS2

×NβS2 defined as:

B̃S1(θ) = 720
∫ (

∂�
βS1

μS1(xS , βS1)
)�

a−1
S1

(x, θ) ∂�
βS1

μS1(xS , βS1)νθ†(dx); (27)

B̃S2(θ) = 12
∫ (

∂�
βS2

μS2(x, βS2)
)�

a−1
S2

(x, θ) ∂�
βS2

μS2(x, βS2)νθ†(dx). (28)
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5.1.3. Step 3

Finally, we show the consistency of estimators
(
β̂R,p,n, σ̂p,n

)
. Working with the

rates of convergence obtained in (18) and (19), we prove the following result
leading to the consistency of σ̂p,n.

Lemma 5.7. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
(βR,σ)∈ΘβR

×Θσ

∣∣∣ 1n
p,n(β̂S,p,n, βR, σ
)
− Y3(σ)

∣∣∣ P
θ†−−→ 0,

where we have set for σ ∈ Θσ:

Y3(σ) =
∫ {

Tr
(
Λ(x, (β†

S , σ))Σ
(
x, (β†

S , σ
†)
))

+ log detΣ
(
x, (β†

S , σ)
)}

νθ†(dx).

We provide the proof in Section B.5 of the Supplementary Material [12]. We
will show that Lemma 5.7 indeed leads to the consistency of σ̂p,n. We have:

Y3(σ) − Y3(σ†) = 2
∫ (∫

RN

ϕ(y;x, σ†) log ϕ(y;x, σ†)
ϕ(y;x, σ) dy

)
νθ†(dx), σ ∈ Θ,

with y 
→ ϕ(y;x, σ), (x, σ) ∈ R
N × Θ being the density of the distribution

N (0N ,Σ(x, (β†
S , σ)). Thus, under condition H6, Y3(σ)−Y3(σ†) should be pos-

itive if σ 
= σ†. Hence, for every ε > 0, there exists a constant δ > 0 so that:

Pθ†
(
|σ̂p,n − σ†| > ε

)
≤ Pθ†

(
Y3(σ̂p,n) − Y3(σ†) > δ

)
≤ Pθ†

(
1
n
p,n(β̂p,n, σ

†) − 1
n
p,n(θ̂p,n) + Y3(σ̂p,n) − Y3(σ†) > δ

)
→ 0,

as n → ∞, Δn → 0 and nΔn → ∞.
To show the consistency of β̂R,p,n, we consider, for θ = (βS1 , βS2 , βR, σ) ∈ Θ:

K(θ) := 1
nΔn


p,n
(
θ
)
− 1

nΔn

p,n
(
βS1 , βS2 , β

†
R, σ
)
. (29)

The consistency of β̂R,p,n follows from the result below whose proof is given in
Section B.6 of the Supplementary Material [12].

Lemma 5.8. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
βR∈ΘβR

∣∣∣K(β̂S1,p,n, β̂S2,p,n, βR, σ̂p,n) − Y4(βR)
∣∣∣ P

θ†−−→ 0,

where we have set for βR ∈ ΘβR
:

Y4(βR) =
∫

q
(
μR(x, βR) − μR(x, β†

R); a−1
R (x, σ†)

)
νθ†(dx).

Thus, the proof of consistency for the proposed estimator is now complete.
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5.2. Proof of Theorem 3.2 (CLT)

We define the Nθ ×Nθ matrix Mn as Mn = Diag(vn), where:

vn =
[√

n
Δ3

n
, . . . ,

√
n

Δ3
n︸ ︷︷ ︸

NβS1

,
√

n
Δn

, . . . ,
√

n
Δn︸ ︷︷ ︸

NβS2

,
√
nΔn, . . . ,

√
nΔn︸ ︷︷ ︸

NβR

,
√
n, . . . ,

√
n︸ ︷︷ ︸

Nσ

]
.

Noting that ∂θ
p,n(θ̂p,n) = 0Nθ
, a Taylor expansion of ∂θ
p,n(θ̂p,n) at the true

parameter θ† gives:

Ip,n(θ†) =
∫ 1

0
Jp,n

(
θ† + λ(θ̂p,n − θ†)

)
dλ× Mn(θ̂p,n − θ†), (30)

where we have set for θ ∈ Θ:

Ip,n(θ) ≡ −M−1
n ∂θ
p,n(θ), Jp,n(θ) ≡ M−1

n ∂2
θ
p,n(θ)M−1

n .

To prove the asymptotic normality, we exploit the following two results.

Lemma 5.9. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
If n → ∞, Δn → 0 and nΔn → ∞, then:

sup
λ∈[0,1]

∣∣∣Jp,n

(
θ† + λ(θ̂p,n − θ†)

)
− 2Γ(θ†)

∣∣∣ P
θ†−−→ 0.

Proposition 5.10. Assume that conditions H1, H2 (2Kp), H3, H4 and H5 hold.
If n → ∞, Δn → 0 and nΔn → ∞, with the additional design condition Δn =
o(n−1/p), then:

Ip,n(θ†)
L

θ†−−→ N
(
0Nθ

, 4Γ(θ†)
)
.

We provide the proof of Lemma 5.9 in Section C.1 of the Supplementary Ma-
terial [12]. We show the proof of Proposition 5.10 in the next subsection where
we highlight the manner in which we make use of the condition Δn = o(n−1/p),
p ≥ 2. By applying these two results to equation (30), the proof of Theorem 3.2
is complete.

5.2.1. Proof of Proposition 5.10

For simplicity of notation, we write ∂θ,k
p,n(θ) =
∑n

i=1 ξ
k
i (θ), θ ∈ Θ, 1 ≤ k ≤

Nθ, where:

ξki (θ) = [M−1
n ]kk×

Kp∑
j=0

Δj
n · ∂θ,k

{
mp,i(Δn, θ)� Gi−1,j(θ)mp,i(Δn, θ) + Hi−1,j(θ)

}
. (31)

Due to Theorems 4.2 & 4.4 in [10], Proposition 5.10 holds once we prove the
following convergences:
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(i) If n → ∞, Δn → 0 and nΔn → ∞ with Δn = o(n−1/p), then:

n∑
i=1

Eθ†
[
ξki (θ†)|Fti−1

] P
θ†−−→ 0, 1 ≤ k ≤ Nθ. (32)

(ii) If n → ∞, Δn → 0 and nΔn → ∞, then:

n∑
i=1

Eθ†
[
ξk1
i (θ†)ξk2

i (θ†)|Fti−1

] P
θ†−−→ 4
[
Γ(θ†)

]
k1k2

, 1 ≤ k1, k2 ≤ Nθ; (33)
n∑

i=1
Eθ†
[(
ξk1
i (θ†)ξk2

i (θ†)
)2|Fti−1

] P
θ†−−→ 0, 1 ≤ k1, k2 ≤ Nθ. (34)

Notice that the design condition Δn = o(n−1/p) is used in the proof that the
expectation of the score function converges to 0, i.e., for convergence (32). We
provide the proof of the two convergences (33) and (34) in Section C.2 of the
Supplementary Material [12] and focus on the proof of (32) in this section.

Proof of convergence (32). Let 1 ≤ k ≤ Nθ. We write for θ ∈ Θ and 1 ≤ i ≤ n:

∂θ,kmp,i(Δn, θ) ≡ vp,k(Δn, Xti−1 , θ).

Note that the R
N -valued function vp,k(Δn, Xti−1 , θ) is independent of Xti . It

then follows that:
n∑

i=1
Eθ†
[
ξki (θ†)|Fti−1

]
=

n∑
i=1

{
F

(1),k
i−1 (θ†) + F

(2),k
i−1 (θ†)

}
,

where we have set:

F
(1),k
i−1 (θ†) = 2[M−1

n ]kk

×
Kp∑
j=0

N∑
l1,l2=1

Δj
n v

l1
p,k(Δn, Xti−1 , θ

†)
[
Gi−1,j(θ†)

]
l1l2

Eθ†
[
ml2

p,i(Δn, θ
†)|Fti−1

]
;

F
(2),k
i−1 (θ†) = [M−1

n ]kk

×
Kp∑
j=0

Δj
n

{ N∑
l1,l2=1

[
∂θ,kGi−1,j(θ†)

]
l1l2

Eθ†
[
ml1

p,i(Δn, θ
†)ml2

p,i(Δn, θ
†)|Fti−1

]
+ ∂θ,kHi−1,j(θ†)

}
.

For the first term, it follows from (15) that:

F
(1),k
i−1 (θ†) =

⎧⎨⎩ 1
nR

(1),k(
√
nΔ2Kp+1

n , Xti−1 , θ
†), 1 ≤ k ≤ Nβ ;

1
nR

(1),k(
√
nΔ2Kp+2

n , Xti−1 , θ
†), Nβ + 1 ≤ k ≤ Nθ,
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for some R(1),k ∈ S, under condition H2 (2Kp). Thus, it follows from Lemmas
A.1–A.2 in the Supplementary Material [12] that if n → ∞, Δn → 0 and
nΔn → ∞ with Δn = o(n−1/p), then:

n∑
i=1

F
(1),k
i−1 (θ†)

P
θ†−−→ 0, 1 ≤ k ≤ Nθ.

We consider the convergence of the term
∑n

i=1 F
(2),k
i−1 (θ†). We introduce the

following subsets in the event space Ω:

Ωε :=
{
ω ∈ Ω

∣∣∣ ∣∣∑n
i=1 F

(2),k
i−1 (θ†)

∣∣ > ε
}
, ε > 0;

DΔn,i :=
{
ω ∈ Ω

∣∣∣ detΞKp,i(Δn, θ
†) > 0

}
, 0 ≤ i ≤ n− 1.

We also set DΔn
=
⋂n

i=1 DΔn,i−1. We then have for any ε > 0:

Pθ†(Ωε) ≤ Pθ†
(
Ωε ∩DΔn

)
+ Pθ†

(
Ωε ∩Dc

Δn

)
. (35)

For the first term of the right hand side of (35), we have the following result
whose proof is provided in Section C.3 of the Supplementary Material [12].

Lemma 5.11. Assume that conditions H1, H2 (2Kp), H3, H4, H5 and H6 hold.
For any ε > 0, if n → ∞, Δn → 0 and nΔn → ∞ with Δn = o(n−1/p), then
Pθ†
(
Ωε ∩DΔn

)
→ 0.

We next consider the second term of the right hand side of (35). We have:

Pθ†
(
Ωε ∩Dc

Δn

)
≤

n∑
i=1

Pθ†
(
Dc

Δn,i−1
)

=
n∑

i=1
Pθ†

({
ω ∈ Ω | detΞKp,i−1(Δn, θ

†) = 0
})

.

Since it follows that:

detΞKp,i−1(Δn, θ
†) − detΣi−1(θ†) = R(Δn, Xti−1 , θ

†)

for R ∈ S, and detΣi−1(θ†) > 0, 1 ≤ i ≤ n, under condition H1-(ii) due to
Lemma 2.5, we have that Pθ†

(
Ωε ∩Dc

Δn

)
→ 0 as Δn → 0. Thus, we obtain that∑n

i=1 F
(2),k
i−1 (θ†)

P
θ†−−→ 0 if n → ∞, Δn → 0 and nΔn → ∞ with Δn = o(n−1/p),

and the proof of convergence (32) is complete.

6. Conclusions

We have proposed general contrast estimators for a wide class of hypo-elliptic
diffusions specified in (Hypo-I) and (Hypo-II), and showed that the estimators
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achieve consistency and asymptotic normality in a high-frequency complete ob-
servation regime under the weakened design condition Δn = o(n−1/p), p ≥ 2.
For elliptic diffusions, contrast estimators under such a general weak design
condition have been investigated in earlier works, e.g. [16, 28], however in the
context of hypo-elliptic SDEs, established results (e.g. [6, 8, 18, 13]) before our
work typically relied on a condition of ‘rapidly increasing experimental design’,
i.e. the requirement that Δn = o(n−1/2). The numerical experiments in Sec-
tion 4 illustrated cases where for a given step-size Δn in-between observations
and given n, estimators requiring the condition Δn = o(n−1/2) can induce unre-
liable biased parametric inference procedures. In contrast, the bias was removed
upon consideration of estimators which required the weaker design condition
Δn = o(n−1/p), p ≥ 3. We stress that computations w.r.t. the contrast function
that delivers estimators under the weakened design condition can be automated
via use of symbolic programming and automatic differentiation, so that that
users need only specify the drift and diffusion coefficients of the given SDE
model.

Our research opens up several potential future directions.

1. Development and analytical study of estimators under alternative observation
designs, such as partially observed coordinates and/or low-frequency obser-
vation settings. Such designs are important from a practical perspective but
have yet to be investigated analytically even for elliptic diffusions. The re-
sults in this paper are already relevant for such different observation designs
as they can be regarded as providing a minimum requirement on the step-size
Δn (for given n) that needs to be used when considering smaller amounts
of data compared to the complete observation regime treated in this work.
E.g., in a low-frequency setting where data augmentation procedures (within
an Expectation-Maximisation or MCMC setting) will introduce latent SDE
values, the user-specified step-size Δn will need to satisfy the weakened de-
sign conditions obtained in our work (i.e. if the likelihood-based method is
not supported in the case where imputed variables were indeed observations,
there is absolutely no basis for the method that uses imputed values to pro-
vide reliable estimates). In general, it is of interest to explore the type of
convergence rates and step-size conditions obtained and required, respec-
tively, in CLTs under such different observation designs.

2. Parametric inference for Mckean-Vlasov type hypo-elliptic SDEs and related
interacting particle system models. Recently, parametric inference for SDEs
with coefficients depending on the (empirical) law of the process has become
an active research area in Statistics, e.g. [2, 24], though these works focus
on elliptic models. Law-dependent hypo-elliptic SDEs appear in several ap-
plications [3], and it is of high interest to establish estimators and analytic
results that cover such hypo-elliptic models.

3. Non-parametric estimation for hypo-elliptic SDEs. Established results in the
literature have focused on elliptic diffusions. In the scalar case, [11] stud-
ied non-parametric estimation of drift and diffusion functions from high-
frequency observations and obtained optimal convergence rates, with ex-
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tensions to low-frequency observations regimes given in [9]. [1] studied a
Bayesian non-parametric approach using high-frequency data. For multivari-
ate elliptic models, see [19] for a work in a Bayesian setting and [21] which
proposed a non-parametric drift estimator based on deep-learning and ob-
tained a convergence rate under the condition of Δn = o(n−1/2). Providing
results for hypo-elliptic models along the above lines makes up a very inter-
esting research direction.
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technical results introduced in Section 5 and derivation of the marginal likeli-
hood used in the numerical experiment of Section 4.2.2.
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