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Abstract  
 
This thesis explored the association between a polygenic score (PGS) for 
psychological distress and observed (phenotypic) psychological distress across ages, 
cohorts, and social environments. Utilising data from the 1958 National Child 
Development Study (1958c) and the 1970 British Cohort Study (1970c), this thesis 
examined how the PGS interacted with environmental factors correlated to distress 
outcomes. 
 
Study 1 examined whether the PGS is associated with phenotypic distress from ages 
23-50 in 1958c. Linear regressions assessed the strength of the association changed 
across adulthood and whether the variance explained by the PGS fluctuated by age. 
The PGS was positively correlated with psychological distress. Findings further 
suggest a small increase in the association between the PGS and psychological 
distress with age. 
 
Study 2 compared associations between the PGS and psychological distress in two 
cohorts—1958c and 1970c – between ages 23-50. Using multilevel modelling, this 
study explored whether there are cohort and sex differences in the association 
between PGS and psychological distress during adulthood. Results indicated the 
association was similar across cohorts, while the variance in distress explained by the 
PGS was greater in the 1958c than the 1970c. Females exhibited stronger 
associations between the PGS and distress, compared to males. 
 
Study 3 examined the interplay between the PGS and an indicator of childhood 
socioeconomic status (father’s social class), testing whether these factors 
independently or interactively associated with psychological distress in adulthood and 
whether the estimates differ by sex. Findings suggested that both PGS and father’s 
social class independently contributed to psychological distress, but there was no 
evidence of an interaction, indicative of additive rather than multiplicative effects. 
 
Collectively, these studies suggest that associations between genes and 
psychological distress are not static but may dynamically interact—with age, cohort, 
and social conditions. The findings further suggest that while genetic liability plays a 
role in influencing psychological distress across contexts, its expression is modified by 
both temporal and social factors, supporting a complex biosocial model of distress. 
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Impact statement 
 
This thesis contributes to our understanding of how genetic propensity to 
psychological distress interacts with environmental factors across different life stages 
and social contexts.  

For genetic researchers, this work demonstrates the importance of incorporating 
longitudinal data when studying genetic influences on psychological distress. 
Traditional genetic research often relies on large but non-representative cohorts 
without sufficient longitudinal coverage. By showing that the association between 
polygenic scores and psychological distress increases with age, this thesis challenges 
the assumption that genetic effects remain static throughout life, encouraging more 
dynamic models of genetic influence in future research. 

To conduct this research, I generated polygenic scores (PGS) for psychological 
distress from raw genetic data in both birth cohorts. These PGS’ are a new resource 
for lifecourse researchers. The widespread availability of these scores will enable 
research that examines genetic influences, alongside to control for genetic factors 
when investigating environmental determinants. This methodological advance 
provides another way to better understand psychological distress aetiology. 

Cohort researchers, who have historically focused on environmental determinants 
without examining genetic factors, will benefit from this interdisciplinary approach. The 
integration of polygenic scores with longitudinal cohort data provides a methodological 
framework for researchers seeking to understand how genetic and environmental 
factors interact across the lifecourse. 

The cross-cohort comparison between individuals born in 1958 and 1970 illuminates 
how societal changes may correlate with the expression of genetic liability to 
psychological distress. The observation that the 1958 cohort had more variance in 
distress attributable to genetic factors compared to the 1970 cohort stimulates new 
research questions about how specific historical and environmental changes might 
moderate genetic influences. 

For policymakers and public health officials, this research adds supporting evidence 
that societal-level interventions and policy changes can potentially modify the 
association between genetic factors and psychological distress in a population. This 
is due to the overall low variance explained by genetic factors (low R²) in psychological 
distress. Therefore, this research could be beneficial for devising evidence-based 
policy.  
 
This research was presented at multiple peer-reviewed conferences, including:  
 

• May 2023 Bologna, Italy – European Social Science Genetics Network Meeting  

• June 2023 Murcia, Spain – Behaviour Genetics Association Meeting  

• October 2023 Munich, Germany – Society for Longitudinal and Lifecourse 
Studies Conference  
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1 Introduction 
 
The introduction of this thesis will begin by positioning the research within its core 
disciplinary frameworks—psychiatric, genetic, and lifecourse epidemiology—each of 
which contributes to a comprehensive biosocial epidemiology perspective on the 
aetiology of psychological distress. Following this, the thesis introduction will define 
psychological distress, the primary outcome, through a historical lens, examining its 
evolving definition and highlighting its significance as a global public health concern.  
 
Next, the genetic epidemiology of psychological distress will be explored by discussing 
relevant key concepts such as heritability. The lifecourse epidemiology approach will 
then be outlined, emphasising the value of longitudinal data in capturing trends of the 
genetic and social contribution to psychological distress across adulthood. Finally, 
evidence for the social gradient of psychological distress will be discussed. 
 
Section 2 will then introduce each study's main objective and research question. Within 
each study’s introduction, a more targeted literature review section will be included.  
 

1.1 Situating the thesis: what is biosocial epidemiology? 
 
This thesis is interdisciplinary in scope and aim. It fulfils the requirements of a biosocial 
epidemiology thesis by synthesising across psychiatric epidemiology, genetic 
epidemiology and lifecourse epidemiology. 
 
Psychiatric epidemiology uses statistics to understand the occurrence and distribution 
of mental and behavioural disorders across people, over space and time (1). As a 
discipline, it focuses on the causes and consequences of these disorders. With an aim 
to better understand their aetiology, nosology and to develop more effective 
intervention strategies for treatment and prevention (1).  
 
Genetic epidemiology focuses on how genetic factors are associated with human traits, 
such as physical and mental health (2). It examines how genetic variations, such as 
single nucleotide polymorphisms (SNPs), contribute to individual differences in traits 
and diseases. Importantly, genetic epidemiology also considers gene-environment 
interaction, recognising that genes do not operate in isolation but are expressed within 
the context of environmental exposures.  
 
Lifecourse epidemiology examines how early-life exposures and experiences shape 
long-term health trajectories. Central concepts include accumulation of risk, where 
repeated exposures accumulate, contributing to a risk burden for health outcomes; 
critical or sensitive periods, whereby specific stages in life, such as early childhood or 
adolescence, are pivotal in determining health outcomes (3). An example of 
accumulation could be when someone is exposed to disadvantaged socioeconomic 
circumstances in adolescence and begins to experience psychological distress as an 
outcome, with compounding exposures that accrue and maintain the individual's high 
level of distress. This creates a gradient of good to poor mental health outcomes 
corresponding to the gradient in socioeconomic status (4). The social gradient in 
psychological distress can begin in childhood, when parents’ advantageous societal 
status transfers to their children and typically persists over the children’s lives (5–7). 
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This is seen as an accumulation across the lifecourse. Still, there are also singular 
acute socioeconomic stressor events in a person’s life that can be pivotal to the 
development of distress, such as job loss or the bereavement of a spouse (8–10).  
 
Biosocial epidemiology, by integrating these three disciplines, is an approach which 
aims to understand human development, behaviour, and health (11). A key part of 
biosocial epidemiology focuses on the dynamic interplays between biology, 
experiences, and behaviours over the lifecourse. Figure 1 shows the conceptual model 
of biosocial dynamics across the lifecourse. The complex interplay between genetics, 
psychosocial processes, and wider environmental context informs the onset and 
progression of mental health outcomes across the lifecourse.  
 

 

Figure 1: Adapted from “Harris, K. M. & McDade, T. W. 2018. The Biosocial 
Approach to Human Development, Behavior, and Health Across the Lifecourse. 
RSF: The Russell Sage Foundation Journal of the Social Sciences Apr 2018, 4 (4) 2 
26; DOI:10.7758/RSF.2018.4.4.01” 

 
This thesis applies concepts from psychiatric, lifecourse, and genetic epidemiology to 
explore how genetic liability and early-life socioeconomic circumstances are correlated 
with psychological distress across different cohorts. This integrative approach 
leverages biosocial epidemiology to explore the independent and interactive 
contribution of genetic factors and environmental exposures over time. In the context 
of mental health, a biosocial approach consistently positions psychological distress as 
not solely a product of biology or environment but emerges from their interplay. 
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Study 1 examines age-specific associations between polygenic scores for 
psychological distress and phenotypic expressions of distress. This focus aligns with 
lifecourse epidemiology by exploring the changing genetic contribution that manifests 
differently across adulthood. Study 2 explores cohort differences in the association 
between polygenic scores and psychological distress. By comparing two cohorts, this 
study examines how environmental shifts, and societal change may alter the 
importance of the genetic contribution to psychological distress. Study 3 investigates 
the gene-environment interaction between polygenic score and father’s social class, 
focusing on how early-life socioeconomic conditions might moderate genetic 
vulnerability to psychological distress. This synthesis of genetic and social factors 
within a developmental framework is informed by biosocial epidemiology. 
 

1.2 Defining Psychological Distress: Psychiatric Epidemiology 
 

1.2.1 Historical overview 
 
Psychological distress is a phenotype that combines the symptoms of major 
depressive disorder and anxiety disorders (12–14). Historically, this overlap was 
conceptualised as melancholia, characterised by a pervasive sadness and associated 
physical symptoms. This term then evolved into generalised depression and, more 
recently, into the broader term psychological distress (15–20). This transition reflects 
the changing understanding of mood and anxiety disorders, driven by shifts in 
psychiatric theory and practice. Despite changes in nomenclature and more refined 
diagnostic tools, traces of how we conceptualise psychological distress can be seen 
in descriptions as far back as 2000 BC (15,20).  
 
Over time, depression and anxiety came to be seen as distinct disorders, and they 
have been clinically diagnosed and treated independently of one another (21). This is 
reflected in the refinement of diagnostic criteria in modern times, particularly through 
the development of the DSM and ICD, which led to the clinical separation of 
depression and anxiety. However, their overlapping symptoms continue to be studied 
under the umbrella of distress (22,23). Moreover, growing research on sub-types of 
depressive and anxious symptoms shows symptom overlap that then heightens how 
their comorbidity and complicate diagnosis (14). As diagnostic categories continue to 
evolve, the concept of psychological distress remains central to understanding the 
shared and unique features of these conditions (12). 

Consequently, given the substantial nosological overlap and high rates of comorbidity 
observed, the DSM-5 has reconceptualised these constructs through the introduction 
of a novel integrated depression-anxiety diagnostic classification (22). This revision 
underscores the relevance of studying these conditions in tandem, particularly at the 
population-level where subclinical manifestations are prevalent.  

 

1.2.2 Current Definition  
 
As discussed, psychological distress is an expansive construct that includes 
symptoms of both major depressive disorder and anxiety disorder (12,13). It is 
primarily characterised as a state of emotional anguish comprised of depressive 
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symptoms such as a lack of interest, feelings of sadness or hopelessness, and anxiety 
symptoms such as restlessness and feelings of worry (24). Somatic symptoms such 
as insomnia, headaches, backache, and lack of energy may also be present. It is a 
highly heterogeneous emergent state, as it is comprised of thousands of symptom 
combinations. No single symptom is necessary for a person to be classified as 
distressed (25). The symptoms of psychological distress can vary greatly, indicating 
that the disorder is complex and influenced by multiple factors.  
 
There is evidence that suggests different presentations of psychological distress may 
share similar underlying causes. For instance, overlapping depressive and anxiety 
symptoms such as fatigue, sadness and impaired executive functioning have been 
identified (26,27). Studies have found genetic links between major depressive disorder 
and generalised anxiety disorder (28,29). Psychological distress comprises a 
continuous broader unidimensional phenotype, meaning biological vulnerability can 
surpass diagnostic boundaries between disorders, as the genes identified are equally 
found in those who do and do not express the phenotype (30). Investigating 
psychological distress as a highly comorbid condition can help further our 
understanding of its complex impact on societal health. This thesis used this 
conceptualisation for psychological distress. 
 

1.2.3 Global Public Health Importance of Psychological Distress  
 
The global prevalence of depressive and anxiety disorders is projected to be the 
leading cause of morbidity by 2030 and currently affects ~500 million people (31,32). 
These disorders are the most common mental health conditions and account for most 
of the disease burden associated with mental health (33). As noted, they are also 
highly comorbid, with nearly 60% of those who report anxious feelings having 
depressive symptoms and vice versa (34), and symptoms of these conditions are often 
studied under the umbrella of psychological distress in epidemiological and population 
health studies. 
 
Beyond the individual burden, psychological distress has substantial economic 
implications, contributing to decreased productivity and increased healthcare costs 
globally (35). Furthermore, the burden is disproportionately felt in low- and middle-
income countries, where access to mental health care is often limited, exacerbating 
social and health inequalities (36). These conditions are also associated with various 
physical health outcomes, highlighting the need for an integrative biosocial approach 
to addressing their impact across adulthood (37).  
 
Considering the complexities surrounding psychological distress—its heterogeneous 
symptoms, comorbidity between depression and anxiety, and its significant societal 
burden—this thesis adopted a biosocial epidemiological approach to understand 
better the biological and environmental factors that influence its progression across 
adulthood. As a result, this thesis used the broader phenotype of psychological 
distress as the outcome of interest. 
 

1.3 Defining genetic concepts: Genetic Epidemiology 
 
Psychological distress emerges from a complex interaction of symptoms, where 
genotypes interact with the environment leading to the expression of phenotypes 
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(2,38). Research in genetic epidemiology highlights that genetic variations contribute 
to individual differences in susceptibility to distress, suggesting that certain inherited 
SNP variants may increase vulnerability (2,39,40). By examining these genetic 
contributions, we can better understand the potential biological underpinnings of 
psychological distress and explore how genetic factors interact with environmental 
exposures to influence its manifestation and persistence. 
 

1.3.1 Heritability: Broad and Narrow  
 
Heritability is defined as the "proportion of total variance in a population for a particular 
measurement, taken at a particular time or age, that is attributable to variation in 
additive genetic or total genetic contribution" (41). To differentiate, narrow heritability 
refers to the proportion of variance explained solely by additive genetic factors. In 
contrast, broad heritability encompasses all genetic variance, including non-additive 
factors like gene-gene interactions (epistasis) and dominance effects. As this thesis 
employs polygenic scores, which capture additive genetic effects, references to 
heritability in this context refer to narrow-sense heritability. Elsewhere in the thesis, 
the term ‘heritability’ is used in line with the specific method employed (e.g., twin-
based, SNP-based), and the relevant distinctions are made clear as appropriate. 
 
Heritability was historically evaluated by comparing the similarity between 
monozygotic (identical twins, who share 100% of their genes) and dizygotic (non-
identical twins, who share 50% of their genes on average) twins (42,43). However, 
with the advent of the genome-wide association study (GWAS), it became possible to 
estimate heritability from people’s genotypes (44). This is done by measuring the 
genetic variation of single nucleotide polymorphisms (SNPs), which gives SNP-
heritability. On average, two people may differ at every 1 in 1000 base pairs of the 
DNA sequence (45). This means that between person A and person B, at the same 
point in each DNA sequence, the base pair of A, T, G or C can differ. This accumulates 
along the DNA and results in phenotypic diversity in a population. A key advantage of 
this approach is that it avoids certain biases inherent in twin and family designs (e.g. 
shared environment assumptions), and it enables researchers to estimate genetic 
contributions in large cohorts of unrelated individuals.  
 

1.3.2 Genome-Wide Association Studies & Polygenic Scores  
 
Genome-Wide Association Studies  
 
Genome-wide association studies, or GWAS, is a hypothesis-free approach used to 
identify genetic variants associated with particular diseases or traits (44). In GWAS, 
researchers examine the genomes of large samples of individuals to identify SNPs 
that are statistically more common in people with a certain disease or trait than in those 
without it (44). The purpose of GWAS is not only to find these associated SNPs, but 
also to provide a basis for further investigation into nearby genetic variants that may 
directly influence trait development. This is due to linkage disequilibrium where nearby 
genetic variants located close together on a chromosome tend to be inherited together. 
Due to the number of associations tested, the usual p-value threshold of 0.05 is 
replaced by a threshold of 5 x10-8. This is set to control for multiple testing and to 
reduce type 1 errors. This is a Bonferroni correction approximation, where, dividing 
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the conventional significance level by 1 million independent tests (0.05/1,000,000 = 5 
x 10-8). 
 
The theoretical underpinning of the GWAS method advocates a ‘common disease, 
common variant’ hypothesis, that common genes are likely to influence common 
disorders (46). GWAS are usually limited to commonly varying SNPs with minor allele 
frequency (MAF – the extent to which the less common allele occurs in the population) 
of at least 1% (47). Though not included in GWAS, rare variants (MAF <1%) can have 
large effects on phenotypes at a population level (48,49). Therefore, GWAS’ may 
underestimate the total genetic contribution to phenotypes.  
 
Detecting associations with common SNPs requires large sample sizes to reach 
sufficient statistical power, especially for traits influenced by many genetic factors with 
small effect sizes. The first GWAS of depressive symptom was by Noordam et al. in 
2015 (50), and they found 10 SNPs at the genome-wide significance level. Whereas 
the most recent GWAS of depressive symptom by Baselmans et al. 2018 found 239 
(51). A narrower trait of major depressive disorder identified zero genome-wide 
significant SNPs in the first GWAS conducted in 2009 by Sullivan et al.(52), whereas 
the most recent, in 2024, by McIntosh et al., found 697 associations (53).This is due 
to the sample size available for analysis jumping from N=3,540 to N=5,050,033.  
 
Initial research utilised twin study designs and estimated the heritability of distress to 
be 41%; these studies were predominantly based in the United States and other high-
income countries (38,42). However, molecular studies of psychological distress have 
yielded more conservative estimates of SNP heritability. A study by the Psychiatric 
Genomics Consortium (PGC) in 2013 established major depressive disorder SNP 
heritability as 21%, utilising nine cohorts and a total sample of 18,422 (54). A more 
recent SNP heritability study estimated 3% to 11.3% depending on population and 
specificity of distress phenotype; their sample comprised 1,154,267 people across four 
cohorts of European ancestry (55,56).  

 
SNP heritability estimates are thought to be smaller because GWAS’ typically only 
capture the additive effects of common SNPs (57). Additionally, the genetic 
component in the twin model might be an overestimation, due to the conflation of the 
common shared environment. The difference between estimates is called the "missing 
heritability" problem (57,58). Both methods are flawed in their respective estimation of 
genetic effects on a trait. A more conservative estimate for heritability can be obtained 
from a within-family molecular design that considers both genetic nurture and shared 
environment to estimate the heritability of psychological distress (59,60). The most 
recent family GWAS estimated lower heritability for depression of ~2.5%, which is a 
large reduction from the estimate of 21% from the PGC 2013 GWAS (61). Despite this, 
exposures with low-moderate prediction can be useful in population research (62,63). 
 
Polygenic Scores 
 
One of the useful outputs of a GWAS is the potential to use results to generate a 
polygenic score (PGS). PGS’ are summary variables that capture genetic liability to a 
trait. A weighted PGS is derived by summing the effect sizes from a GWAS multiplied 
by alleles frequency (64). This weighted approach enhances the predictive accuracy 
of the PGS for traits, providing a quantitative measure of an individual’s genetic 
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propensity to a trait. In a weighted PGS, each allele’s contribution to the score is 
adjusted by its effect size (beta) from a GWAS results, while an unweighted score 
counts the number of effect alleles. Weighted scores are generally more predictive 
and were chosen in this thesis for greater precision (65). 
 
While PGS can predict traits to a degree, limitations exist. Predictive power can be 
affected by factors like selection bias. Where those who live longer contribute to more 
complete genetic data, those who do not may have more extreme expressions of the 
phenotypes, possibly reducing variance in scores (66,67). PGS-heritability estimates 
are smaller still than SNP-heritability (68). For example, the PGS for psychological 
distress only explains 1.64% of the variance in distress (51). This is potentially 
because PGS capture only a portion of commonly measured SNPs as they are derived 
from a GWAS. As PGS research advances, scores may become more predictive due 
to larger sample sizes, increasing SNP resolution, and improvements in multi-ancestry 
GWAS data (69,70). However, it remains important to consider that PGS-heritability is 
a conservative estimate and likely represents a lower bound of the genetic contribution 
to distress (71). At the same time, recent within-family studies suggest that polygenic 
scores may also be upwardly biased in certain contexts – particularly traits like 
educational attainment –due to indirect genetic effects, assortative mating, and 
residual population stratification (72).  

Polygenic score heritability quantifies the proportion of phenotypic variance explained 
by measured genetic variants at a given time point, whereas polygenic penetrance 
refers to the association (slope) between the PGS and the absolute level of 
psychological distress—i.e., the expected difference in distress per unit (or 1 SD) 
higher PGS (44–46). Penetrance varies dynamically across development due to 
changing gene-environment interactions, neurobiological maturation, and 
environmental exposures, while heritability may remain stable  (44,47). Conley (2016) 
defined polygenic penetrance as “the association between a polygenic score (PGS) 
and its associated phenotype” (36, p.1). Consequently, polygenic scores may 
demonstrate fluctuating predictive accuracy across ages not due to changes in genetic 
architecture, but due to developmental variation in genetic risk expression 
(46,48). Low penetrance periods may lead to underestimation of genetic effects, while 
high penetrance windows may reveal stronger associations, making single time-point 
analyses potentially misleading (46). Longitudinal examination of penetrance patterns 
therefore provides insights into how genetic predisposition manifests across the 
lifecourse (47). Within this thesis, the derivation of incremental adjusted R2 is a proxy 
for PGS heritability while the beta coefficients reflect polygenic penetrance. 

 

1.3.3 Partitioning variance: Genes and the Environment 
 
Within behavioural genetics, the “biometric approach” has focused on partitioning 
population variation into additive components of genetic and environmental variance 
(77). As a result, what we consider the genetic contribution to the variance has 
changed via the advent of the DNA revolution and the re-leveraging of twin studies via 
genotyping as outlined. The environment partition of the variance was originally 
divided into the “shared” and “non-shared” (78,79). These terms are derived from twin 
studies where the assumption was made that the shared environment, i.e. the familial 
home and childhood circumstances, were the same for each twin and therefore 
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controlled for (80). The non-shared environment then encompasses the macrosocial 
environment experienced separately to their twin, e.g., the friendship groups formed, 
the jobs worked, the higher education institutions attended. This also included the 
stochastic non-systematic contributions to phenotypes.  
 
Some assumptions are made when dichotomising the shared versus non-shared 
environment. These include the equal environments assumption that the 
environments of identical twins are no more similar than those of fraternal twins. This 
may not always be the case, as identical twins may be treated more similarly than 
fraternal twins, which could inflate heritability estimates (81). An additional assumption 
is that the shared environment is devoid of genetic contribution. Yet, genetic nurture 
plays a part –when a parent's genes influence their child's outcomes by shaping the 
nurturing environment, rather than through direct genetic transmission (82). This may 
mean the passive gene-environment correlation inflates the genetic estimate, as 
outlined in the section below (60). This entanglement highlights the difficulty faced in 
partitioning the variance attributable to genes versus environments.  
 
Shared environments contribute to early developmental foundations, influencing 
access to resources and opportunities, while non-shared environments, such as 
cohort-specific historical contexts or age-related life transitions, introduce variability in 
how these foundations manifest. Therefore, this thesis tests the relationship between 
polygenic scores and broader environments such as cohort and early life 
socioeconomic circumstances. Resultantly, the father’s social class is more akin to a 
“shared” environmental variable while cohort is more conceptually aligned with the 
“non-shared” environment. However, it is key to note that as the shared and non-
shared environments cannot be disentangled within an unrelated individual’s design, 
these are merely conceptualisations.  
 

1.3.4 Gene-Environment Interplay  
 
Gene-environment interplay refers to Gene-Environment Correlation (rGE) and Gene-
Environment Interaction (GxE), which will be explained in more detail below.  
 
Historically, gene-environment interplay was conceptualised as a query about nature 
versus nurture (77). The debate of nature versus nurture was articulated by Francis 
Galton in 1883, who utilised the term, taken from Shakespeare’s The Tempest when 
Prospero describes Caliban as “devil, a born devil, on whose nature/nurture can never 
stick” (77,83). Galton declared that “there is no escape from the conclusion that nature 
prevails enormously over nurture” (p.241) (84). By 1918 Galton’s colleague Ronald A. 
Fisher then consolidated the “biometric approach,” which focused on partitioning 
population variation into additive components of genetic and environmental variance 
(77). Fisher acknowledged that GxE could complicate this partitioning. For Fisher, 
however, the interplay between genes and environment was secondary to quantifying 
the heritable component, and GxE was treated as a nuisance rather than an important 
consideration. As a result, he used statistical transformations of variables to maintain 
additivity. 
 
In contrast, Lancelot Hogben, writing in 1933, whose counter approach focused on the 
developmental tradition of biology, emphasised the inherent interplay between genes 
and environments as integral to developmental processes (77,85). Hogben argued 
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that phenotypic traits are the product of complex interactions between genetic and 
environmental factors, which cannot be reduced to additive components. Thereby 
making the equation shift from:  
 

Genes + Environment = Phenotype → Genes x Environment = Phenotype 
 
His critique of Fisher’s approach highlighted the "lack of singularity", i.e. it neither being 
a question of one or the other in defining the contributions of genes or environment. 
Using empirical examples, such as changes in environmental conditions in the growth 
of fruit flies, Hogben demonstrated how genotype-specific responses to environmental 
variation invalidated simple partitioning methods (77). He advocated for considering 
GxE as fundamental to understanding variability, challenging the frameworks of the 
time, and reaffirming the “interdependence of nature and nurture” (77,86). 
 
Gene-environment correlations occur when individuals with specific genetic liability 

may actively seek out or create environments that align with their genotypes (87). This 

process introduces a bidirectionality between genetics and the environment, as people 

may find themselves in environs that upregulate genotypic expression into a certain 

phenotype and genotypes may correlate to the environs we seek out (88). There are 

three types of rGE: active, passive and evocative. Active rGE occurs when individuals 

actively seek out environments that align with their genetic tendencies, such as a child 

with a genetic liability for extroversion choosing social activities (87). Passive 

rGE arises from the overlap between the genes a child inherits, and the environment 

provided by their parents, such as a child of book-loving parents being exposed to 

book-rich environments (82). Evocative rGE is when an individual's genetically 

influenced traits elicit specific responses from others, such as a child's temperament 

evoking particular parenting styles (82). These interactions are not static, therefore 

how gene-environment correlations operate may change over time. 

Gene-environment interactions are thought to shape psychological distress 
phenotypes (89,90). Individuals with a genetic liability to psychological distress may 
exhibit varying levels of vulnerability depending on their exposure to different 
environmental factors (91). Examining these interactions helps to understand how 
genetic liability may be expressed differently across cohorts, potentially influencing the 
observed cohort differences in psychological distress.  

As the proportion of variation in psychological distress attributed to genetic factors 
depends on the population and its context, it is important to remember this can change 
over time as genes are expressed through and interact with the environment which is 
investigated in Study 1 (41). In understanding the potential cohort differences in the 
association of genetic factors with psychological distress as per Studies 2 and 3, 
various theoretical models have been proposed to explain the interplay between 
genetic liability and environmental influences that may be relevant.  
 
There are five main theoretical models behind gene-environment interactions: the 
diathesis-stress model, the bioecological (social compensation) model, the differential 
susceptibility model, the biological sensitivity to context model and the social control 
model (92,93). 
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The diathesis-stress model posits that genetic liability for certain traits remain dormant 
until triggered by environmental stressors (94) (Figure 2a). Inspired by research by 
Caspi (2012 & 2002), this model suggests that individuals may exhibit varying levels 
of vulnerability to environmental stressors based on their genotype (95,96). Stressful 
life events tend to be negative experiences, which means genetic factors are triggered 
and the distress phenotype is expressed in this model. Therefore, in those without the 
negative environmental conditions, there is an absence of an association of genotype 
with phenotype.  
 
Conversely, the bioecological or social compensation model suggests that genetic 
influences are maximised in stable, adaptive environments, particularly in higher 
socioeconomic contexts (97). A study summarising results from ten countries showed 
that populations and birth cohorts with higher social mobility shared higher heritability 
of education and lower environmental influences (98). Although the phenotype was 
not psychological distress, this study showed that changes in the wider societal 
context may impact the expression of the genotype to the phenotype. This result is 
reminiscent of the diathesis-stress model prediction for how genotype-environment 
interactions function. 
 

 

 

a) 

b) 
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Figure 2 a-c: From “Figure 6.1 Gene-environment interaction models. Source: Adapted 
from Liu and Guo [38] in Mills, Barban & Tropf (2020) Introduction to Statistical Genetic 
Data Analysis” – lines indicate the characterisation of the environment. 

 
 
The differential susceptibility model, proposed by Belsky and Pluess (2009), posits 
that individuals vary in their susceptibility to both positive and negative environmental 
influences based on genetic factors (Figure 2b) (91). While the diathesis-stress model 
concentrates on the adverse effects of the environment, the differential susceptibility 
model maintains that individuals vary in their levels of susceptibility, with some 
individuals more genetically sensitive to both positive and negative environments, 
while others remain resilient across all types of environments (91). This model 
challenges the traditional notion of vulnerability by emphasising individuals' plasticity 
and responsiveness to environmental conditions. The prediction is similar to the 
biological sensitivity to context model, which outlines how natural selection favours 
genotypes that exhibit a wide range of phenotypes in response to environmental 
conditions. This adaptability is crucial for species' survival (93). 
 
Lastly, the social control model suggests that genetic factors may be filtered or 
buffered by social norms and structural constraints (Figure 2c) (99). A study conducted 
by Shanahan and Hofer in 2005 outlined four mechanisms by which social context 
may influence the significance of genetic factors (99). The environment may “(a) 
trigger or (b) compensate for a genetic predisposition, (c) control the expression of a 
genetic predisposition, or (d) enhance a genetic predisposition (referring to the 
accentuation of “positive” genetic predispositions)” (99). In predicting the relationship 
between genotype and environment interaction for psychological distress, it may be 
that stressful life events trigger distress; supportive social networks compensate and 
buffer against distress; sociocultural norm changes and wider societal stigma for 
distress stops the control or suppression of reporting distress while access to mental 
health services can enhance resilience to distress.  
 
Each model predicts how genes and the environment interact for a trait differently. It 
may be that for a trait such as psychological distress, each is important in 
understanding the varied aetiology and nosology of distress. Therefore, these 

c) 
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theoretical models are not mutually exclusive in a population and often overlap in their 
explanations (100). Moreover, the precise mechanisms underlying gene-environment 
interactions remain largely under investigated, leading to what is often referred to as 
a "black box" explanation, i.e. the inner machinations of the process are opaque, while 
the input and output are visible. Nonetheless, these models provide valuable 
frameworks for understanding how genetic liability may interact with environmental 
factors to shape psychological distress outcomes. 
 
The diathesis-stress model has largely been the dominant model in psychiatry (101). 
However, increasingly the differential susceptibility hypothesis has been tested (91). 
The hypothesis posits that individuals most adversely affected by negative 
environments may also be those most likely to benefit from positive environments, it 
is a more flexible theoretical approach to potential socioeconomic differences in 
psychological distress over time. The differential susceptibility hypothesis is closely 
related to the concept of biological sensitivity to context (93).  
 
Biological sensitivity to context originates from evolutionary developmental biology, 
where natural selection favours genotypes that exhibit a wide range of phenotypes in 
response to environmental conditions. An example of this is research by Armitage et 
al 2024, where theory could be applied to explain the cohort difference phenomena 
between the 2001 and 1991 populations (102). They posited that loneliness is 
becoming more prevalent among younger populations, which could lead to increased 
biological stress reactivity, as it may be mediated by biological and social processes, 
including genetics (103). Therefore, it could be argued that the increased distress 
levels in younger cohorts as a direct response to the environment. 
 
I used the social control model in Study 2 to test the role cohort may have in changing 
the relationship between polygenic scores for distress and observed psychological 
distress. In Study 3, I used the differential susceptibility framework to test whether 
there was an interaction between father’s social class as a proxy for childhood 
socioeconomic circumstance and polygenic scores for distress. The different studies 
of my thesis and research questions are further explained in Section 2 below. 
 
The gene-environment interplay debate has moved from the 20th century into the 21st 
century, with key developments confirming that the debate is beyond “versus” and 
rather relies on both. Finally, another key figure in the nature/nurture debates was 
Richard Lewontin. A query from his diaries summarises his position towards GxE: “why 
is it that most geneticists do not understand that the phenotype is a developmental 
process?” (p.134) (104). Consequently, time acts as the third partition:  
 

Genes x Environment = Phenotype → Genes x Environment x Time = Phenotype 
 
This position was recently articulated by Boyce et al. 2020 (90). They reemphasised 
the importance of time in GxE, noting that timing—spanning critical developmental 
periods to evolutionary scales—shapes how genes and environments interact. The 
timing of environmental exposures, such as childhood trauma, influences the 
manifestation of traits like resilience or vulnerability, underscoring the significance of 
temporal windows in GxE research. Much of this framing lifts directly from concepts 
that are well-established and tested within lifecourse epidemiology (3).  
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1.3.5 Genetic contribution to distress over the lifecourse  
 
As established, prior studies on the genetic contribution to psychological distress have 
traditionally used cross-sectional designs to explore between-individual variation. An 
extensive meta-analysis of 2,748 twin studies spanning 50 years identified increasing 
heritability with age, reaching a peak of 50% for distress at age 65 and older (42). This 
raises the question of whether the genetic contribution is stable or changes across the 
lifecourse and whether this trend remains across generations. 
 
To answer this question Sallis et al. 2017 investigated whether the association 
between genotype and phenotype was consistent by age within the same individuals. 
They utilised the Avon Longitudinal Study of Parents and Children (ALSPAC) to 
identify adolescent distress symptom heritability within the same individuals across 
time. Their findings showed that heritability estimates ranged between 2-17%, 
fluctuating across adolescence up to 18, with a peak at age 13 (105). However, their 
study was limited by the narrow population chosen of only children and adolescents 
born in the southwest of England. Therefore, this study alone could not confirm stable 
genetic contribution as individuals develop. However, a recent systematic review 
synthesising 18 longitudinal behavioural genetic studies concluded that stability in 
psychological distress is likely attributed to genetic factors during childhood 
development through to adolescence (106). However, this systematic review was 
therefore also limited to childhood and adolescence.  
 
Further research which spanned across the lifespan also demonstrated a similar trend 
of stable genetic contribution to psychological distress over time with data from the 
U.S. on individuals born between 1919 and 1950 (75). Another study that has tested 
heritability across age is Nivard et al. 2014, which utilised longitudinal data of 49,524 
twins to assess the relative contribution of genetics and environment to distress across 
the lifecourse (107). The environmental estimate contribution increased up to 
adulthood in twins aged between 3 and 63 years in the study, with the genetic 
contribution remaining stable after adolescence (Figure 3 (b)) (107).  
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Figure 3: From Nivard et al. 2014 (107): “Figure 3. (a) Proportions of variance 
explained by genetic factors (h2, –––), comm2on environment (c2, - - -), and unique 
environment (e2, ····) at each age as derived from the model. (b) Variance 
components V A, V C, and V E at each age as derived from the model.” 

 

Their method relied on the ACE model of a twin design, which decomposes the 
variance in a trait into additive genetic factors (A), shared or common environmental 
influences (C), and unique environmental influences (E) (43). By studying the 
differences in these components between monozygotic (identical) and dizygotic 
(fraternal) twins, researchers can estimate the relative contributions of genetics and 
environment to observed variations in traits.  
 
This study utilised structural equation modelling to analyse the mean trend, sex 
differences, and covariance structure of distress across time between twins. The 
stability of genetic and environmental effects were investigated by age via heritability 
estimates derived at each age and genetic and environmental correlations calculated 
between ages. Further studies replicated these results with stability mainly attributable 
to additive genetic factors, whereas change was related to environmental influences 
(108–111). However, there has been no synthesis of these results. Furthermore, this 
study was limited by its use of the twin design which may be overestimating the 
contribution of additive genetic factors due to equal environments assumption.  
 
The temporal stability of genetic contributions to phenotypes across the lifecourse 
remains insufficiently investigated. Age-dependent genetic variations could manifest 
through uniformly stronger or weaker effects of the same genes, activation of entirely 
different genes at distinct developmental stages, or non-uniform changes in effect 
magnitude of identical genes over time. These potential variations in genetic influence 
have important implications for research methodologies employing polygenic score 
(PGS) by age interaction analyses, which this thesis addresses.  
 

1.4 Psychological distress across the lifecourse: Lifecourse 
Epidemiology 

 
Lifecourse epidemiological theories attempt to explain how exposures affect outcomes 
over time (3). These include critical or sensitive period models, accumulation of risk 
models, and chain of risk models (3). Socially critical periods in human development 
include transitions in schooling, entry and exit to the labour market, leaving the 
parental home, establishing a home, cohabitation, marriage or divorce, transition to 
parenthood, job insecurity, economic inactivity, and the onset of chronic illness. 
Change in lifecourse psychological distress can be explained by several theories. 
However, for the purposes of this thesis there is one lifecourse approach that is utilised 
to help conceptualise the environment. This is the Bioecological Model 
(Bronfenbrenner, 1999), which emphasises the influence of multiple layers of 
environmental systems on human development, from immediate surroundings to 
broader societal contexts (97,112).  
 
All three studies utilise a lifecourse epidemiology approach, since the developmental 
timing of genetic and environmental influences is relevant to the understanding of 
psychological distress. Nevertheless, each study has a different primary theoretical 
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lens. Study 1 applies Baltes’ Selection, Optimisation, and Compensation (SOC) model 
to investigate gene-age effects in the 1958c (1). Previous paragraphs in this section 
outlined pertinent lifecourse theories of how the environment is conceptualised, 
particularly Bronfenbrenner’s distinction between distal and proximal influences (2). In 
this framework, Study 2 treats birth cohort membership as a distal environment and 
uses social control theory to conceptualise it (3). Study 3 is also a gene x environment 
study, where father’s social class is a proximal environmental factor and uses the 
differential susceptibility hypothesis to conceptualise it (4). 
 
The Selection, Optimisation, and Compensation (SOC) model holds that biological 
potential and genome-based plasticity decline with age, while individuals increasingly 
rely on cultural and social resources to maintain functioning as they age (1). Baltes et 
al. (1997) state: “With age, the genetic material, associated genetic mechanisms, and 
genetic expressions become less effective and less able to generate or maintain high 
levels of functioning. Evolution and biology are not good friends of old age.” If applied 
to psychological distress, it implies that the genetic contribution to psychological 
distress should diminish with age, as environmental compensation plays a larger role. 
However, the present study does not assess total genetic influence, but rather the 
observable effects of a polygenic score that captures only a part of common liability to 
distress. Additionally, developmental theories of gene-environment correlation 
suggest that genetic effects may intensify with age. SOC offers one plausible 
theoretical prediction rather than the only expected trajectory. Therefore, the theory, 
when applied here, would hypothesise improved mental health in later life, proposing 
that individuals become more skilled at adapting and compensating. 
 
While SOC is typically applied to functional ageing rather than genetic variance, its 
premise that biological reserves and genome-based plasticity decline across 
adulthood provides a rationale for testing changes in the expression of genetic effects. 
If compensatory environmental resources increasingly buffer distress with age, 
observable polygenic effects should attenuate. In this study, I therefore treat PRS-age 
interaction as an empirical test of whether compensatory social and cultural resources 
increasingly mask genetic influences on distress as individuals age.  
 
The Social Control theory posits that social institutions, norms, and structural 
conditions regulate behaviour and health outcomes across historical time (3). If genetic 
effects on psychological distress differ between cohorts, this would suggest that 
shifting societal contexts moderate the expression of genetic influences. In Study 2, I 
therefore treat PRS-cohort interaction as an empirical test of whether societal contexts 
moderate the expression of genetic influences between cohorts. 
 
The differential susceptibility hypothesis proposes that some individuals are more 
susceptible to negative and positive environmental influences due to their genetic 
liability and early-life experiences (4). In this thesis, the effect of genetic propensity for 
distress may vary by advantaged versus disadvantaged fathers’ social class, with 
higher genetic scores amplifying the impact of both advantaged and disadvantaged 
environments. . In Study 3, I therefore treat PRS-SES interaction as an empirical test 
of whether genetic propensity for distress may vary by advantaged versus 
disadvantaged fathers’ social class. 
 
 



   

 

 

 28 

Both the social control theory and the differential susceptibility hypothesis are explored 
in more detail in Section 1.3.4 of the Introduction where theories of gene-environment 
interplay are described. 
 
It may be that all these theories go some way to explain average population lifecourse 
processes. The current thesis is focused on testing the environmental influences and 
susceptibility lifecourse epidemiology theories. To summarise the evidence, an 
individual's distress level is not stable over their lifetime, but there are population 
trends in onset and prevalence with various theories underpinning the lifecourse 
development of distress (114–116).  
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Table 1: Summary of primary theoretical frameworks and hypothesis for 
each study 

Study Primary 
theoretical 
framework 

Hypothesis 

1 Baltes’ Selection, 
Optimisation and 
Compensation 
(SOC) model 

The effect of the polygenic score for psychological 
distress will diminish with age, reflecting age-related 
declines in biological plasticity and increasing reliance 
on compensatory social and cultural resources. 

2 Social Control 
Theory 

Genetic effects on psychological distress will differ by 
cohort, reflecting historical differences in distal social 
environments. Specifically, variation in social norms 
and institutional structures across cohorts is expected 
to moderate the expression of genetic influences. 

3 Differential 
susceptibility 
hypothesis 

Genetic effects on psychological distress will be 
moderated by paternal social class as a proximal 
environmental factor, with individuals carrying higher 
genetic scores showing greater sensitivity (for better or 
worse) to socio-economic conditions. 
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The analysis of age, period, and cohort (APC) effects is a challenging methodological 
issue in lifecourse epidemiology. The central difficulty lies in the fact that age, period, 
and cohort are perfectly collinear (Age = Period – Cohort), making it mathematically 
impossible to estimate their independent linear effects without imposing strong 
constraints or assumptions (5). This issue has sparked considerable controversy. On 
one side, Yang and colleagues developed hierarchical APC models that attempt to 
model all three dimensions simultaneously by introducing random effects at the cohort 
and period level (6). On the other side, Bell and colleagues argue that such models 
cannot truly resolve the identification problem and instead rely on untestable 
assumptions that may produce misleading inferences (7). Recent contributions have 
emphasised that researchers must be explicit about their research goals and the 
assumptions underpinning APC modelling (8). For applications to psychological 
distress research, one approach may be to embrace the entanglement of APC 
processes—recognising that ageing always occurs within historical time—rather than 
to attempt strict decomposition. This perspective shifts emphasis from “solving” the 
identification problem to framing whether age, cohort, or period patterns are most 
relevant to the research question at hand.  
 
Due to the identification problem, a pattern interpreted as an age or cohort effect could 
alternatively reflect a shared period influence. While it is therefore not possible to fully 
eliminate period-based interpretations, in this thesis, period effects are not treated as 
the primary explanatory focus for two reasons. First, the study period does not contain 
a single, discrete historical disruption (e.g. policy shock or natural disaster) that would 
plausibly affect all age groups simultaneously in a way that could explain the observed 
trend. Second, while population-wide shocks can produce short-term spikes in 
psychological stress, their effects are often transient or unevenly distributed. In 
contrast, age and cohort frameworks capture long-term developmental and 
generational patterns, which are more analytically suited to this context.  
 
The following sections outline age, cohort and period effects in succession.  
 

1.4.1 Age Effects  

The age effect refers to the alteration in an outcome that occurs uniformly across 
cohorts as they grow older (3,122). In contrast, a cohort effect is a phenomenon that 
characterises individuals born at a specific point in time and remains unaffected by the 
ageing process (122). Lastly, a period effect is a change that occurs at a particular 
moment in time, affecting all age groups and cohorts uniformly (122). The exact 
collinearity among these three variables (Age = Year - Birth Year) makes it challenging 
to estimate their effects; it is impossible to estimate linear components of these effects 
without strong assumptions about at least one. 

The onset of distress can occur at any age, although typical patterns are observed in 
the general population. In the United Kingdom (U.K.), the mean of distress scores  is 
shown to peak during early adulthood, remain stable during adulthood, increase again 
in mid-life, and then decline in later years (Figure 4). It has been shown that in mid-life 
there is an increase in distress severity, which was confirmed using other longitudinal 
U.K.-based datasets and studies (123–128). Previous research has shown that when 
the overall trend in the average population is examined in more detail, it reveals well-
known trajectories (129). These have been previously identified as stable high, 
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increasing, and stable low (115). It is important to note that some people have the 
opposite trajectory to the average, where they experience good mental health in 
adolescence and mid-adulthood but suffer the most during early adulthood (130). 
 

 
 
Figure 4: From Gondek et al. 2021 (124): “Figure 2. Age profile of the mean number 
of psychological distress symptoms – cohort-stratified and pooled across cohorts.” 

While age effects shape the patterns of psychological distress across adulthood, it is 
not chronological age alone that drives these changes; rather, they reflect a complex 
interaction of life-stage-related factors. In early adulthood, transitions such as entry 
into the workforce, relationship formation, and establishing independence can 
introduce stressors that elevate distress levels (131). Midlife often brings unique 
challenges, such as career pressures, caregiving responsibilities, and potential health 
declines, all of which contribute to a documented increase in distress severity (132). 
Later in life, factors like retirement, social isolation, and physical health concerns can 
influence psychological distress, though some theories, like the Socioemotional 
Selectivity Theory, suggest that enhanced emotional regulation may reduce distress 
in older adulthood (133,134). These factors highlight how age serves as a proxy for 
the developmental and environmental contexts that individuals encounter at different 
life stages, shaping mental health trajectories over time. 

Study 1 of this thesis examined whether the relationship between polygenic score for 
psychological distress and observed psychological distress varies across different 
ages. This offers an original contribution to the existing body of research by focusing 
on genetic contribution as a dynamic factor that may alter with age-related changes in 
psychological distress. Unlike prior studies that have primarily focused on 
environmental or psychosocial influences on distress across adulthood, this study 
integrates genetic data to explore how polygenic scores are associated with distress 
at different ages across adulthood.  

Prior research established the age effects of psychological distress following a U-
shape across the lifespan (Figure 4) (126,135,136). This followed that people became 
increasingly distressed in middle age with increasing mean scores, which tapered off 
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as they reached older age. Further research with an extended age range found that 
the U-shape pattern more resembled an S-shape (123). By investigating these 
potential age-related variations in genetic contribution, Study 1 provides insights into 
whether polygenic influences on distress follow a pattern consistent with observed 
age-related distress trends. However, more recent research utilising younger cohorts 
has disproven this observed trend, finding that younger cohorts have higher mean 
scores at earlier age points (102,137). This introduces the question as to whether 
cohort-related variations in the genetic contribution to psychological distress.  

1.4.2 Cohort Effects  
 
Cohort effects refer to variations in an outcome specific to groups of individuals born 
around the same time, influenced by shared social, environmental, and economic 
conditions during their formative years (3). Cohort-specific psychosocial stressors are 
tied to unique societal conditions that affect one generation differently, and do not 
affect older generations similarly at comparable ages (128,138). For example, younger 
generations have high levels of educational debt compared to the relatively debt-free 
education experienced by earlier generation (139). In contrast, age effects would refer 
to changes common to people of a certain age across cohorts (e.g., career pressures 
in midlife or increased health concerns in later years). 
 
Policy changes and economic conditions influence cohorts differently. For example, 
people entering the workforce during an economic recession may face long-term job 
instability, whereas another cohort entering during a period of growth may experience 
more stability (140). These effects are specific to the time the cohort came of age 
rather than to an age group itself. While certain experiences, like entering the 
workforce, are age-graded, the context in which they occur differs by cohort. For 
example, midlife pressures in a cohort that experienced significant economic growth 
may differ from those in a cohort facing high housing costs and stagnant wages, 
leading to different levels and sources of distress (138,141). 
 
Explanations for cohort differences and the rising rates of distress during adulthood in 
the UK have been credited to a range of determinants, both distal and proximal that 
may be specific to each cohort. On an absolute scale, living standards have improved 
over the past 150 years. An example of this is in 1860, in England, workers averaged 
66 hours per week and had a life expectancy of 40 (142,143). By 2010, on average, 
people in the U.K. worked 31 hours and had a life expectancy of 80 (142,143). For 
instance, comparing cohorts born in 1958 and 1970 in the United Kingdom reveals 
marginal differences in key socioeconomic indicators at birth. The Gini coefficient grew 
slightly from 25 to 28, and unemployment increased by 0.5% (144,145). As absolute 
living standards rose between the cohorts, life expectancy grew by two years from 70 
to 72, and nearly double of adolescents were in full-time education (142,146).  
 
Despite overall improvements in living standards, the economic position of the lowest-
income groups has deteriorated compared to the rest of the population. Between 1970 
and 1990, the proportion of individuals in households earning below 60% of the 
median income doubled, reflecting a growing income gap that has significantly 
impacted the most economically vulnerable populations (147). This increasing 
economic inequality has manifested as a polarisation within cohorts, where wealth and 
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access to resources are increasingly concentrated among the more affluent, leaving 
lower-income groups further behind. 
 
Polarisation within cohorts leads to a steeper socioeconomic gradient within each 
generation, meaning that the economic differences within a single cohort have become 
more pronounced over time (p.148) (139). The cumulative disadvantages associated 
with low socioeconomic status—such as limited access to higher education, 
healthcare, and job opportunities—compound over a lifetime, impacting psychological 
distress. Additionally, within-cohort inequalities may exacerbate psychological distress 
by amplifying social comparisons and reducing social cohesion, factors that are known 
to influence psychological distress (7,148,149). 
 
Study 2 of this thesis investigates whether the polygenic score for psychological 
distress varies across cohorts, addressing a gap in current research by examining how 
genetic contribution may be moderated by the distinct socio-economic and broader 
environmental contexts experienced by different birth cohorts. This study is novel in 
that it compares whether the expression of polygenic scores varies between cohorts, 
potentially due to shifting societal conditions or genetic factors. It extends beyond age-
specific effects to consider how cohort differences might shape the manifestation of 
psychological distress in individuals.  
 
Additionally, Study 3 investigates the interaction between the polygenic score for 
psychological distress and early-life socioeconomic circumstances, as measured by 
father’s social class. This study is original in its aim to test cohort and sex differences 
in the GxE between polygenic scores and father’s social class across adulthood. By 
examining these interactions, the thesis provides a more comprehensive 
understanding of how psychological distress is influenced by polygenic score, cohort-
specific environmental conditions, and time. 
 

1.4.3 Period Effects  
 
Period effects refer to changes in outcomes that are attributable to the specific 
calendar period or historical time in which individuals are observed, irrespective of 
their age or birth cohort (9). This necessitates the assumption that psychosocial 
stressors are tied to a unique period where societal conditions affect all generations in 
the same way. For example, a global pandemic may or may not increase the 
psychological distress of an entire population across all age groups, irrespective of 
(10,11). 
 
Although this thesis’s findings were interpreted using a age-cohort lens, it is possible 
that unmeasured period effects could contribute to the observed patterns. However, in 
this thesis, period effects are not explicitly modelled. This is primarily due to it not being 
the main research question of interest. Period effects are best assessed when a clear 
natural experiment or policy discontinuity exists—using, for instance, difference-in-
differences or regression discontinuity designs—but no such discrete, identifiable 
period exists in the context of this study to justify that analysis. Instead, this thesis 
focuses on age and cohort effects as reflections of broader social contextual shifts 
over time, a perspective aligning with cohort analysis that embraces the 
intertwinement of age-period-cohort processes, thereby assuming no long-term period 
trend (5,8,12). 
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1.4.4 Gender/Sex effects 
 
There are gender differences in mental health observed across many populations, 
known as the gender gap in distress (13). Across multiple countries, women tend to 
report higher psychological distress levels than men (14–16).  
 
There are multiple theories that attempt to explain why women could experience 
higher psychological distress compared to men. The biopsychosocial model for the 
gender gap in psychological distress emphasises that no single mechanism explains 
phenomena sufficiently, but rather the interplay of biological, psychological, and social 
mechanisms that work together (17,18). Across these domains, (i) biological/sex-
linked factors include neuroendocrine dynamics across puberty, perinatal periods and 
perimenopause, differences in HPA-axis reactivity, and immune–inflammatory 
pathways (19,20); (ii) psychological processes include differences in emotion 
regulation, rumination and stress appraisal (18); and (iii) social and structural 
factors include gendered exposures to violence, discrimination, caregiving burden, 
work–family conflict and economic precarity (21). These domains interact over the life 
course. Through the lens of lifecourse epidemiology, the predominant explanation is 
the cumulative disadvantage theory, which posits that early life advantages or 
disadvantages shape an individual's trajectory over time, leading to differential 
outcomes in later life (22,23). Women face greater structural strain due to gender 
inequalities, which accumulates as a form of life course disadvantage that may impact 
psychological distress outcomes (24).  
 
As outlined, one mechanism may be a biological basis for sex differences in distress 
(19,20,25). Prior evidence investigated biological sex differences contributing to the 
female gap in distress outcomes using GWAS (26,27). The most recent and largest 
sex-stratified meta-analysis GWAS of depression found more genetic variants 
contribute to MDD risk in females (~13,244 variants) versus males (~7,111 variants) 
meaning greater polygenicity in females (28). There is a potential for gene-
environment entanglement here. As if women are exposed to cumulative disadvantage 
to then express the phenotype, it is not the XX chromosome giving rise to SNP variants 
that contribute to polygenic distress burden. Rather, the lived experience of social and 
structural inequality across the lifecourse may interact with biological systems in ways 
that magnify the genetic signal observed in women, such that polygenicity could reflect 
the interplay between social exposures and genomic architecture rather than a purely 
intrinsic sex-linked difference. 
 
However, it has been shown that the female gap in mental health is not ubiquitous. A 
study identified the female gap in positive mental health was not present in 26 out of 
73 countries indicating variation by cultural context (29). The same female adolescents 
were found to have higher psychological distress across all 73 countries. There is 
evidence for both social and biological factors driving differences in distress levels 
between genders, and these factors may be context specific and thus may differ by 
time and place. Therefore, it would be pertinent to test for gender differences as 
supplementary analyses in each of the empirical chapters of this thesis.  
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1.5 Social Gradient of Psychological Distress  
 

Socioeconomic status (SES) and socioeconomic position (SEP) are terms used to 
describe an individual's or group's standing within a society's stratified social structure 
(167,168). SES is typically current social and economic conditions (e.g., education, 
income, occupation), whereas SEP encompasses broader, lifelong dynamics, 
including historical and structural factors (169). Theoretical foundations for these 
concepts come from sociologists who focused on the acquisition and distribution of 
capital and status in society – including Karl Marx, Max Weber, and Pierre Bourdieu 
(170–172).  
 
Marx emphasised the structural relationship between individuals and the "means of 
production" focusing on class conflict and material inequality as defining features of 
societal stratification (171). Weber expanded this framework, arguing that stratification 
occurs across multiple dimensions, including class, status, and power, and that 
individuals actively shape their “life chances” through skills and social capital (172). 
Bourdieu introduced the concept of "capital" in its various forms—economic, social, 
and cultural—to explain how individuals and groups maintain and reproduce social 
advantage (170). Together, these theories highlight the multifaceted and dynamic 
nature of SEP, its material and symbolic components. 
 
SEP is thought to contribute to health disparities through two main mechanisms: social 
causation and health selection (173). The social causation hypothesis posits that 
socioeconomic disadvantage exposes individuals to adverse environmental conditions 
that lead to poorer health outcomes (173). These exposures include material 
deprivation (e.g., poor housing, inadequate nutrition), psychosocial stress, and poor 
access to education. In contrast, the health selection hypothesis posits that health 
influences SEP, with poor health limiting educational attainment, employment 
opportunities, and income potential (173). For example, chronic illness or disability in 
childhood can restrict academic performance, resulting in lower occupational status 
and income in adulthood. While both mechanisms operate to some extent, for health 
outcomes like psychological distress, where the cumulative effects of disadvantage 
persist across the lifecourse, evidence supports social causation as the primary driver 
of health inequalities (174,175). 
 
There is a wide body of evidence that demonstrates a social gradient in psychological 
distress, where individuals in lower socioeconomic positions report higher levels of 
distress than those in higher positions (4,5,176). This gradient persists across 
adulthood, reflecting both material and psychosocial inequalities (177). Financial 
insecurity is associated with elevated risk of psychological distress (176,178,179). 
Psychosocial stressors such as social isolation, discrimination, and perceived lack of 
control further exacerbate distress as part of socioeconomic disadvantage 
(12,180,181). Longitudinal studies highlight the cumulative effects of disadvantage, 
showing that chronic exposure to adverse conditions amplifies distress over time (182). 
Importantly, this gradient is not static; it evolves across the lifecourse, with early life 
shaping adult mental health outcomes and adult circumstances exerting additional, 
compounding effects (3,11,183). 
 
The relationship between socioeconomic circumstances and psychological distress 
may be influenced by cohort and age effects (3,123,183). Cohort effects capture how 
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specific generations’ social and economic conditions shape their mental health 
outcomes. For example, individuals born during economic hardship or limited access 
to education may experience a steeper social gradient in distress than later-born 
cohorts who benefit from improved living standards (3,122).  
 
Emerging research has identified that, as with other complex behavioural traits, 
socioeconomic status has genetic underpinnings (184,185). However, it should be 
clear that environmental factors mediate the genetic contribution, as individuals with 
similar genetics can achieve vastly different socioeconomic outcomes depending on 
their social contexts. For example, access to advantageous environments can amplify 
or mitigate genetic factors. Importantly, this research does not suggest that 
socioeconomic disadvantage is biologically determined; rather, it underscores the 
complex interplay between genetics and social environments in shaping life chances 
(186).  
 
Study 3 examines the interaction between polygenic scores for psychological distress 
and early-life socioeconomic circumstances, as measured by the father’s social class. 
This study is original in its dual focus on genetic vulnerability and socioeconomic 
background across generational contexts, addressing how early-life conditions unique 
to each cohort might amplify or mitigate the expression of genetic liability to 
psychological distress. By exploring these interactions, the thesis offers a more 
comprehensive understanding of how polygenic score for psychological distress are 
influenced not only by age but also by cohort-specific environmental conditions. 
 
Environments, when conceptualised through age, cohort, and father’s social class, 
offer a developmental framework for understanding the interplay between 
socioeconomic factors and psychological distress. Drawing on developmental theory 
from Hogben and Lewontin, this perspective emphasises how shared environments 
(e.g., familial socioeconomic conditions like father’s social class) and non-shared 
environments (e.g., individual experiences unique to individuals) interact dynamically 
with genetic contribution to shape mental health outcomes  
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2 Research Questions  
 
Study 1: Age differences in the association between polygenic scores and 
psychological distress: evidence from the 1958 British Birth Cohort 
 
Main objective: to examine whether the polygenic score for psychological distress is 
associated with phenotypic psychological distress at ages 23, 33, 42 and 50 in the 
1958 National Child and Development Study (1958c).  
 
Research Question 1: Does the magnitude of association between polygenic score 
and adult psychological distress outcomes differ from age 23 to 50? 
 
Research Question 2: Does the amount of variance explained in adult psychological 
distress outcomes by polygenic scores differ from age 23 to 50? 
 
Study 2: Cohort differences in the association between polygenic score and 
psychological distress: evidence from the 1958 and 1970 British Birth Cohorts 
 
Main objective: to examine whether the polygenic score for psychological distress is 
associated with phenotypic psychological distress using the 1958c from the previous 
chapter and the 1970 British Cohort Study (1970c). 
 
Research Question 1: Does the association between polygenic score and adult 
psychological distress outcomes differ at all age points in the pooled 1958c and 1970c? 
 
Research Question 2: Does the association between polygenic score and adult 
psychological distress outcomes differ by cohort? 
 
Research Question 3: Does the association between polygenic score and adult 
psychological distress outcomes differ by sex? 
 
Study 3: Investigating gene-environment interplay between polygenic score 
and father’s social class on adult psychological distress during adulthood 
 
Main objective: to examine whether father’s social class interacts with polygenic 
scores in its association with adulthood psychological distress in the 1958c and 
1970c. 
 
Research Question 1: Does the association between polygenic scores for distress 
and adult psychological distress outcomes vary according to father’s social class? 
 
Research Question 2: Do the independent associations or interactions between 
polygenic score for distress and father’s social class on adulthood psychological 
distress differ by cohort or by sex? 
 
Research Question 3: Using meta-analysis, is there robust evidence of an interaction 
between polygenic score for psychological distress and socioeconomic circumstances 
on adulthood psychological distress outcomes?   
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3 Description of the Data and Analytical Strategies 
 

3.1 Introduction to the Data  
 

3.1.1 1958 National Child Development Study (1958c) 
 

The 1958 National Child Development Study is a nationally representative longitudinal 
birth cohort study following the lives of 17,415 individuals born in a single week of 
March 1958, with 9,100 in the data collection of 2013-14 at age 55 (187). 1958c is 
nationally representative of the population born in England, Scotland, and Wales in 
that year. Immigrants born in the reference week were added to the target sample at 
ages 7, 11 and 16, which resulted in a total sample of 18,558 cohort members. Its 
original aim was to investigate factors associated with positive and negative health 
outcomes among mothers and children. There have been nine points of data collection 
at birth and from ages 7, 11, 16, 23, 33, 41-42, 46-47, 50, 55, and the next survey of 
the 1958c will include data collected between 2020 and 2023. Data are collected using 
a mix of face-to-face interviews, and telephone interviews with a biomedical data 
collection at age 44-45, and another ongoing for age 62.  
 

3.1.2 1970 British Birth Cohort Study (1970c)  
 

The 1970s British Birth cohort is a nationally representative longitudinal birth cohort 
study of children born in a single week in 1970 in England, Scotland, and Wales (188). 
Immigrants born in the reference week were added to the target sample at ages 5, 10 
and 16. This resulted in 79 new participants at age 5, 294 at age 10 and 65 at age 16. 
Data collection was conducted at birth and then at ages 5, 10, 16, 26, 30, 34, 38, 42, 
46, and 51 between 1970 and 2022 (188). Data collection has been done via face-to-
face interviews, postal surveys, and a biomedical data collection via a nurse visit that 
occurred at ages 46-48 (188). 
 

3.1.3 Sample Size  
 
Inclusion criteria for the samples used throughout the thesis necessitated individuals 
who contributed data for at least one time point for the malaise inventory score, who 
were of European ancestry and who had genetic data for a polygenic score to be 
derived.  
 
Table 2: Summary of Sample Sizes  

Study Total for main 
analysis 

Sensitivity 
(complete case) 

Cohort-stratified  Sex-stratified 

1 6312 1958c: 3748 N/A Female=3172 
Male=3140 

2 10713 1970c: 2446 1958c=6312 
1970c=4401 

Female=5259 
Male=5454 

3 8923 N/A 1958c=5242 
1970c=3681 

Females=4300 
Males=4623 
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3.1.4 Genetic Data 

In the 1958c, genetic data were collected from the biomedical survey between 2002 
and 2004 at age 44-46 blood samples were taken from 9,377 individuals (187). The 
quality-controlled imputed set of genotypes contained 7,545,708 variants and 6,396 
individuals (genome build: GRCh38, imputation with TOPMed). In the 1970c, genetic 
data were collected during the age 46 biomedical data collection, blood samples were 
taken from 8,581 individuals, and genetic data collected from 5,905 samples (188). 
The quality-controlled imputed set of genotypes contained 8,640,849 variants and 
5,598 individuals (genome build: GRChr38, imputation with TOPMed).  

Both the 1958c and 1970c utilise the same quality control process. The benefit of this 
harmonisation enables a more robust comparison. Quality control of the 1958c and 
1970c genetic data was conducted using PLINK 1.9/2.0 and R v 4.1.2. Table 3 details 
the removal of individuals and SNPs depending on the process of quality control 
outlined below. More information about genetic data collection and quality control can 
be found at: https://cls-genetics.github.io/docs/NCDS.html, https://cls-
genetics.github.io/docs/BCS70.html, Shireby et al. 2024 and Bridges et al. 2023 
(189,190). Access to (quality controlled and imputed) genetic data is granted via formal 
application, from the U.K. Data Service (191).  

Quality Control  

Quality control removed individuals if they met the following criteria:  

• >2% missing data – individuals with over 2% missing genotype data are 
removed. Missing data can lead to biased and less reliable results, affecting 
statistical power and imputation quality. 

• Discordant sex between predicted genetic sex and sex reported in the 
phenotypic data, excluding females with an F value > 0.2 and males with an F 
value < 0.8. 

• Excessive heterozygosity – individuals with outlying rates of heterozygosity as 
defined by more than 3 standard deviations from the mean are removed. 

• Closely related individuals in the sample (king-cutoff 0.0884), where one 
individual from each pair of related samples was excluded based on the King 
greedy related algorithm. 

• Non-European ancestry as determined by merging the 1958c combined 
genotypes with data from 1000 genomes Phase 3, linkage disequilibrium 
pruning the overlapping single nucleotide polymorphisms (SNPs) such that no 
pair of SNPs within 1000 bp had r2 > 0.20 and inspecting the first genetic 
principal components to assess using a threshold of >4 standard deviations 
from the mean to exclude outliers i.e. non-European ancestries. 

Quality control removed SNPs if they met the following criteria:  

• Minor allele frequency of <1% – SNPs occurring in less than 1% of the 
population are excluded because they are rare, more prone to genotyping 
errors, and have reduced power for identifying SNP-phenotype associations.  

https://cls-genetics.github.io/docs/NCDS.html
https://cls-genetics.github.io/docs/BCS70.html
https://cls-genetics.github.io/docs/BCS70.html
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• Hardy-Weinberg equilibrium (HWE) of P <1x10-6- deviation from HWE is a good 
indicator of genotyping error, and can indicate evolutionary selection, whereby 
genetic drift, selection pressures or migration influence the allele frequencies in 
a population. 

• >3% missingness – SNPs which are missing in over 3% of individuals are 
removed. 

Table 3: Genetic data quality control summary of the removal of individuals and 
SNPs for the 1958c and 1970c 

 1958c 1970c 

>2% missing data 0 individuals 136 individuals 

Discordant sex 0 individuals 15 individuals 

Excessive 
heterozygosity 

0 individuals 46 individuals 

Closely related 
individuals 

23 individuals 35 individuals 

Non-European ancestry 72 individuals 83 individuals 

Minor allele frequency of 
<1% 

0 SNPs 0 SNPs 

Hardy-Weinberg 
equilibrium deviation 

60 SNPs 0 SNPs 

>3% missingness 0 SNPs 0 SNPs 
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3.2 Measures 
 

3.2.1 Psychological Distress  

Across both 1958c and 1970c multiple measures of mental health were used, including 
the Malaise Inventory Score, Short Form Health Survey, the Warwick Edinburgh 
Mental Wellbeing Scale, the Generalised Anxiety Disorder 2-item and the Patient 
Health Questionnaire (192–196). This thesis used the malaise inventory score as it 
was the closest in conceptualisation to psychological distress that was also most 
repeatedly measured and therefore the most comparable between the two birth 
cohorts. The Malaise Inventory is used across multiple British Birth Cohorts: the 
1970c, the 2000 Millennium Cohort study, and 1958c. It has also been tested and 
validated in different populations, including in New Zealand (197).Thereby 
strengthening its utility in mental health research. 

The Malaise Inventory was developed by Rutter and colleagues in 1970 and derived 
from the Cornell Medical Index Health Questionnaire (192,198). The questionnaire 
consists of 24 questions pertaining to the participants' current or recent state. These 
questions require a simple "yes" or "no" response and do not require participants to 
recall their symptoms or state within a specific period, such as the last two weeks. 
Scores then range from 0-24 in the full format. In case of missing items, prorated 
imputation was conducted if up to 2 items were missing for the 9-item score in both 
cohorts. This adheres to prior prorated imputation methods; imputation is only done if 
no more than 20% of the items are missing. For nine items, that would be no more 
than 2.8 missing was rounded down to 2. Missing items are imputed from the 
individual’s mean answer to the observed items.  

The Malaise Inventory measures psychological distress from items that capture both 

somatic and genitive-affective symptoms, which are characteristic of depressive 

symptoms (199). The measure was developed as a unidimensional construct. The 

Malaise Inventory was previously found to be reliable in 1958c participants by having 

fair internal consistency with a Cronbach’s Alpha of a=0.77 at age 23 and a=0.80 at 

age 33 (199); 0.70 to 0.80 is deemed good (200–202). At older ages, it has stronger 

internal consistency compared to earlier time points; therefore, it may better capture 

the construct at these ages. In this thesis, both cohorts have a similar trend in internal 

consistency with stronger internal consistency in older time points compared to earlier. 

However, in 1958c alpha is initially larger than 1970c and then switches at the later 

ages to 1970c, having marginally larger Cronbach’s Alpha values (Table 3). Yet, the 

confidence intervals of the Cronbach’s Alpha estimate overlap, implying comparable 

reliability of the Malaise Inventory across cohorts at similar ages. 

The Malaise Inventory score’s external criterion/concurrent validity was tested by ROC 
analyses between psychiatric morbidity diagnoses within the 1958c and the Isle of 
Wight Epidemiological Survey (199). For the 24-item Malaise score, the area under 
the curve was 0.79 between ages 16-23 and 0.77 for ages 23-33, which are 
considered fair values (199). In another study by Hirst et al., the authors assessed 
criterion/concurrent validity using Goodman and Kruskal's gamma with two other 
measures of stress: (1) the symptom scale and (2) the use of medication scale. They 
found a positive moderate association between the malaise inventory score and the 
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symptom scale at 0.57 and 0.50 for the medication scale (203). Measurement 
invariance of the malaise inventory was previously tested and showed scalar 
invariance across time within the same population and between cohorts (204). This 
means that individuals across different time points and birth cohorts interpret and 
respond to the items in a comparable way, allowing for valid comparisons of mean 
levels of psychological distress. For the purposes of this thesis, scalar invariance 
supports the assumption that differences in malaise scores across age and between 
cohorts reflect true differences in distress, rather than differences in how the measure 
functions across groups or time. 

 

Psychological distress was measured using the Malaise Inventory as the 24-item at 
ages 23, 33, 42 in 1958c and ages 16, 26, and 30 in the 1970c. The reduced 9-item 
was given at age 50 in the 1958c and from age 34 onwards in the 1970c. The 9-item 
version is a subset of the 24-item version (Table 5). The questionnaire asks a variety 
of items about whether you have experienced a variety of somatic and cognitive 
symptoms. This thesis utilised the 9-item version sum scores for all analyses as the 
outcome variable, as this enabled the inclusion of age 50 in the 1958c and ages 34-
46 in the 1970c. 

Aligning items across instruments shows that the Malaise Inventory shares 
considerable overlap with the depressive and anxiety symptom domains assessed in 
the GWAS (e.g., low mood, worry and anxiety). At the same time, the Malaise includes 
items on irritability, which extend beyond the constructs captured in the GWAS 
measures. This partial overlap implies that our results should not be interpreted as 
reflecting a one-to-one correspondence with depressive symptom GWAS outcomes. 
Instead, associations with the Malaise may index a broader psychological distress (low 
mood/anxiety) construct. This could attenuate correlations relative to what might be 
observed with perfectly aligned measures, but the direction of any bias is uncertain. 
Consequently, effect sizes should be interpreted with caution, and future work using a 
GWAS utilising better harmonised measures would help clarify the degree to which 
construct differences shape observed genetic associations. 
  

Table 4: Summary of the Cronbach’s Alpha for 9-item Malaise Inventory Score at 
ages 23-50 in both the 1958c and 1970c 

1958c 1970c 

Age Cronbach’s Alpha (95% CI) Age Cronbach’s Alpha (95% CI) 

23 0.71 (0.69-0.72) 26 0.70 (0.68-0.71) 

33 0.76 (0.74-0.77) 30 0.73 (0.71-0.75) 

42 0.76 (0.75-0.77)  34 0.77 (0.76-0.78) 

50 0.80 (0.79-0.81) 42 0.76 (0.74-0.78) 

  46 0.82 (0.80-0.83) 
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Table 5: Malaise Inventory Score items used at different ages in the 1958 and 
1970c, responses were asked "yes" or "no" for presence of symptoms 

Item Symptom Questions 9-item (ages 23, 
33, 42, 50 in 
1958c) 

24-item (ages 23, 
33, 42 1958c, ages 
34+ 1970c) 

1 Backache Do you often have backache?  X 

2 Fatigue Do you often feel tired most of 
the time? 

X X 

3 Low Mood Do you often feel depressed? X X 

4 Headache Do you often have bad 
headaches? 

 X 

5 Worry Do you often get worried 
about things? 

X X 

6 Sleep Do you usually have great 
difficulty in falling or staying 
asleep?  

 X 

7 Awake Do you usually wake 
unnecessarily early in the 
morning? 

 X 

8 Health Anxiety Do you wear yourself out 
worrying about your health? 

 X 

9 Rage Do you often get into a violent 
rage? 

X X 

10 Annoy Do people annoy and irritate 
you? 

 X 

11 Twitching Have you at times had a 
twitching face, head, or 
shoulders? 

 X 

12 General 
Anxiety 

Do you suddenly become 
scared for no good reason? 

X X 

13 Situational 
Anxiety 

Are you scared to be alone 
when there are not friends 
near you? 

 X 

14 Irritable Are you easily upset or 
irritated? 

X X 

15 Social Phobia Are you frightened of going 
out alone or meeting people? 

 X 

16 Tension Are you constantly keyed up 
and jittery? 

X X 

17 Indigestion Do you suffer from 
indigestion? 

 X 

18 Stomach Do you suffer from stomach 
upset? 

 X 

19 Appetite Is your appetite poor?  X 

20 Nerves Does every little thing get on 
your nerves and wear you 
out? 

X X 

21 Panic Does your heart race like 
mad? 

X X 

22 Eye Pain Do you often have bad pain in 
eyes? 

 X 

23 Rheumatism Are you trouble with 
rheumatism? 

 X 

24 Breakdown Have you ever had a nervous 
breakdown? 

 X 
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3.2.2 Polygenic scores  
  
Polygenic scores (PGS) were created for psychological distress using PRSice-2 v 
2.3.5 (205). The PGS was weighted using the Baselmans et al. 2018 GWAS for 
depressive symptom measurement (1,067,913 individuals) (51). This GWAS was 
selected from the GWAS catalog, with a trait identifier of EFO_0007006. It was the 
most recently conducted under this trait, with the largest sample size (N=1,067,913) 
and the highest number of SNP associations found (n=239). It had the most extensive 
age range, which included early adults to older adults. This was a necessary 
characteristic in the selection of the GWAS as the PGS assessed the genetic 
contribution over adulthood. Therefore, the PGS needed to be trained on a cross-
section of ages across the lifespan, otherwise the testing of age effects would be 
limited.  
 
The Baselmans et al. 2018 GWAS of depressive symptoms was derived from a meta-
analysis of multiple datasets, which used various continuous measures for the 
phenotype, such as the General Health Questionnaire and Centre for Epidemiologic 
Studies - Depression (Supplementary Table 1) (206,207). These measures are all 
examples of questionnaires that are attempting to assess a continuous construct of 
depressive symptoms. Therefore, this GWAS phenotype was the closest to align with 
the Malaise Inventory Score, as it asked comparable questions assessing low mood 
and other depressive symptoms (Supplementary Table 2).  
 
None of the GWAS samples in the GWAS utilised the Malaise Inventory Score. The 
1958c and 1970c were not included in any of the GWAS (Supplementary Table 1). If 
they were included, it would bias the results towards overestimation. 
  
This GWAS was originally reported using the human genome build GRCh37. 
Therefore, the summary statistics were lifted over to the GRCh38 build to match the 
1958c and 1970c data genome build, with 4,310,707 of 4,980,155 SNPs successfully 
converted. After clumping and thresholding Study 1 polygenic score included all 
available SNPs (n=111,772, p value threshold = 1; n=124, p value threshold = 5 x 10-

8). For Study 2 and 3 another polygenic score was made to aid comparison between 
the 1970c and 1958c, whereby the included SNPs were restricted to overlapping 
variants in both cohorts’ polygenic scores (n=93,962, p value threshold = 1; n=186, p 
value threshold = 5 x 10-8) (Table 6).  
 
This restriction was necessary because the two cohorts were genotyped on different 
platforms and imputed separately, resulting in partly distinct SNP sets. Using only the 
overlapping variants ensured that the polygenic scores in each cohort were 
constructed from the same set of genetic markers, thereby making results directly 
comparable. Although this approach reduced the number of SNPs by 2144 and hence 
statistical power, it avoided introducing bias due to differential SNP availability 
between cohorts and increased the interpretability of cross-cohort comparisons. 
 
The PGS was created using the clumping and thresholding method (208). Clumping 

is achieved by removing highly correlated variants, with the linkage disequilibrium (LD) 

cut-off parameter set at r2=0.1 and a window of 250kb (209). For the PGS’ used in this 

thesis, clumping parameters were chosen for European-ancestry LD structure and the 
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polygenic architecture of depressive symptoms. A 250-kb window reflects the typical 

distance over which LD decays to background levels in European populations 

balancing the removal of correlated SNPs with the retention of independent loci (210). 

The r² threshold of 0.1 was chosen to minimise redundancy while capturing weak, 

polygenic signal characteristics of depressive symptoms, aligning with parameters 

from recent GWAS and previous studies (211,212).  

 

For each study, PGS’ were created by weighting the effect sizes of the single-

nucleotide polymorphisms (SNPs) associated with the distress trait from the initial 

GWAS at 14 p-value thresholds (5 × 10−08, 1x10−08, 0.0001, 0.00015, 0.0002, 0.0005, 

0.001, 0.005, 0.009, 0.2, 0.3, 0.4, 0.5, 1). The number of SNPs included at each of 

threshold is reported in Table 6. PGS’ were standardised to have a mean of 0 and a 

standard deviation of 1; thus, a higher polygenic score represents higher genetic 

liability to the trait. PGS were also standardised with both cohorts combined, and the 

same SNPs included for Studies 2 and 3. 

 
There is no set methodology for threshold choice when using the clumping and 
thresholding method for PGS creation; previous studies have defined the optimal p-
value threshold as that which explains the most phenotypic variation for a trait. 
Maximising R² enabled capturing aggregate genetic liability relevant to prediction 
across adulthood, rather than isolating causal variants. Furthermore, a permissive p-
value threshold increases the risk of false positives but decreases the risk of false 
negatives. Therefore, at a more stringent threshold (e.g. 5 × 10–8), the variance 
explained may be lower than with a more liberal threshold (e.g. at a threshold of 1) 
(213). Prior research used thresholds between 0.005 and 1 for a similar phenotype 
(212). For Studies 1 and 2, specification curve plots were created with the incremental 
R2 for each threshold to help illustrate the most predictive threshold as 0.005 for both 
1958c and 1970c across all ages (see Section 5.3.4 Figure 17). Alongside helping to 
identify the optimal threshold, the specification curve plots were used as a sensitivity 
analysis as the choice of threshold may alter the magnitude of estimates by age and 
cohort. 
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Table 6: Number of SNPs included at each P-value threshold for the polygenic scores 
used in this thesis 

 Study 1 Study 2 and 3 

Threshold 
Distress PGS in 
1958c 

MDD PGS in 
1958c 

Distress PGS with overlapping 
SNPs 

5.00x10-08 194 83 186 
1.00x10-08 746 415 705 
0.0001 1555 1095 1469 
0.00015 1793 1334 1693 
0.0002 1994 1558 1882 
0.0005 2793 2561 2625 
0.001 3829 3820 3599 
0.005 26310 47624 24166 
0.009 36168 71539 32907 
0.1 38338 76817 34849 
0.2 55706 121923 49981 
0.3 68816 158417 61051 
0.4 79399 188883 69610 
0.5 88110 214468 76472 
1 111772 292495 93962 

NB: PGS = polygenic score, SNPs = single nucleotide polymorphisms 
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3.2.3 Father’s Social Class  
 
Socioeconomic position has been defined in many ways, as discussed in the 
Introduction. Fathers’ social class was selected as the environmental exposure 
variable. This is based on the Registrar-General’s Social Classes, which classify social 
class by occupational group: I (professional), II (managerial and technical), IIIN (skilled 
non-manual), IIIM (skilled manual), IV (partly skilled), and V (unskilled) and measured 
when participants were age 11 (214). 
 
Father’s social standing was categorised into a manual versus non-manual 
classification to ensure an equal sample size for each group, as well as to align with 
previous research conducted on these cohorts using the malaise inventory score 
(215). The non-manual category comprises classes I-III from the Registrar General’s 
social class, which includes professional, managerial, and skilled non-manual 
labourers. The manual category includes classes IV-VI from the Registrar General’s 
social class, including the manual, partially skilled and unskilled labourers. The 
economically inactive category contained N=372 participants, which included fathers 
of participants who were unemployed, retired and disabled; these were dropped from 
the variable (216). They were dropped due to their economic inactivity, as they did not 
fit into the conceptualisation of the economically active ordinal nature of the variable. 
Therefore, it would be inappropriate to amalgamate them into the category V 
(unskilled). The small sample size also precluded them from being a separate 
category.  
 
Mother’s social class was not used as in both cohorts' social class was classified using 
the Registrar General’s Social Class (RGSC), which was primarily based on male 
occupations (215). This reflects the social norms of the time whereby expansion of 
women’s economic activity in the workplace had reached 57% amongst women of 
prime working age between 25-and 57 by 1975, compared to 90% employment for 
men (217). Although there was increasing gender equality, in the 1950s and 1970s, 
fathers were still more likely to be most families’ primary earners. Their occupation and 
social class were often considered representative of the family’s overall 
socioeconomic status (215,218). Therefore, only father’s social class was used in the 
present study. 
 
Further justification for why the present study used the father’s social class as an 
indicator of childhood socioeconomic position and broader childhood circumstances is 
outlined below.   
 
It should be recognised, however, that an alternative approach commonly used in 
analyses of these cohorts is the dominance method, whereby the higher of the two 
parents’ occupational classes is taken, or the mother’s occupation is substituted when 
no father is present (37). This approach may more fully capture family resources in 
two-parent households and avoid underrepresentation of single-mother families. This 
thesis study retained a father-only measure.  
 
This decision was motivated by the need for cross-cohort comparable measures of 
childhood social class as a proxy for distinguishing between advantaged and 
disadvantaged circumstances. Historically, the male head of household’s occupation 
was treated as the primary household indicator of social class. For this thesis, in both 
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the 1958c and 1970c the age 11 father’s social class was utilised, which is derived 
from 1958c variable n1687 (RG Social Class 1970 version), and the 1970c variable 
c3.4 (RG Social Class 1980 version). These were then standardised according to the 
RG Class 1990 version to enable comparison between the cohorts using the CLOSER 
harmonisation work package 2 variable fclrg90.  
 
The main factor that precluded the dominance approach was measurement non-
equivalence: mother's social class variables span incompatible classification systems 
(GRO 1966, RG 1970, RG 1980) that cannot be reliably harmonised across cohorts. 
Father's social class was consistently standardised to RG 1990 (CLOSER variable 
fclrg90), enabling robust cross-cohort comparison. Using different measurement 
strategies across cohorts would introduce further measurement error. 
 
The details below outline the exact variables investigated as potential candidates for 
utilisation of the dominance approach and the subsequent issues with measurement 
and minimal sample size increase. If the dominance approach was utilised, the 
following variables could have been used from the 1958c and 1970c to include 
mother’s social class:  
 
1958c: 

1. At birth, n660 Mother’s father’s social class using the GRO (1951) 
2. At birth, n492/n236 Mother’s social class via her husband’s social class using 

the GRO (1951) 
3. At birth, the variable n1687 showed that 510 households did not have a male 

head , i.e. single-mother households. By age 11, the variable n1685 indicates 
that 702 households had no male head.  

4. At age 11, n1225 asks mother’s occupation (GRO 1966), 6,974 have missing 
values.  

 
 
1970c: 

1. At birth, there are two variables a0014 (Father’s social class in 1970) and a0018 
(Mother’s social class in 1970). These are derived from asking about their 
occupation in the questionnaire and then converting it to the RG social class 
1970 version. 

2. At age 10, the variable c3.11 mother’s social class as per RG Social Class 1980 
version. By age 10 there were 534 households that gave insufficient data or no 
data on father or mother’s social class and a further 1,002 missing completely. 

 
By age 11, n1225 asks the mother’s occupation as based on the GRO 1966 
classification system. These two variables (n1225 & n1687) are correlated at r=0.35, 
showing a moderate relationship. However, the gain in cases is small, as when 
tabulating between them, there is potential to include 577 extra participants. Yet due 
to only being able to include those who contributed genetic data, the actual gain would 
only be 201 cases. 
 
A further consideration is not only the gain in participants from this approach, but also 
the balance with whether they are analogous schemas and categories. Therefore, it 
must be considered whether there is feasible comparability between different social 
class indicators at various time points and across genders. 
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The reliance on the male head of household as the wider household indicator of class 
is reflected in the lack of the mother’s social class at birth being attributed to their own 
occupation being recorded, but rather that of their own father’s in the 1958c. If the 
1958c variable, n660 - father of the mother’s social class at birth, was utilised 
alongside the 1970c variable a0018, it would be hard to ensure consistent 
comparability between the 1951 GRO and the 1970 RG social class. This is due to 
revisions to the Registrar General’s Social Class (RGSC) as to how occupations were 
classified across the 1970, 1980, and 1990 versions, let alone the 1951 precursor. 
Under the 1970 scheme, occupations were ordered primarily by their “standing in the 
community,” with little explicit reference to occupational competence. As a result, coal 
miners were often placed in the lower classes (IV–V), reflecting low prestige, despite 
the technical demands of their work (38). Similarly, farmers were inconsistently 
allocated depending on their perceived status, with larger landowners more likely to 
be placed in Class II and smallholders positioned lower. Clerical and retail workers 
were coded relatively highly, occupying Class III on the basis of their social reputation. 
In the 1980 revision, however, social class was redefined in terms of occupational skill 
rather than prestige (39) (p.77-108). This reclassification saw miners reallocated to 
Class III manual, recognising the training and competence required for the occupation, 
while farmers were more consistently placed in Class II as managers or technical 
workers. By contrast, clerks and shop assistants were downgraded to Class IV, as 
their tasks were deemed to require limited skill. 

The 1990 revision, based on the new Standard Occupational Classification, made the 
skill framework more explicit, defining class in terms of the competence required to 
perform an occupation (40). This change consolidated the earlier reallocation of 
manual occupations upward in status, while also maintaining the downward movement 
of routine non-manual roles relative to 1970. For example, agricultural labourers were 
firmly classified as Class V, while farm managers remained Class II, marking a clearer 
distinction between managerial responsibility and unskilled work. Clerks remained in 
Class IV, but supervisory staff or retail managers could be placed in Class II, 
demonstrating the sharper mapping between occupational authority, competence, and 
class position. Overall, the cumulative effect of the 1980 and 1990 revisions was to 
move the classification system away from a prestige-based hierarchy and toward a 
skill- and competence-based framework, though continuity was preserved in order to 
maintain comparability with earlier time series (39,40). 

As a result, the decision was made to keep using the CLOSER work package 2 
variable fclrg90 to ensure robust comparison between cohorts for fathers’ social class 
due to the harmonisation and standardisation efforts made to update the RG 1970 and 
1980 schemas to the 1990.  

 

3.2.4 Covariates  
  
Covariates included across the thesis in varying combinations include the 10 first 
principal components of genetic ancestry, sex as male (0) and female (1), age, age 
squared and cohort as 1958c (0) and 1970c (1).  
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Sex was included to reduce the confounding that comes from a non-random sample 
and potential additional response from females over males, as prior survey research 
has shown females were less likely to drop out of cohort studies (222).  
 
Cohort coded as 1958c (0) and 1970c (1) was used as a covariate to account for 
cohort differences.  
 
Age and age squared were included as covariates to ensure that the reported 
associations reflect differences not attributable to age-related changes 
 
All studies include the 10 principal components of genetic ancestry, which control for 
population stratification (223,224). These help to account for the non-random 
distribution of alleles across different geographic regions and ancestral groups (225). 
Population structure is based on the grouping of individuals by geographical location 
and ancestry. When individuals cluster based on shared ancestry or geographic origin, 
it can create systematic differences in genetic variation. This can then confound 
associations by creating spurious correlations between SNPs and phenotypes. This 
can lead to incorrectly attributing an association to a specific genetic variant when the 
relationship stems from shared ancestry. Principal component analysis takes the 
genetic data of a given population and reduces it to a smaller number of variables 
(principal components) that capture the main patterns of genetic variation in a 
population. Adjusting for principal components helps ensure that polygenic score 
associations are due to genetic effects rather than population structure (223). 
 
Specific reporting of which covariates are included will be in the specific analytical 
strategy of each study.
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3.3 Descriptive analyses of 1958c and 1970c 
 

3.3.1 Mean, Standard Deviations and Histograms 
 
These analyses provide a visual and descriptive understanding of the mean level 
difference in psychological distress and its variability in both cohorts by age. They also 
enable a descriptive comparison of the cohorts. 
  
Table 7 summarises the mean and standard deviation of the 9-item psychological 
distress scores in the two cohorts 1958c and 1970c at ages 23, 26, 30, 34, 42, 46 and 
50. The magnitude of mean scores varies by ages and cohorts (Figure 5a).  
 
In 1970c cohort, the mean scores increase with age, with a decrease at age 30. It 
ranges from 1.43 to 1.74, with the highest mean observed at age 42 (Mean: 1.74, SD: 
1.89) and the lowest at age 30 (Mean: 1.43, SD: 1.65). In the 1958c cohort, the mean 
scores range from 0.94 to 1.49, with the highest mean observed at age 42 (Mean: 
1.49, SD: 1.74) and the lowest at age 23 (Mean: 1.15, SD: 1.50). There is a no7 
difference in mean scores between the two cohorts at the same ages: the1970c had 
higher distress scores at comparative ages to 1958c. 
 
The standard deviation increases across ages and between cohorts (Figure 5b). In 
1970c, it increases with age from 1.65 (age 26) to 2.06 (age 46). In 1958c, it ranged 
from 1.50 to 1.89, with the highest standard deviation observed at age 50 (SD: 1.89) 
and the lowest at age 23 (SD: 1.46). As well as 1970c having higher distress scores 
compared to 1958c, participants also vary more in their scores.  
 
In Figure 6, a histogram plot depicts the percentage frequency distribution of 9-item 
malaise inventory scores at ages 23, 26, 30, 33, 34, 42, 46 and 50 in 1958c and 1970c. 
Notably, individuals at age 30 exhibit the highest frequency of scoring 0 compared to 
other age groups, meaning they have fewer people with distress symptoms than all 
other ages. This may indicate levels of distress may reduce at this age point. 
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Table 7: Mean and standard deviation of the Malaise Inventory Score of 
participants in the 1958c and 1970c with genetic data 

Age Mean SD 

1958c   

23 1.15 1.50 

33 0.94 1.46 

42 1.49 1.74 

50 1.42 1.89 

1970c   

26 1.63 1.65 

30 1.43 1.65 

34 1.52 1.77 

42 1.74 1.89 

46 1.68 2.06 
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Figure 5: a) Mean and b) standard deviation of the Malaise Inventory Score at each 
age point, shown as a line graph for 1958c and 1970c 
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Figure 6: Histogram frequency percentage plot of the 9-item Malaise Inventory Score at ages 23, 26, 30, 33, 34, 42, 46 and 50 in 
1958c and 1970c 
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3.3.2 Correlations 
 
To better understand how the exposure and outcome variables relate to one another 
at different ages and cohorts, pairwise correlations were computed. The polygenic 
scores have an increasing correlation with malaise scores by age in the 1958c, while 
there is more variation in the 1970c. This may indicate there is a cohort difference in 
the relationship between the polygenic score and observed psychological distress. 
 
Table 8 presents a correlation matrix of psychological distress variables at ages 23, 
26, 30, 34, 42, 46 and 50, utilising the 9-item Malaise Inventory score and polygenic 
scores for psychological distress in both cohorts. The strength of positive correlation 
varied across time points, with higher correlations observed among those in closer 
temporal proximity than those more temporally distant. It therefore suggests that 
people differ from one another consistently across cohorts. However, there were still 
correlations even at temporary distant ages (e.g., rho = 0.40 for ages 23-50 in the 
1958c and rho = 0.45 for ages 26-46 in 1970c). This finding is consistent as a feature 
of longitudinal data (226).  
 

Table 8: Correlation matrix of Malaise Inventory Score variables (ages 23-50) 
the polygenic score for psychological distress in the 1958c and 1970c 

1958c Age 23 Age 33 Age 42 Age 50 PGS  

Age 23 1      

Age 33 0.47 1     

Age 42 0.43 0.50 1    

Age 50 0.40 0.44 0.56 1   

PGS 0.11 0.12 0.13 0.14 1  

1970c Age 26 Age 30 Age 34 Age 42 Age 46 PGS 

Age 26 1      

Age 30 0.53 1     

Age 34 0.49 0.54 1    

Age 42 0.46 0.49 0.55 1   

Age 46 0.45 0.47 0.53 0.62 1  

PGS 0.10 0.07 0.10 0.13 0.11 1 

PGS: polygenic score 
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3.4 Missingness Patterns and Strategy 
 
Across this thesis, missing data arose due to item non-response and attrition. 
Analysing only complete cases would have reduced statistical power and may have 
biased results if missingness was related to key exposures or outcome. Therefore, 
multiple imputation was used where appropriate to minimise information loss and to 
reduce the risk of biased estimates under the assumption of missing at random (MAR).  
 
Multiple imputation across all waves, the analysed sample is held constant across 
ages by design; therefore, age-specific changes in R² are not driven by changing 
inclusion of participants across time points. Nonetheless, selective patterns 
in observed data that inform the imputation (e.g., individuals with lower socioeconomic 
position or poorer mental health being less likely to provide outcome data at later 
waves) can make the effective sample more homogeneous with age. Such changes 
in outcome variance can influence R² even when the analysis N is constant. 
Accordingly, the age patterning of R² should be interpreted as reflecting both genuine 
developmental change and potential shifts in outcome heterogeneity under a MAR 
assumption that may not fully hold. 
 
Patterns of missing information were examined in both cohorts to evaluate the 
potential effects of incomplete data on the results. Predictors of who provided and did 
not provide data are important, as disparities could bias the estimated relationship 
between explanatory variables and outcomes. A notable advantage of both cohorts is 
the availability of data collected prospectively, which enables the identification of 
characteristics of participants in later data collection phases. This information helps 
assess the likelihood of differential biases between cohorts. 
 

3.4.1 Study 1  
 
In Study 1, using the 1958c, of the 6,312 participants who provided genetic data, only 
3,748 completed all malaise inventory scores at ages 23-50. The missingness strategy 
employed multiple imputations by multiple chained equations to impute the missing 
malaise inventory scores at ages 23-50. Leaving an imputed sample of 6,312 for the 
1958c.  
 
Patterns of Missingness 
 
Figure 7 shows the data is non-monotonic in missingness pattern; with the two most 
common missingness patterns being (1) non-response to all variables or (2) non-
response to the malaise inventory score. 34% of the participants dropped out between 
age 23 and age 50 (N=4,256), with those missing at age 50 experiencing higher 
psychological distress at age 23 (Mean = 1.40, SD=1.72) compared to those who 
completed follow-up at age 50 (Mean = 1.24, SD=1.58). Of the possible 6,312 
participants who gave genetic data, only 4,325 also completed all the malaise 
inventory scores at ages 23-50. 
 
To explore the pattern of missingness in the 1958c, multiple logistic regressions were 
run:  
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• to assess whether attrition at age 50 was associated with worse 
psychological distress scores at age 23. 

• whether having worse psychological distress scores was associated with 
not participating in genetic data collection 

 
Logistic Regression Results:  

• Logistic regression showed that individuals with higher values of the malaise 
inventory score, or poor psychological distress scores at age 23 had higher 
odds of missingness at age 50 by 67% (OR = 1.67, 95% CI [1.42-1.95], p = 
0.001).  

• Higher distress scores were also associated with 20% higher odds of not 
contributing genetic data (OR = 1.20, 95% CI [1.03-1.41], p = 0.024). 

 
The consequences of these patterns of missingness are explored in the strategy for 
addressing missingness below.  
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Figure 7: Missing pattern in the 1958c of the Malaise Inventory Score variables at 
ages 23, 33, 42 and 50 and the polygenic score 
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Strategy to address missing data 
 
Several strategies could be used to address missing data, from simple imputation 
methods to just conducting complete-case analysis; however, the latter can bias 
estimates if the missingness is related to the observed or unobserved data (227–229). 
Due to the attrition in the analytical sample the missingness strategy used multiple 
imputation, to replenish the sample size and enable better representativeness.  
 
Multiple Imputation of Chained Equations (MICE) was performed using available case 
data, where a separate conditional distribution was specified for each imputed variable 
(230). Multiple imputation sequentially generates replacement values for missing 
observations, using these to create multiply imputed datasets that reflect imputation 
uncertainty (227). 
 
However, the validity of MICE assumes that data missingness is at random (MAR), 
meaning that data missingness is random after accounting for observed data (229). In 
Study 1, of the 6,312 participants who provided genetic data, only 3,748 completed all 
malaise inventory scores at ages 23-50, with 1,987 participants missing outcome 
values across all time points. Previous research has documented that attrition in the 
1958 cohort is associated with higher levels of mental illness (231,232). As a result, 
the outcome variable missingness is related to higher values of malaise scores at 
earlier time points. This also affects the exposure, whereby those with higher polygenic 
score for psychological distress may then drop out of the study if they express the 
phenotype of higher psychological distress, which was explored in the missingness 
section above. Therefore, the missingness strategy employed multiple imputations by 
multiple chained equations.  
 
The missing rate (i.e., those with missing data for all measures as a fraction of the total 
target population) was 78%. As per Rubin’s formula for estimating the efficiency of an 
estimate based on imputed data, 78 imputations were used as they would yield at least 
99% efficiency (233). The imputation was done using Stata 18.5 (234). Given the 
suitability of multiple imputations by chained equations for imputing missing values for 
categorical and continuous measures within the same imputation model, continuous 
variables were imputed with predictive mean matching and categorical variables with 
logistic regression. Auxiliary variables were used, as they can help improve the 
plausibility of meeting the missing at random assumption (227). Auxiliary variables 
included sex, father’s social class, the polygenic score for psychological distress, 
crowding in childhood, whether breastfed, whether parents divorced during 
participants’ childhood, family difficulties due to mental illness, poor maternal mental 
health, low birth weight, well-being alongside internalising and externalising 
behaviours during childhood (232,235,236).  
 
Because MICE relies on the MAR assumption, it is worth considering its validity in this 
modelling context. If the deterioration in mental health occurs immediately before 
dropout, but cannot be inferred from earlier measurements, then the data may be 
missing not at random. However, our inclusion of extensive auxiliary variables that 
correlate with both the outcome and missingness patterns helps go some way to 
mitigate potential bias. 
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3.4.2 Study 2 and 3 
 
In Studies 2 and 3, using both the 1958c and 1970c. The same imputed sample as 
the 1958c in Study 1 was included. The 1970s had 4,401 participants who provided 
genetic data; only 2,446 completed all Malaise Inventory scores at ages 26-46. In 
study 2, research question 1, which utilised cross-sectional regressions, the 
missingness strategy employed multiple imputations by multiple chained equations to 
impute the missing Malaise Inventory scores at ages 26-46 in the 1970s. Leaving an 
imputed sample of 4,401 for the 1970c.  
 
For the analyses that utilised multilevel models, missing data were handled through 
full information maximum likelihood, which means using all available case data at the 
sum score level (not item level). Compared to a complete case analysis, this increased 
statistical power and precision. This resulted in a pooled sample of 10,713 of 1958c 
and 1970c for Study 2 and 8,923 in Study 3. Between Study 2 and Study 3, with the 
inclusion of the father’s social class variable in the model as an interaction, there is a 
loss of 1,790 people who do not have a row observation of the polygenic score nor the 
father’s social class. 984 are lost from the 1958 cohort and 806 are lost from the 1970 
cohort.  
 
Patterns of Missingness  
 
Figure 8 demonstrates that data missingness in the 1970 cohort is similar to that in the 
1958 cohort; again, non-monotonic in pattern; with the two most common being (1) 
non-response to all variables and (2) non-response to the malaise inventory score. 
Therefore, having similar patterns of missingness and no evidence of differential 
attrition, supports the comparability of the two cohorts. 
 
34% of the participants dropped out between age 23 and age 50 (N=3,748), with those 
missing at age 50 experiencing higher psychological distress at age 23 (Mean = 1.40, 
SD=1.72) compared to those who completed follow-up at age 50 (Mean = 1.24, 
SD=1.58). As per1958c, in the1970c, 41% of the participants dropped out between 
age 26 and age 46 (N=2,312), with those missing at age 46 experiencing higher 
psychological distress at age 26 (Mean = 1.92, SD=2.27) compared to those who 
completed follow-up at age 46 (Mean = 1.71, SD=2.07). 
 
To explore the pattern of missingness in the 1958c and 1970c, multiple logistic 
regressions were run:  

• to assess whether attrition at the oldest time point (age 50 in 1958c and age 
46 in 1970c) was associated with worse psychological distress scores at the 
youngest age point (age 23 in 1958c and age 26 in 1970c). 

• whether having worse psychological distress scores was associated with 
not participating in genetic data collection in both cohorts. 

 
Logistic Regression Results:  

• In both cohorts, logistic regressions showed that high distress scores at the 
youngest ages 23 and 26 had higher odds of missingness at age 46 by 57% 
in 1970c (OR = 1.57, 95% CI [1.35-1.82], p < 0.001) and at age 50 by 67% 
in the 1958c (OR = 1.67, 95% CI [1.42-1.95], p = 0.001). 
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• In both cohorts, higher distress scores were also associated with 20% 
higher odds of not contributing genetic data in the 1958c (OR = 1.20, 95% 
CI [1.03-1.41], p = 0.024) and by 52% in the 1970c (OR = 1.52, 95% CI 
[1.30-1.77], p < 0.001). 

 
The consequences of these patterns of missingness are explored in the strategy for 
addressing missingness below.  
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Figure 8: Missing pattern in the (a) 1958c at ages 23, 33, 42 and 50 and (b) 1970c 
at ages 25, 30, 34, 42 and 46 of the Malaise Inventory Score and the polygenic 
score   

a) 

b) 
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Strategy to address missing data 
 
The main limitation in both 1958c and 1970c was participants’ incomplete data across 
all waves for the malaise inventory score and genetic material (Figure 10). In 1958c, 
25.8% of the initial sample participated in all time points, meaning a sample size of 
4,497 out of 17,415 (232). Similarly, in 1970c, 19.8% of participants participated in all 
time points and included genetic information, which is a sample size of 3,423 out of 
17,284 (235). For a complete case sample with observed data at all time points for all 
variables, the sample size is 3,748 in 1958c and 2,446 in 1970c. 
 
The age 16 malaise inventory score in 1970c was not included in the current study 
due to increased attrition and to make the ages comparable. Missingness was 
explored in both cohorts and found to have a similar pattern, whereby those with the 
higher distress scores at the first time point were more likely not to be included in the 
following time points.  
 
As research question 1 is a cross-sectional analysis, multiple imputations using 
chained equations in both cohorts were employed as per the study 1 strategy. For 
research questions 2 and 3, multilevel models were used as they can handle missing 
data effectively through maximum likelihood estimation, using all available data points 
without excluding participants with incomplete records, thereby increasing statistical 
power and precision (p.269) (229).  
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3.5 Statistical Analyses  
 
Analyses were performed in Stata version 18 and R v 4.3.2.  
 

3.5.1 Linear Regression 
 
Throughout the thesis linear regression models are used, with an ordinary least 
squares estimator: 
 

𝑌𝑖 = 𝛼 + 𝛽. 𝑋𝑖 + ∑ 𝛽𝑔𝐶𝑔𝑖

𝑔=1

𝑔=11

 +  𝜀𝑖  

 
Where 𝑖 = individual, 𝑌 = outcome, 𝛼 = intercept, 𝛽 = polygenic score coefficient, 𝑋 = 
polygenic score, 𝑔 = control variables (1 to 11), 𝐶 = control variable coefficient, and 𝜀 

= the idiosyncratic error term. Therein, the fitted value of y is equal to the coefficient of 
𝛽 multiplied by the value of 𝑋, plus the control variable coefficients times their values, 
plus the intercept and error term. 
 
Strengths  
 
Results from a linear regression provide information about the magnitude and direction 
of the relationship between an outcome and an exposure. Model estimates can be 
interpreted as the change in the outcome variable for a one-unit change in the 
predictor, holding all other variables constant. Another strength is that linear 
regression is a simple model that is robust to violations of normality with large sample 
sizes due to the central limit theorem. 
 
Limitations 
 
Due to the different equations for each age, there is a limitation in how to interpret the 
confidence intervals, whether they overlap or not. This is because each linear 
regression error term may be correlated, especially if it is the same people repeatedly 
measured for a psychological distress phenotype. This is because the prior state of an 
individual will inform the next time point. Multilevel models mixed-effects models can 
to account for within-individual correlation. 
 

3.5.2 Multilevel Mixed Model  
 
Multilevel mixed-effects models were used to investigate change or stability between 
phenotypic and genotypic psychological distress. Linear mixed models with maximum 
likelihood estimation are nonparametric regression models for handling grouped, 
nested and hierarchical data. They enable full use of all data points in longitudinal 
data, adjust for the correlation between repeated measures, weight estimates for 
missing data between waves, and increase statistical power and precision. 
 
The fixed part of the model includes exposure and covariates that are interpreted the 
same as an ordinary regression. The random part is added for the intercept, slope, to 
provide a flexible way to model the variability and correlation among the repeated 
measurements within the same person. 
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Strengths:  
 
Multilevel mixed models are specifically designed to handle hierarchical or nested data 
structures, such as repeated measurements within individuals (237). These models 
appropriately adjust for the correlation between repeated measures within the same 
individual, which improves the validity of the statistical inferences by correctly 
specifying the error structure (237). These models allow the specification of various 
covariance structures to best fit the data, which enhances the model’s ability to 
represent the underlying relationships among repeated measures accurately (237). By 
including random effects, these models can account for individual variability in 
baseline levels (random intercepts) and in the rate of change over time (random 
slopes), offering a more flexible approach that can capture individual differences in 
trajectories of psychological distress (237). Multilevel models can handle missing data 
effectively through maximum likelihood estimation, using all available data points 
without excluding participants with incomplete records, thereby increasing statistical 
power and precision (237).  
 
Limitations:  
 
Estimation in multilevel models, especially with maximum likelihood, can be 
computationally demanding, particularly with large datasets or complex random effect 
structures, which might lead to convergence issues (237). These models assume that 
random effects are normally distributed and that the relationship between predictors 
and the outcome is linear (237). Violations of these assumptions can lead to biased 
estimates or incorrect inferences (237). Like other regression models, multilevel mixed 
models can be influenced by outliers or influential data points, particularly within the 
random effects. Including multiple random effects and complex covariance structures 
can lead to overfitting, particularly with small sample sizes or when the number of 
repeated measures is limited (237). However, the current studies 2 and 3 have large 
sample sizes, more than 3 repeated outcome measures, and well-specified covariance 
structures. Hence these issues are unlikely to impact the analyses.  
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3.6 Supplementary Materials  
 
Supplementary Table 1: Summary of Baselmans et al 2018 GWAS’ cohorts meta-analysed and their corresponding phenotype 

 GWAS/Cohort Author Cohort Phenotype 

 Cohort  Bycroft 
et al. 
2017 

UK Biobank 1) Over the past two weeks, how often have you felt down, 
depressed, or hopeless? 
(2) Over the past two weeks, how often have you had little 
interest or pleasure in doing things? 

 GWAS Okbay et 
al. 2016 

U.K. Biobank  
Genetic Epidemiology 
Research on Adult 
Health and Aging 
(GERA) 
Psychiatric Genetics 
Consortium (PGC) (9 
cohorts1): 
 

UKB: (1) Over the past two weeks, how often have you felt 
down, depressed, or hopeless? 
(2) Over the past two weeks, how often have you had little 
interest or pleasure in doing things? 
 
GERA: (1) if patient had at least 2 diagnoses of depression 
on separate days in a Kaiser Permanente Northern California 
facility between January 1, 1995, and March 15, 2013. 
 
PGC: (1) if patient diagnosed with major depressive disorder. 
Table S2 in [4] lists the exact clinical measures from the 
Diagnostic and Statistical Manual of Mental Disorders IV 
(DSM-IV) used to determine the disease status. 

 Cohort  Brice, 
buck & 
Prentice-
Lane 

British Household Panel 
Survey/ Understanding 
Society 

General Health Questionnaire: 
Have you recently: 
1. Been able to concentrate on what you’re doing? 
2. Felt you were playing a useful part in things?  
3. Felt capable of making decisions? 
4. Felt able to enjoy day-to-day activities? 
5. Been able to face your problems? 
6. Been feeling reasonably happy, all things considered?  
7. Lost sleep over worry? 
8. Felt constantly under strain? 
9. Felt couldn’t overcome difficulties? 
10. Been feeling unhappy and depressed? 
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11. Been losing confidence in self? 
12. Been thinking of self as worthless? 
 

 GWAS Hyde et 
al. 2016 

23andMe Self-report prior clinical diagnosis of, or treatment for, major 
depression 

 GWAS Hek et 
al. 2013 

Cohorts for Heart and 
Aging Research in 
Genomic Epidemiology 
(CHARGE) (17 cohorts2) 

Centre for Epidemiological Studies Depression Scale:  
I was bothered by things that usually don't bother me.  
I had trouble keeping my mind on what I was doing. 
I felt depressed.  
I felt that everything I did was an effort.  
I felt hopeful about the future.  
I felt fearful. 
My sleep was restless.  
I was happy.  
I felt lonely.  
I could not “get going.” 
 

NB: Ref column denotes the reference number in the Baselmans et al GWAS. Both PGC and CHARGE cohorts were checked for 
inclusion of the 1958c and 1970c, they were excluded. 
 
1Okbay et al. 2016 utilised the cohorts from the Ripke et al. 2013 GWAS which utilised 9 cohorts from PGC these include: (1) 
Bonn/Mannheim, Germant, (2) Genetic Association Information Network from NL, (3) Genetics of Recurrent Early-On Depression 
from USA, (4) GSK from Germany, (5) MDD2000 and (6) QIMR from Australia, (7) Max Planck Institute of Psychiatry from Germany, 
(8) RADIANT MDD study is mixed from clinical cohorts GENDEP, DeCC and DeNt and the (9) STAR*D trial from USA.  
 
2Hek et al. 2013 utilised 17 cohorts from CHARGE these include: (1,2) the Atherosclerosis Risk In Communities 1 and 2 studies 
(ARIC1 and ARIC2), (3) the Cardiovascular Health Study, (4) the Framingham Heart Study, (5-7) the Rotterdam Study I, II, and III (RS-
I, RS-II and RS-III), (8) the Baltimore Longitudinal Study of Aging, (9) The Erasmus Rucphen Family study, (10) the Health, Aging 
and Body Composition study, (11) Invecchiare in Chianti, (12) Helsinki Birth Cohort Study, (13) Multi-Ethnic Study of 
Atherosclerosis, (14) Nurses’ Health Study, (15) Rush Memory and Aging Project (MAP), (16) Religious Orders Study and (17) 
SardiNIA study. 
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Supplementary Table 2: Summary of Baselmans et al 2018 GWAS phenotype measures and comparison to Malaise Inventory Score  

Construct Item The General Health 
Questionnaire 

Item Centre for 
Epidemiological 
Studies Depression 
Scale:  

Item Diagnosis/One-off 
Question 

Item Malaise 
Inventory Score 

Low mood 10 Been feeling unhappy and 
depressed? 

3 I felt depressed.   Over the past two weeks, 
how often have you felt 
down, depressed, or 
hopeless? 

2 Do you often feel depressed?  

Worry/anxiety 7/8 Lost sleep over worry?/ Felt 
constantly under strain? 

6 I felt fearful.   3/5 Do you often get worried about 
things? /Do you suddenly become 
scared for no good reason?  

Somatic Symptoms   7 My sleep was restless.    1/9 Do you feel tired most of the time?/ 
Does your heart often race like mad? 

Irritability       4/6/7/9 Do you often get into a violent rage? / 
Are you easily upset or irritated? /Are 
you constantly keyed up and jittery? / 
Does every little thing get on your 
nerves and wear you out? 

Anhedonia 4 Felt able to enjoy day-to-day 
activities? 

4/? I felt that everything I did 
was an effort/I could not 
get going 

 Over the past two weeks, 
how often have you had little 
interest or pleasure in doing 
things?” 

  

Self-
esteem/Worthlessness 

2/11/12 Felt you were playing a useful 
part in things? / Been losing 
confidence in self?/ Been 
thinking of self as worthless? 

9 I felt lonely.      

Concentration 1 Been able to concentrate on 
what you’re doing? 

2 I had trouble keeping 
my mind on what I was 
doing. 

    

Positive Affect 6 Been feeling reasonably 
happy, all things considered? 

5/8 I felt hopeful about the 
future/I was happy.  

    

Decision making 5/?/9 Been able to face your 
problems?/Felt capable of 
making decisions?/ Felt 
couldn’t overcome difficulties? 

1 I was bothered by things 
that usually don't bother 
me.  

    

NB: These are not definitive as there are multiple cohorts used within the meta-analysis GWAS which would be beyond the scope of the current table, the measures chosen to reflect 
the broad consistency of phenotype chosen  
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4 Study 1: Age differences in the association between 
polygenic scores and psychological distress: evidence from 
the 1958 British Birth Cohort 

 
Main objective: to examine whether the polygenic score for psychological distress is 
associated with phenotypic psychological distress at ages 23, 33, 42 and 50 in the 
1958 National Child and Development Study (1958c).  
 
Research Question 1: Does the magnitude of association between polygenic score 
and adult psychological distress outcomes differ from age 23 to 50? 
 
Research Question 2: Does the amount of variance explained in adult psychological 
distress outcomes by polygenic scores differ from age 23 to 50? 
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4.1 Introduction 
 
As previously outlined in the Introduction section, psychological distress is a complex 
construct that includes symptoms of both major depressive disorder and anxiety 
disorder (12,13). There is a well-established lifecourse patterning in increasing levels 
of distress as people enter middle age. The association between genetic liability to 
distress and observed psychological distress might vary with age. Therefore, the age 
differences in polygenic contribution to psychological distress are less well established 
and are the focus of this chapter. 
 

4.1.1 Age differences in the polygenic contribution to psychological distress  
 
Psychological distress is a polygenic trait, as there are many genes that contribute to 
it with small effect sizes (39). The phenotype for distress is varied and complex across 
adulthood, and as people age the polygenic contribution to distress may alter. 
Polygenic contribution to distress phenotypes has been shown to increase from 
childhood through to adolescence (238–241). A systematic review from 2022 identified 
131 molecular genetic studies of common mental disorders in childhood and 
adolescence. Eight studies of the 131, assessed genetic associations with distress by 
age (239,242–249). Their methods varied with some using longitudinal data and 
others having a broad age range at one time point. The sample sizes ranged from 466 
to 42,998, and the variance explained by polygenic contributions to distress also 
ranged from 0.2% to 5%. This variability highlights that depending on population and 
context, the contribution of genetic factors to distress can differ. This may vary across 
the lifecourse as people age beyond adolescence.  
 
One molecular study from the U.K. identified by the 2022 systematic review addressed 
how polygenic contribution may change by age; their population age range was from 
10 to 24 years old – following adolescents into young adulthood. The beta coefficient 
changed from a 0.21 increase in distress scores per 1 standard deviation increase in 
polygenic at age 10; this increased further to 0.58 by age 24 (250). The same 
magnitude of association was found in data from the Netherlands in participants aged 
7-15 (240). Furthermore, in the U.K. study, distress polygenic scores explained 0.32% 
of the variance in distress scores at age 11, increasing to 1.30% at age 18. These 
estimates may differ due to age-related variation in the contribution of genetic 
propensity to psychological distress, with early-onset and adult-onset symptoms 
potentially having different configurations of genetic propensity, phenotypic quality, 
environment, and their interaction.  
 
A meta-analysis of 42,998 twins aged between 6- to 17-years-old from the U.K., 
Netherlands, Sweden, Norway, and Finland identified that adult major depressive 
disorder polygenic scores were associated with childhood psychopathology in all 
contexts (239). The evidence is consistent that the transition of distress from childhood 
to adulthood has some genetic element. This evidence replicates the trend identified 
in psychiatric epidemiological studies that previously have not used genetic data. 
Whereby they find childhood distress, in turn, predicts stability in adulthood distress 
(114).  
 
Four molecular studies have explored genetic contribution to distress in older adults 
above the age of 50 (251–254). They all found a positive association between 
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polygenic scores and observed distress outcomes. However not all tested how this 
relationship changed with age.  
 
Two studies utilised data from the English Longitudinal Study of Ageing (ELSA), one 
study examined the association between polygenic scores and psychological distress 
symptoms in a cohort of 3,231 individuals aged 50- to 95-year-olds over a 15-year 
period of follow-up (251). They identified participants with higher polygenic scores had 
a stronger association with psychological distress scores than those with lower 
polygenic scores. The other study found that common genetic variants for distress 
were associated with a greater number of symptoms at onset but not with their rate of 
change over the following 14-years (253). Whereas, evidence from the Health and 
Retirement Study, which uses the same panel design as ELSA but based in the United 
States, found that polygenic scores predicted chronic distress symptoms in sample of 
2,071 (252).  
 
Evidence from a sample of 2,279 in the Longitudinal Age Study of Amsterdam found 
that higher polygenic scores were associated with higher distress symptoms as people 
aged (254). However, the dichotomised Centre for Epidemiologic Studies-Depression 
scores limited the scope of their investigation as distress symptoms are on a 
continuum, restricting the inclusion of genotypes and phenotypes of participants who 
fell below the threshold. Furthermore, the study had a short follow up of 14 years. 
Compared to data spanning across adulthood, they would only be capturing a small 
amount of change, thus the power to detect the small effect is lowered.  
 
In one study, heritability estimates were found to be stable throughout mid-life (255). 
Their study design used data from 2,153 twins assessed over 8 years between ages 
30t to 38. They found that genetic influence on distress was stable. By using structural 
equation modelling, the stability became an assumption of the model. As their latent 
construct assumed that genes were a stable liability to distress phenotype over time 
while environmental influences contributed to variability.  

In summary, the disparate nature of studies focusing solely on childhood and 
adolescence, late adulthood, or only mid-life means it is hard to make conclusions 
across different life stages. This is due to limited number of data sources that have 
genetic data and collected longitudinal psychological distress data in the same people 
over many years (256). 

4.1.2 Theoretical model for the gene-age interaction of the current study  
 
The Selection, Optimisation, and Compensation (SOC) model holds that biological 
potential and genome-based plasticity decline with age, while individuals increasingly 
rely on cultural and social resources to maintain functioning age (1). Baltes et al. 
(1997) state: “With age, the genetic material, associated genetic mechanisms, and 
genetic expressions become less effective and less able to generate or maintain high 
levels of functioning. Evolution and biology are not good friends of old age.” If applied 
to psychological distress, it implies that the genetic contribution should diminish with 
age, as environmental compensation plays a larger role. Therefore, the theory, when 
applied, would hypothesise improved emotional well-being in later life, proposing that 
individuals become more skilled at adapting to and reconstructing losses as they age. 
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Furthermore, in the context of this study, it is important to distinguish between two 
related but distinct concepts: polygenic score heritability and polygenic penetrance. 
These were previously outlined in Section 1.3.2 of the Introduction. Polygenic score 
heritability refers to the proportion of variance in psychological distress explained by 
measured genetic variants at a given time point, whereas penetrance reflects the 
extent to which carrying these variants is expressed phenotypically as elevated 
distress (44,45). While heritability provides a summary of genetic contribution to 
population variance, penetrance captures the manifestation of genetic predisposition 
as the expected difference in the phenotype. Penetrance can remain constant, but 
heritability varies if the population variation of the trait changes (which may occur if 
other causes of distress vary in their effect). Within this study, incremental adjusted R² 
values are taken as indicators of PGS heritability, while age-specific beta coefficients 
are interpreted as reflecting polygenic penetrance. This distinction helps evaluate 
gene–age interactions in psychological distress, clarifying whether observed changes 
reflect variation in the strength of genetic expression across adulthood. 
 

4.1.3 Prior findings from the 1958 National Child Development Study (1958c) 
 
Previously, a polygenic score of major depressive disorder has been created in the 
1958c, with a study which assessed whether the same genetic liability to emotional 
problems was the same at different ages (257). Their findings highlighted a potential 
difference in genetic architecture underpinning emotional problems from childhood to 
mid-life. They utilised the Bristol Social Adjustment Guide (BSAG) at ages 7 and 11, 
and at age 16, they used the Rutter Parent and Teacher questionnaire. Their 
conclusions that the phenotypic-genotypic association increases by age between 
childhood and adulthood do not consider that this may instead be due to a mismatch 
in phenotypic measurement and genome-wide association study (GWAS) used for the 
polygenic score. They did not use the same measure across time, so the increase in 
association between the major depressive disorder polygenic score to the Malaise 
Inventory Score (ages 23-42), compared to the BSAG (ages 7-11) and Rutter (age 16) 
could be due to the change in construct.  
 
When solely focusing on the study’s adulthood results, at age 23 (OR: 1.02, 95% CI 
[0.97, 1.08], p = 0.420), 33 (OR: 1.06, 95% CI [1.00, 1.12], p = 0.048) and 42 (OR: 
1.06, 95% CI [1.00, 1.11], p = 0.034), the association between the MDD risk alleles 
and Malaise Inventory Score was only significant at ages 33 and 42. They also did not 
control for population stratification, making it harder to infer robust genotypic-
phenotypic associations by age. Finally, they used a major depressive disorder 
case/control GWAS, with 33,332 cases and 27,888 controls, which is considered 
underpowered by contemporary GWAS research of this trait (54). Therefore, 
replication of the study, with a longer follow-up, utilising a continuous outcome 
measure, and an updated GWAS would help to better identify differences in genotypic 
and phenotypic psychological distress by age. 
 
Overall, as summarised in Table 9, existing studies all found independent associations 
between polygenic scores and psychological distress at multiple ages. There were 
inconsistent results regarding evidence for whether there was stability or change in 
the estimates as samples aged across adulthood. 
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4.1.4 Summary  
 
To summarise, research using twin and molecular designs has provided evidence that 
genetics plays a role in psychological distress outcomes. Whether the polygenic 
influence changes over a more extended age span in the same people is unclear. 
Therefore, this thesis used genetic data from the 1958 National Child Development 
Study to examine if the association between genetic factors and psychological distress 
outcomes at different ages. The most recent and powerful GWAS for broad-spectrum 
depressive symptoms was used to generate polygenic scores that align closely with 
psychological distress outcomes measured in the 1958c (51,211).  
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Table 9: Summary table of key literature of genetic contributions to psychological distress outcomes by age 

Author (Year) Country Dataset 
(Type) 

Time of 
Data 

Sample 
Size 

Sample 
age 
range 

Depressive 
Symptoms 
Measure 

Same 
Participants 
over time? 

Genetic 
Contribution 

 Molecular studies  

 Akingbuwa 
(2020)  

Meta-
Analysis 

Multiple: U.K., 
Netherlands, 
Sweden, 
Norway, 
Finland 

1985-
2002 

42,998 6-17 Polygenic 
Score from 
Wray 2018 
MDD 

No Stable 

 Riglin (2018) England The 1958 
National Child 
Development 
Study 
(Cohort) 

1958-
2000 

5,257 7-42 Malaise 
Inventory 
Score 

Yes Increasing 

 Schultebraucks 
(2021) 

U.S. Health and 
Retirement 
Study (Panel) 

1992-
2010 

2,071 50-95 CES-D Yes,  
compares 
between. 

Stable  

 Torvik (2019) Norway Norwegian 
Twin Register 

2006-
2015 

11,727 18-45 Clinical 
diagnosis 

No Stable 

 Nes (2007) Norway Norwegian 
Twin Register 

1967/74-
1998 

4,393 18-31 Clinical 
diagnosis 

No Stable 

 Twin Studies 

 Hannigan 
(2017) 

Systematic 
Review 

Multiple Multiple ~64,000 0-18 Multiple for 
emotional 
problems 

No Stable 

 Nivard 2015 Netherlands Netherlands 
Twin Register 

1991-
2009 

49,524 3-63 SxAnxDep 
were 
assessed 
repeatedly 
with a 

No Stable 

https://pubmed.ncbi.nlm.nih.gov/32293669/
https://pubmed.ncbi.nlm.nih.gov/32293669/
https://pubmed.ncbi.nlm.nih.gov/29239291/
https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/33787853/
https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/33787853/
https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/30484418/
https://pubmed.ncbi.nlm.nih.gov/17564503/
https://journals.sagepub.com/doi/10.5127/pr.038315
https://journals.sagepub.com/doi/10.5127/pr.038315
https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/25187475/
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maximum of 
eight 
assessments 
over a 25-
year period 

 Gillespie 
(2004) 

Australia Australian 
Twin Register  

1980-
1996 

5,141 20-96 14-item self-
report 
DSSI/sAD 
scale 

Yes Stable 

 Baselmans 
(2018) 

Netherlands Netherlands 
Twin Register  

 

1994-
201 

43,427 7-99 Achenbach's 
System of 
Empirical 
Based 
Assessment 
(ASEBA); 
Child 
Behaviour 
Checklist 

No Stable 

NB: Due to the heterogenous methods used in all the evidence, genetic contribution column was derived from the results of each 
study including a statistically significant positive association between the distress phenotype and the genetic component of their 
research design.  

https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/15053853/
https://pubmed-ncbi-nlm-nih-gov.libproxy.ucl.ac.uk/15053853/
https://www.frontiersin.org/articles/10.3389/fpsyt.2018.00261/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2018.00261/full
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4.2 Method 
4.2.1 Data  

The study used data from the 1958 National Child Development Study (1958c) 
(187,188), which is described in the thesis Methods Section 3.1.  

4.2.2 Measures  
 

4.2.2.1 Psychological Distress  

The malaise inventory score was the outcome variable. The 9-item version was used 
for the current chapter. For details regarding the development, harmonisation, 
measurement invariance, internal validity, and external validity of the Malaise 
Inventory, they are presented in the Methods Section 3.2.1. 

4.2.2.2 Polygenic scores (PGS)  
 
Methods for the construction of the two polygenic scores used in the current study are 
outlined in Methods Section 3.2.2. The polygenic score was standardised to have a 
mean of 0 and a standard deviation of 1. The main analysis exposure is the 
standardised polygenic score for psychological distress at a threshold of 0.005. 
 

4.2.2.3 Covariates  
 
Covariates included the 10 first principal components and sex as male (0) and female 
(1). Sex is included to reduce the potential bias due to a non-random sample. This is 
due to potential additional response from females versus males, as prior survey 
research has shown females were less likely to drop out of cohort studies (222). The 
10 principal components are included to control for any residual population 
stratification (224). 
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4.2.3 Analytical Strategy 
 

4.2.3.1 Research Question 1: Does the magnitude of association between polygenic 
score and adult psychological distress outcomes differ from age 23 to 50? 

 

4.2.3.2 Research Question 2: Does the amount of variance explained in adult 
psychological distress outcomes by polygenic scores differ from age 23 to 
50? 

 
Research Question 1 and 2 were answered using repeated linear regression.  
 
The outcome, the malaise inventory score, is continuous. Therefore, linear regressions 
were used. If it were categorised at the typical cut point of 4 out of 9 items and above, 
there would be reduced information and statistical power (258,259). This is due to sub-
threshold effects whereby people who are below the arbitrary cut-offs tend to fare 
worse in the chronicity of distress but are undetected (260). 
 
The association between the polygenic score (x) and the malaise inventory score (y) 
was tested at different ages on the absolute scale. The benefit of the absolute scale 
is that it gives a practical significance to the results, whereby a 1 unit increase in the 
exposure of the polygenic score may correspond to the coefficient change in the 
Malaise Inventory score.  
 
Linear regressions were performed to investigate the relationship between the 
polygenic score for psychological distress and the malaise inventory score at four 
different time points - ages 23, 33, 42 and 50. Each model controlled for 10 principal 
components and sex as covariates. Research question 1 is addressed by estimating 
the beta coefficient in these analyses and research question 2 by using the 
incremental adjusted R squared.  
 
Both beta coefficient and R squared results were plotted to visually inspect potential 
differences by age.  
 
Multiple imputation was employed to handle missing data of malaise inventory score 
for the linear regression analyses assuming that data was missing at random (261). 
Multiple imputations utilised auxiliary variables with 78 imputed datasets to address 
missingness. Auxiliary variables included sex, father’s social class, the polygenic 
score for psychological distress, crowding in childhood, whether breastfed, whether 
parents divorced during participants’ childhood, family difficulties due to mental illness, 
poor maternal mental health, low birth weight, well-being alongside internalising and 
externalising behaviours during childhood (232,235,236) (See section 3.4). 
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4.2.3.3 Supplemental and Sensitivity Analyses 
 

1) Testing polygenic score for psychological distress at different p-value 
thresholds:  

Multiple analyses using different p-value thresholds were conducted to check if the 
main findings were robust to threshold selection. This is important because the choice 
of threshold affects which SNPs are included in the polygenic score: 

During PGS construction, clumping first removes SNPs, retaining only independent 
signals. The remaining SNPs are weighted according to the base GWAS data risk 
alleles (213). Thresholding then determines which of these SNPs are included in the 
final score based on their p-value significance. 

Therefore, the higher the threshold, the more SNPs included in the score. Table 5 
summarises the number of SNPs included at the different p-value thresholds. Previous 
research with similar outcomes by Kwong et al. (2020) found that thresholds between 
0.005 and 1 were the best predictors of psychological distress, as measured by R-
squared (212). Based on this literature, thresholds were tested ranging from the 
genome-wide significance level (5×10⁻⁸) up to 1, with particular attention to the 0.005-
1 range identified in previous research. 

2) Comparison to a more specific phenotype:  
 
To examine whether age-related differences in polygenic associations with 
psychological distress might be driven by age differences in specific types of distress 
symptoms, analyses were conducted comparing the broader psychological distress 
phenotype with a more specific MDD phenotype. This comparison helps determine 
whether the observed age patterns are consistent across different mental health 
phenotypes or specific to general psychological distress The most recent and largest 
GWAS summary statistic for major depressive disorder was used to create an MDD-
PGS (211)). The threshold was set at 0.005 for MDD-PGS consistent with the 
psychological distress PGS, to enable direct comparison. 
 

3) Complete Case Analysis:  
 
A complete case analysis was run as a sensitivity check to check robustness of 
estimates. After using multiple imputation under the assumption of data being Missing 
at Random it allows for comparison with imputed results. If the complete case and 
imputed results are similar, this strengthens confidence in the findings as each 
analysis has different assumptions. Whereas differences in estimates may suggest 
issues with the imputation model, missing data mechanism or that the complete case 
is biased.  
 

4) Sex Stratified Analyses: 
 
Sex-stratified analyses were conducted to examine potential differences in how 
genetic liability to psychological distress operates across males and females. This 
approach aligns with the gene-environment interaction framework discussed in the 
introduction, as biological sex represents both a physiological context (e.g., hormonal 
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differences) and a social context (e.g., gender-based expectations) that may moderate 
genetic expression. Previous research has demonstrated sex and gender differences 
in both the prevalence and symptom presentation of psychological distress, 
suggesting that genetic influences might similarly vary by sex, potentially due to sex-
specific biological vulnerabilities or gender-specific differential exposure to 
environmental stressors. 
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4.3 Results  
 

4.3.1 Descriptives  
 

4.3.1.1 Mean, Standard Deviations and Histograms 
 
In Thesis Methods Section 3.3 Figure 8, a histogram plot depicts the frequency 
distribution of psychological distress scores on the 9-item malaise inventory at ages 
23, 33, 42, and 50. Notably, individuals at age 33 exhibit the highest frequency of 
scoring 0 compared to other age groups, meaning they have fewer people with 
distress symptoms than all other ages. 
 
Table 10 summarises the 9-item psychological distress scores at ages 23, 33, 42, and 
50, incorporating key statistical parameters. The magnitude of mean scores is highest 
at age 42 (Mean: 1.45, SD: 1.69), followed by age 50 (Mean: 1.39, SD: 1.85), age 23 
(Mean: 1.12, SD: 1.46), and age 33 (Mean: 0.89, SD: 1.42). This indicates increasing 
psychological distress scores from age 33 to 42, with a subsequent decrease at age 
50. The standard deviation at age 50 attains the highest value, suggesting greater 
variability in psychological distress scores.  
 
 
 
 
 
 
 
 
 
 
 
 
  

Table 10: Mean and standard deviation of the 
Malaise Inventory Score in the 1958c of 
participants with genetic data 

Age Mean SD 

23 1.12 1.46 

33 0.89 1.42 

42 1.45 1.69 

50 1.39 1.85 
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4.3.1.2 Correlations 
 
Table 11 presents a correlation matrix of psychological distress variables at ages 23, 
33, 42, and 50, utilising the 9-item Malaise Inventory score and polygenic scores for 
Major Depressive Disorder (MDD) and psychological distress. Between the malaise 
scores, the strength of positive correlation varied across time points, with higher 
correlations observed among those in closer temporal proximity compared to those 
more temporally distant. Notably, the psychological distress score at age 23 exhibited 
less correlation over time with the measures at ages 42 and 50. The polygenic score 
for psychological distress was increasingly correlated with the malaise score by age, 
whereas the polygenic score for MDD became increasingly correlated up to age 42, 
followed by a decline at age 50. Overall, the PD-PG exhibited consistently stronger 
correlations with the malaise score than the MDD-PGS, suggesting it make better 
capture the distress construct.  
 

Table 11: Correlation matrix of Malaise Inventory Score variables at ages 23, 
33, 42 and 50 and the polygenic scores for psychological distress and major 
depressive disorder in the 1958c 

 Age 23 Age 33 Age 42 Age 50 MDD-PGS PD-PGS 

Age 23 1      

Age 33 0.52 1     

Age 42 0.44 0.53 1    

Age 50 0.42 0.49 0.58 1   

MDD-PGS 0.08 0.09 0.10 0.07 1  

PD-PGS 0.14 0.14 0.16 0.18 0.48 1 

MDD-PGS: Major depressive disorder polygenic score. PD-PGS: Psychological 
distress disorder polygenic score 
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4.3.2 Regression Results 
 

4.3.2.1 Research Question 1: Does the magnitude of association between polygenic 
score and adult psychological distress outcomes differ from age 23 to 50? 

 

Beta Coefficients  
 
Results from the linear regression analyses demonstrate a positive association 
between the polygenic scores for psychological distress and malaise inventory scores 
at all ages (Table 12; Figure 9). The size of the association increases with age, at the 
youngest age 23 in 1981, the beta coefficient was 0.21 (95% CI: 0.17-0.25) and at the 
oldest age point of 50, the beta coefficient was 0.32 (95% CI: 0.27-0.37).  
 

4.3.2.2 Research Question 2: Does the amount of variance explained in adult 
psychological distress outcomes by polygenic scores differ by age? 

 

R-Squared  

The R-squared (R2) values, which represent the amount of variance in the malaise 
inventory score explained by the polygenic score for psychological distress. The R2 
values increase with age (Table 12; Figure 9). Starting at 1.83% at age 23 rising to 
2.86% by age 50, indicating a strengthening in explanatory power by age.  
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Table 12: Linear regression associations between polygenic score for psychological 
distress and observed psychological distress across ages 23-50 in the 1958c (N=6,312, 
Threshold=0.005) 

 Mean (SD) R2 Beta  
Coefficient 

Standard 
Error 

Lower 
95%CI 

Upper 
95%CI 

P 

Age 23 
1.12 (1.46) 

1.83% 
0.21 0.02 0.17 

0.25 
<0.00
1 

Age 33 
0.89 (1.42) 

2.02% 
0.21 0.02 0.17 

0.24 
<0.00
1 

Age 42 
1.45 (1.69) 

2.46% 
0.27 0.02 0.23 

0.32 
<0.00
1 

Age 50 
1.39 (1.85) 

2.86% 
0.32 0.03 0.27 

0.37 
<0.00
1 

R2: amount of variance explained by the PGS. PD: psychological distress. Analyses were 
adjusted for sex and the first 10 principal components of ancestry. 
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Figure 9: Plot of the linear regression results of the associations between the 
polygenic score for psychological distress at 0.005 p-value threshold and the Malaise 
Inventory score at ages 23-50 in the 1958c 
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4.3.2.3 Supplemental and Sensitivity Results  
 

1) Testing polygenic score for psychological distress at different p-value 
thresholds:  

 
To assess the impact of the selected p-value threshold on the estimates, specification 
curve plots were used, and the results are depicted in Supplementary Figures 1 and 
2. The regression outcomes across various thresholds are presented in 
Supplementary Tables 3 & 4. The variance explained by genetic contribution 
increased as the threshold changed from 0.0001 to 0.005, confirming our results were 
not artifacts of threshold selection (Supplementary Figures 1 and 2). Beyond the 0.005 
threshold, additional SNPs provided minimal gain in explanatory power despite 
increasing the risk of false positives (Table 5). This analysis validates the selection of 
the 0.005 threshold for main analyses and confirms that age-related increases in 
genetic associations remain consistent across different thresholding approaches. 
 

2) Comparison to a more specific phenotype:  
 
The estimates were comparable to the main findings, confirming robustness 
(Supplementary Table 4 & 5; Supplementary Figure 3). Both scores showed increasing 
beta coefficients with age, with the 0.005 threshold consistently emerging as optimal. 
The MDD-PGS produced smaller effect sizes than the PD-PGS and exhibited a 
different pattern of variance explained across ages, suggesting that phenotype 
specificity matters when studying genetic influences on mental health. In the following 
studies the PD-PGS will continue to be used to test the genotypic-phenotypic 
association. 
 

3) Complete Case Analysis:  
 
Both complete case and main analyses shared comparable age-related increases in 
variance explained and beta coefficients (Supplementary Table 6). In the complete 
case analysis, R² values increased from 1.80% at age 23 to 2.70% at age 50, with 
similar patterns in the main analysis (1.83% to 2.86%). This consistency strengthens 
confidence that the findings are robust and not artifacts of the multiple imputation 
methodology or missing data patterns. 
 

4) Sex Stratified Analyses:  
 
Sex-stratified analyses revealed stronger genetic associations with psychological 
distress in females compared to males across all ages (Supplementary Table 7). At 
age 23, among males, a 1 SD increase in polygenic score was associated with a 0.014 
increase in distress (beta = 0.14, 95% CI [0.10, 0.19], p= 0.001), while females showed 
a higher beta coefficient of 0.27 (95% CI [0.21, 0.32], p= 0.001). Similarly, the R2 trend 
showed that women had higher values at each age point. Overall, these sex-stratified 
analyses suggest that the association between polygenic scores and psychological 
distress varies by sex, subsequent studies in this thesis will continue to test for sex 
differences. 
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4.4 Discussion 
 

4.4.1 Summary of Main Findings 
 
The study investigated age-related differences in the strength of the association 
between genotypic and phenotypic psychological distress, and the extent to which 

polygenic scores explain variance in psychological distress from ages 23 to 50 in the 

1958 cohort. This research adds to the recent literature of longitudinal studies 
examining the contribution of molecular genetics to distress-related phenotypes by 
age. This study found a positive association between polygenic for psychological 

distress and psychological distress increased slightly with age. The variance explained 

by polygenic scores also increased slightly across age. This modest but increasing 

genetic contribution suggested that while genetic factors contribute to psychological 

distress at all ages, their influence may become more pronounced with age. 
 

4.4.2 Comparison to the literature and explanation of findings 

These findings are consistent with previous research on psychological distress over 
similar time periods (109,110,254,257,262). The beta coefficient increased from 0.21 
(95% CI: 0.17-0.25) at age 23 to 0.32 (95% CI: 0.27-0.37) at age 50, with 
corresponding increases in variance explained from 1.83% to 2.86%. This pattern 
aligns with theoretical models of genetic amplification, wherein genetic influences on 
complex traits become more pronounced throughout the life course, despite 
underlying genetic stability (263). 

The Selective Optimisation with Compensation theory predicted that biological 
potential and genome-based plasticity decline with age, while individuals increasingly 
rely on cultural and social resources to maintain functioning age. As individuals age, 
they may increasingly select fewer but more meaningful roles and 
relationships, optimise their investment in effective coping strategies (e.g., therapy, 
exercise, social connection), and compensate for losses in resilience by adopting new 
supports or routines. In this way, SOC predicts that psychological distress should 
become less genetically determined over time, as individuals rely more on cultural and 
social resources to maintain emotional well-being. However, in this thesis, both PGS 
heritability (R-squared) and polygenic penetrance (beta coefficients) rose slightly with 
age, even though mean levels of distress declined between the penultimate and oldest 
age points. This suggests that while the average experience of distress improves in 
later adulthood, genetic influences may become more salient among those who 
continue to experience distress, contrary to the expectations of SOC model. 

The observed age-related strengthening of genetic associations supports gene-
environment correlation mechanisms rather than models positing that environmental 
exposures would overwhelm genetic influences over time. This pattern suggests that 
as individuals progress through adulthood, they increasingly select, modify, and 
construct environments that are correlated with their underlying genetic propensities 
for psychological distress (87,264). Importantly, these findings were observed despite 
widening standard deviations in malaise inventory scores (from 1.46 at age 23 to 1.85 
at age 50), indicating that genetic factors explain an increasing proportion of 
phenotypic variance even as overall variability in distress increases 
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In a key study of twins from Australia, it was found that the genetic contribution to 
distress was stable across the lifecourse (111). This may be because the peak of the 
genetic contribution to the distress phenotypes was expressed by age 20. As people 
developed throughout childhood and adolescence, they are becoming more 
"themselves" as their genes are expressed through the environment (87). In early 
childhood, the environment is largely shaped by parents and confers passive genetic 
effects by genetic nurture (82). Across development, adolescents and young adults 
can actively select their environments, leading to an increase in active gene-
environment correlation. If active selection of a person's environment exceeds the 
declining influence of passive gene-environment correlation (i.e., children leave the 
familial home), then heritability estimates may seem to rise at this transitional point. 

Contrastingly, if environmental variance increases more than genetic influences, then 
heritability measures may seem to decrease. However, if the association between 
genetic factors and distress increases at the same rate as total environmental 
variance, then heritability measures will remain constant over time. After which, 
throughout adulthood, there may be a stable genetic contribution to psychological 
distress (107,265). If the contribution to psychological distress is stable across 
adulthood, then what may impact an individual’s distress outcomes could be more due 
to environmental factors. 

This study found that the explained variance increased between ages 23 and 50. The 
use of the incremental adjusted r-squared in this study helps to infer a proxy for 
heritability as it gives the proportion of variance predicting phenotypic psychological 
distress from genotypic psychological distress. The results are in keeping with other 
evidence from a 50-year-spanning meta-analytic review of twin design contributions 
to the heritability of distress were shown to increase over the lifecourse (42).  

One possible explanation for the slight increase in variance explained by age could be 
through the cumulative effects of consistently expressed genes overshadowing 
occasion-specific environmental effects, or through the expression of a new set of 
genes across the lifecourse that boosts the genetic proportion of the variance 
(111,266). Additionally, a reduction in environmental variance could also result in 
increased heritability estimates, which could be achieved from reduced error variance 
due to older individual's ability to accurately reflect and report on their distress. 

The finding of increasing variance explained by polygenic scores contrasts with some 
previous evidence. Multiple studies have found a decreasing genetic contribution to 
the variance of psychological distress. Research from the Netherlands Twin Registry 
following twins from the age of 3 to 63, found that during adulthood, there was a 
decrease in heritability due to an increase in environmental variance (107). This was 
replicated in a more recent study with the same data with an age range of 7 to 99 
years old (108).  

In another context, with the same study design, evidence from the Norwegian Twin 
Registry indicated that the genetic influence on the variability of distress between ages 
25 and 45 followed a pattern: increasing between 25 and 27, then gradually declined 
until 33, subsequently rising until 37, and thereafter sharply decreased (109). Within 
their auto-regressive model that tested whether individual-specific genetics or 
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environments depended on previous observations, they found that genetic 
contribution effects were stable across all ages.  

The present investigation addresses critical methodological limitations in the existing 
literature by employing consistent phenotypic measurement across timepoints, 
utilising contemporary polygenic scoring approaches derived from well-powered 
GWAS, appropriately controlling for population stratification, and examining a 
substantial period of the adult life course within a single prospective birth cohort. While 
previous molecular genetic studies have documented increasing heritability from 
childhood to young adulthood or examined older adults, the present findings bridge 
the gap in understanding how genetic influences operate across the full span of 
adulthood. 

4.4.3 Strengths & Limitations 
 
This study adds to the growing literature by utilising longitudinal outcomes and 
molecular genetic data, especially in exploring how phenotypes may shift over time 
and how genetic liability to these phenotypes can change accordingly. The use of the 
U.K. British Birth cohort offers a potentially more representative snapshot of the 
population born in the U.K. during that period, with the ability to integrate rich social 
data and genetic information. Hence, the advantage of this study is that in the main 
analysis, it is the same participants included across each age. Sensitivity analyses 
using more conservative and more liberal p-value thresholds for polygenic score 
showed that the estimates were largely comparable no matter the threshold specified. 
Sensitivity analyses using a more specific phenotype of major depressive disorder for 
the GWAS showed that while the estimates were largely comparable, the polygenic 
score for major depressive disorder explained less variance in distress compared to 
the broader distress phenotype, suggesting that the latter was a more appropriate 
choice. 

A number of limitations should be noted when interpreting these findings.  

First, the sample may suffer from selection bias. The nature of distress as a phenotype 
results in a healthy survivor bias, which exerts selection pressure over time. We know 
that attrition in this sample is highest at age 50, whereby people who were categorised 
with high psychological distress at age 23 had 67% higher odds of not participating at 
age 50. This could mean there is less variability as the people with the highest distress 
scores are not captured due to attrition, which could create an underestimation of the 
explained variance.  

Secondly, participants were drawn from only a representative sample of people born 
in Britain in 1958. This limited the sample to European ancestry, which means the 
results are not generalisable to populations of differing ancestry (267). As heritability 
and genetic contribution to a phenotype are specific to the population in a given time, 
it would be beneficial for future studies to explore these findings in other birth cohorts; 
this work formed the basis of the follow-on study in this PhD thesis.  

Finally, there are inherent challenges posed by autocorrelation and missingness within 
the dataset which the linear regressions alone do not account for. The nature of 
longitudinal studies introduces complexities such as autocorrelation, where 
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observations at one-time point are correlated with observations at nearby time points. 
Moreover, missing data can introduce bias and compromise the generalisability of the 
findings. Although multiple imputation was used to address this. Multilevel mixed-effect 
model approach can be used to account for both fixed effects, such as age-related 
trends, and random effects, representing individual variability, offering a more robust 
framework for handling autocorrelation and missing data issues. This was then used 
as the approach for Studies 2 and 3. 
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4.4.4 Conclusion 
 

The study findings suggest that there are age-related differences in the association 

between a polygenic score for distress and phenotypic psychological distress from 

ages 23 to 50 in the 1958 cohort. The findings revealed a positive association between 

polygenic scores and psychological distress that persisted across adulthood, with the 

strength of this association increasing slightly with age. The variance explained by 

polygenic scores also increased slightly across age.  

 
The finding of increasing genetic influence with age may be specific to this 1958 birth 
cohort and the unique historical period in which they lived. As such, examining whether 
this pattern exists in cohorts born in different time periods is essential to determine if 
this represents a universal developmental pattern or a cohort-specific phenomenon. 
This directly motivates the next study's research question, which uses the 1970 British 
Cohort Study with comparable longitudinal follow-up and genetic data to examine 
whether the relationship between polygenic scores and observed distress follows 
similar age-related patterns across different historical contexts. 
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4.5 Study 1 Summary  
 

• The genetic contribution to psychological distress increases as the 1958c 
sample ages from 23 to 50. 

• The variance explained by polygenic scores also increased by age. 

• Sex-stratified analyses found the polygenic score association with 
psychological distress by age was stronger in females compared to males. 

• Sensitivity analyses showed that the estimates were largely comparable no 
matter the threshold specified or whether it was complete case or multiple 
imputation.  

• It would be beneficial for future studies to replicate these analyses in other 
cohorts; this work formed the basis of the follow-up study in this PhD thesis. 
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4.6 Supplementary Material 
 

 
Supplementary Figure 1: Specification curve plot of the variance explained by the 
polygenic score for psychological distress in the linear regression model at each age 
at each potential p-value threshold in the 1958c 
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Supplementary Figure 2: Specification curve plot of the variance explained by the 
polygenic score for major depressive disorder in the linear regression model at each 
age at each potential p-value threshold in the 1958c 
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Supplementary Table 3: Linear regression associations across all thresholds of 
the polygenic score for psychological distress and observed psychological distress 
across ages 23-50 in the 1958c (N = 6,312) 

Age Threshold R2 Effect 
Size 

Lower 
95% CI 

Upper 
95%CI 

P 

23 5.00x10-08 0.26% 0.06 0.02 0.10 0.001 
 1.00x10-08 0.43% 0.09 0.05 0.13 0.001 
 0.00001 0.76% 0.12 0.08 0.16 0.001 
 0.000015 0.72% 0.12 0.08 0.16 0.001 
 0.00002 0.77% 0.12 0.08 0.16 0.001 
 0.00005 1.06% 0.15 0.11 0.19 0.001 
 0.0001 1.31% 0.17 0.13 0.20 0.001 
 0.005 1.94% 0.20 0.17 0.24 0.001 
 0.009 1.87% 0.20 0.16 0.24 0.001 
 0.01 1.85% 0.20 0.16 0.24 0.001 
 0.02 1.95% 0.20 0.17 0.24 0.001 
 0.03 1.88% 0.20 0.16 0.24 0.001 
 0.04 1.85% 0.20 0.16 0.24 0.001 
 0.05 1.85% 0.20 0.16 0.24 0.001 
 1 1.82% 0.20 0.16 0.23 0.001 

33 5.00x10-08 0.38% 0.08 0.04 0.12 0.001 
 1.00x10-08 0.68% 0.11 0.07 0.15 0.001 
 0.00001 0.96% 0.14 0.10 0.17 0.001 
 0.000015 1.06% 0.14 0.11 0.18 0.001 
 0.00002 1.11% 0.15 0.11 0.19 0.001 
 0.00005 1.35% 0.16 0.13 0.20 0.001 
 0.0001 1.48% 0.17 0.14 0.21 0.001 
 0.005 2.07% 0.21 0.17 0.24 0.001 
 0.009 2.04% 0.20 0.17 0.24 0.001 
 0.01 2.09% 0.21 0.17 0.24 0.001 
 0.02 2.22% 0.21 0.18 0.25 0.001 
 0.03 2.10% 0.21 0.17 0.24 0.001 
 0.04 2.05% 0.20 0.17 0.24 0.001 
 0.05 2.02% 0.20 0.17 0.24 0.001 
 1 1.97% 0.20 0.16 0.24 0.001 

42 5.00x10-08 0.44% 0.10 0.06 0.15 0.001 
 1.00x10-08 0.60% 0.12 0.08 0.17 0.001 
 0.00001 0.91% 0.16 0.11 0.20 0.001 
 0.000015 0.97% 0.16 0.12 0.21 0.001 
 0.00002 1.01% 0.17 0.12 0.21 0.001 
 0.00005 1.29% 0.19 0.15 0.23 0.001 
 0.0001 1.53% 0.21 0.17 0.25 0.001 
 0.005 2.50% 0.27 0.23 0.31 0.001 
 0.009 2.47% 0.27 0.23 0.31 0.001 
 0.01 2.48% 0.27 0.23 0.31 0.001 
 0.02 2.66% 0.28 0.24 0.32 0.001 
 0.03 2.63% 0.28 0.23 0.32 0.001 
 0.04 2.67% 0.28 0.24 0.32 0.001 
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 0.05 2.69% 0.28 0.24 0.32 0.001 
 1 2.63% 0.28 0.23 0.32 0.001 

50 5.00x10-08 0.60% 0.14 0.09 0.19 0.001 
 1.00x10-08 0.99% 0.18 0.13 0.23 0.001 
 0.00001 1.29% 0.21 0.16 0.26 0.001 
 0.000015 1.31% 0.21 0.16 0.26 0.001 
 0.00002 1.37% 0.22 0.17 0.26 0.001 
 0.00005 1.65% 0.24 0.19 0.29 0.001 
 0.0001 1.87% 0.26 0.21 0.30 0.001 
 0.005 3.17% 0.33 0.28 0.38 0.001 
 0.009 3.06% 0.33 0.28 0.37 0.001 
 0.01 3.11% 0.33 0.28 0.38 0.001 
 0.02 3.16% 0.33 0.28 0.38 0.001 
 0.03 3.18% 0.33 0.28 0.38 0.001 
 0.04 3.14% 0.33 0.28 0.38 0.001 
 0.05 3.13% 0.33 0.28 0.38 0.001 
 1      

Threshold: P-value threshold for the PGS (i.e., threshold for the number of 
significant SNPs from the original GWAS included into the PGS). R2: amount of 
variance explained by the PGS. PD: psychological distress. Analyses were 
adjusted for sex and the first 10 principal components of ancestry. 
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Supplementary Table 4: Linear regression associations across all thresholds of the 
polygenic score for major depressive disorder and observed psychological distress 
across ages 23-50 in the 1958c (N = 6,312) 

Age Threshold R2 Effect Size Lower 95% CI Upper 95%CI P 

23 5.00x10-08 0.15% 0.03 -0.01 0.07 0.111 
 1.00x10-08 0.30% 0.07 0.03 0.11 0.001 
 0.00001 0.28% 0.06 0.02 0.10 0.001 
 0.000015 0.31% 0.07 0.03 0.11 0.001 
 0.00002 0.40% 0.08 0.04 0.12 0.001 
 0.00005 0.41% 0.08 0.04 0.12 0.001 
 0.0001 0.43% 0.09 0.05 0.12 0.001 
 0.005 0.62% 0.11 0.07 0.15 0.001 
 0.009 0.61% 0.11 0.07 0.15 0.001 
 0.01 0.64% 0.11 0.07 0.15 0.001 
 0.02 0.66% 0.11 0.07 0.15 0.001 
 0.03 0.59% 0.11 0.07 0.15 0.001 
 0.04 0.63% 0.11 0.07 0.15 0.001 
 0.05 0.63% 0.11 0.07 0.15 0.001 
 1 0.65% 0.11 0.07 0.15 0.001 

33 5.00x10-08 0.20% 0.05 0.01 0.09 0.010 
 1.00x10-08 0.41% 0.08 0.04 0.12 0.001 
 0.00001 0.53% 0.10 0.06 0.13 0.001 
 0.000015 0.61% 0.11 0.07 0.14 0.001 
 0.00002 0.73% 0.12 0.08 0.15 0.001 
 0.00005 0.61% 0.11 0.07 0.14 0.001 
 0.0001 0.77% 0.12 0.08 0.16 0.001 
 0.005 0.88% 0.13 0.09 0.17 0.001 
 0.009 0.93% 0.14 0.10 0.17 0.001 
 0.01 0.98% 0.14 0.10 0.18 0.001 
 0.02 0.87% 0.13 0.09 0.17 0.001 
 0.03 0.84% 0.13 0.09 0.17 0.001 
 0.04 0.82% 0.13 0.09 0.16 0.001 
 0.05 0.80% 0.12 0.09 0.16 0.001 
 1 0.83% 0.13 0.09 0.17 0.001 

42 5.00x10-08 0.22% 0.06 0.02 0.11 0.001 
 1.00x10-08 0.41% 0.10 0.06 0.14 0.001 
 0.00001 0.44% 0.10 0.06 0.15 0.001 
 0.000015 0.44% 0.10 0.06 0.15 0.001 
 0.00002 0.55% 0.12 0.08 0.16 0.001 
 0.00005 0.52% 0.11 0.07 0.16 0.001 
 0.0001 0.59% 0.12 0.08 0.17 0.001 
 0.005 0.90% 0.16 0.11 0.20 0.001 
 0.009 0.93% 0.16 0.12 0.20 0.001 
 0.01 0.99% 0.17 0.12 0.21 0.001 
 0.02 0.95% 0.16 0.12 0.21 0.001 
 0.03 0.98% 0.17 0.12 0.21 0.001 
 0.04 0.95% 0.16 0.12 0.21 0.001 
 0.05 0.96% 0.16 0.12 0.21 0.001 
 1 0.98% 0.17 0.12 0.21 0.001 
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50 5.00x10-08 0.30% 0.09 0.04 0.14 0.001 
 1.00x10-08 0.31% 0.09 0.04 0.14 0.001 
 0.00001 0.43% 0.11 0.06 0.16 0.001 
 0.000015 0.38% 0.10 0.05 0.15 0.001 
 0.00002 0.43% 0.11 0.06 0.16 0.001 
 0.00005 0.38% 0.10 0.05 0.15 0.001 
 0.0001 0.38% 0.10 0.05 0.15 0.001 
 0.005 0.55% 0.13 0.08 0.18 0.001 
 0.009 0.63% 0.14 0.09 0.19 0.001 
 0.01 0.65% 0.14 0.09 0.19 0.001 
 0.02 0.60% 0.14 0.09 0.19 0.001 
 0.03 0.62% 0.14 0.09 0.19 0.001 
 0.04 0.60% 0.14 0.09 0.19 0.001 
 0.05 0.60% 0.14 0.09 0.19 0.001 
 1 0.61% 0.14 0.09 0.19 0.001 

Threshold: P-value threshold for the PGS (i.e., threshold for the number of 
significant SNPs from the original GWAS included into the PGS). R2: amount of 
variance explained by the PGS. PD: psychological distress. Analyses were 
adjusted for sex and the first 10 principal components of ancestry. 
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Supplementary Table 5: Linear regression associations between polygenic score 
for major depressive disorder and observed psychological distress for ages 23-50 
in the 1958c (N=6,312, Threshold=0.005) 

 Mean (SD) R2 Beta  
Coefficient 

Standard 
Error 

Lower 
95%CI 

Upper 
95%CI 

P 

Age 
23 

1.12 (1.46) 
0.62
% 

0.11 0.02 0.07 
0.15 

<0.00
1 

Age 
33 

0.89 (1.42) 
0.88
% 

0.13 0.02 0.09 
0.17 

<0.00
1 

Age 
42 

1.45 (1.69) 
0.90
% 

0.16 0.02 0.12 
0.20 

<0.00
1 

Age 
50 

1.39 (1.85) 
0.55
% 

0.14 0.03 0.10 0.20 <0.00
1 

R2: amount of variance explained by the PGS. Analyses were adjusted for sex and the first 
10 principal components of ancestry. 
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Supplementary Figure 3: Plot of the linear regression results of the associations 
between the polygenic score for major depressive disorder at 0.05 p-value threshold 
and observed psychological distress at ages 23-50 in the 1958c 
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Supplementary Table 6: Complete case sample per age linear regression 
associations between polygenic score for psychological distress and observed 
psychological distress across ages 23-50 in the 1958c (N= 3,748, Threshold = 
0.005) 

Age 
Mean 
(SD) 

R2 Beta 
Coefficient 

Std Error 95%CI P 

23 1.25(1.59) 1.80% 0.19 0.02 0.15-0.24 <0.001 

33 1.02(1.55) 1.90% 0.18 0.02 0.14-0.23 <0.001 

42 1.52(1.79) 2.30% 0.25 0.02 0.19-0.30 <0.001 

50 1.49(1.94) 2.70% 0.30 0.03 0.28-0.36 <0.001 

R2: amount of variance explained by the PGS. Analyses were adjusted for sex 
and the first 10 principal components of ancestry. 
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Supplementary Table 7: Stratified by sex linear regression associations between polygenic score for psychological distress and 
observed psychological distress score for ages 23-50 in the 1958c (Female N=3,172; Male N=3,140, Threshold=0.005) 

 Sex 
Mean (SD) R2 Beta  

Coefficient 
Standard Error Lower 95%CI Upper 95%CI P 

Age 23 Male 0.73 (1.17) 1.30% 0.14 0.03 0.10 0.19 <0.001 
 Female 1.47 (1.60) 2.70% 0.27 0.04 0.21 0.32 <0.001 

Age 33 Male 0.62 (1.18) 1.65% 0.16 0.03 0.11 0.21 <0.001 
 Female 1.14 (1.57) 2.30% 0.24 0.03 0.19 0.30 <0.001 

Age 42 Male 1.19 (1.58) 2.20% 0.25 0.03 0.23 0.36 <0.001 
 Female 1.68 (1.73) 2.60% 0.29 0.04 0.11 0.25 <0.001 

Age 50 Male 1.10 (1.64)) 2.10% 0.26 0.03 0.20 0.32 <0.001 
 Female 1.66 (1.99) 3.40% 0.38 0.04 0.31 0.45 <0.001 

R2: amount of variance explained by the PGS. PD: psychological distress. Analyses were adjusted for the first 10 principal 
components of ancestry. 
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5 Study 2: Cohort differences in the association between 
polygenic scores and psychological distress: evidence from 
the 1958 and 1970 British Birth Cohorts 

 
Main objective: to examine whether the polygenic score for psychological distress is 
associated with phenotypic psychological distress using the 1958c from the previous 
chapter and the 1970 British Cohort Study (1970c). 
 
Research Question 1: Does the association between polygenic score and adult 
psychological distress outcomes differ at all age points in the pooled 1958c and 1970c? 
 
Research Question 2: Does the association between polygenic score and adult 
psychological distress outcomes differ by cohort? 
 
Research Question 3: Does the association between polygenic score and adult 
psychological distress outcomes differ by sex? 
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5.1 Introduction 
 

5.1.1 Summary from Previous Study 
 
In the previous study, the association between polygenic scores for distress and 
observed distress increased as the 1958c sample aged from 23 to 50. Yet, the findings 
may not be generalisable. This is due to the unique historical context, societal 
changes, and evolving environmental factors experienced by the 1958c cohort. These 
factors contribute to cohort effects. Cohort effects occur when individuals born in the 
same year may have distinct experiences that influence their outcomes (in this case, 
psychological distress) compared to those born in other periods.  
 
There is evidence of a change in observed psychological distress by cohort, with the 
1970c cohort having higher mean levels of distress from their early 20s (124,268). The 
observed cohort difference might be due to the contribution of genetics and the 
environment having changed; this is explained further below. Therefore, this chapter 
compares associations between the polygenic score for psychological distress and 
phenotypic psychological distress in adulthood, utilising data from both 1958c and 
1970c.  
 

5.1.2 Cohort and sex differences in psychological distress 
 
Depressive and anxiety disorders affect an estimated ~500 million people worldwide; 
the global prevalence is projected to be the leading cause of morbidity by 2030 (31,32). 
The global prevalence of distress has exhibited a concerning upward trend over time. 
This escalation has been particularly pronounced in the United States (U.S.A) and the 
United Kingdom (U.K), where rates of psychological distress are higher in younger 
generations (31,123,269). As evidenced by research using the 1958c and 1970c 
(124). Higher distress in younger cohorts has been observed in multiple countries 
including the U.S., Canada, Germany, and Japan (269–274).  

There have been profound changes in society across the 20th and 21st centuries. As a 
result, the environments in which individuals develop have changed over time, 
resulting in divergent socioeconomic circumstances for those born in 1900, 1950, or 
2000. Social and economic factors can change more rapidly over time than population 
genetics (275). Known socioeconomic determinants of distress include, but are not 
limited to, socioeconomic inequalities, changing social norms, and time expenditure, 
as explored above in shaping the wider environment of a generation (128). This 
suggests environmental changes have played a significant role in the rising levels of 
psychological distress. 

Sex differences are also found in psychological distress outcomes by birth cohort 
(15,30,31). In the U.K. context, evidence suggests that the gender gap in distress has 
widened across successive generations, particularly among more recent cohorts of 
women (15,29). This widening gap may reflect both changes in structural inequalities 
and shifting sociocultural expectations over time (32–34). For example, younger 
cohorts of women entered adulthood during periods of increasing labour market 
participation and educational attainment, yet these gains may not have translated into 
equivalent improvements in mental health due to persisting or newly emerging strains 
such as work-family conflict, labour market precarity and gendered caregiving 
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responsibilities (21,35,36). Analysing how differences between males and females 
vary by cohort is therefore important, as cross-cohort differences may be stronger in 
females due to  greater change in adversities. 

5.1.3 How do cohort effects differ to period and age effects in psychological 
distress? 

 
Prior research has examined potential age, cohort, and period effects, aiming to 
understand why there may be differences in psychological distress over time (122). 
Age effects pertain to changes that occur with an individual's advancing age, whereas 
period effects relate to changes experienced by all individuals, irrespective of their 
age, in a specific period (for example, during a war) (122). Cohort effects refer to 
differences experienced by groups of individuals born during the same time (122). In 
the context of the aeti9ology of distress, puberty is an example of an age effect, 
increasingly social isolation may be a period effect, and stress from a delayed entry to 
the labour market due to a recession could be a cohort effect.  
 
Recent cohort comparison research in the U.K., provides an example of potential 
cohort effects. Children born in 2000-2002 had an earlier onset of emotional problems 
compared to those born in 1991-1992. They also had higher distress scores by age 9 
(102). These cohorts were only 10 years apart and yet showed differences in the 
prevalence of distress. Nevertheless, this phenomenon could also be attributed to a 
period effect.  
 
The study hypothesised multiple factors that may influence these specific cohort 
differences between 2000-2002 and 1991-1992, not limited to: “young people’s 
lifestyles, body image, use of digital technology, family life, school life, academic 
pressure, social relationships, and broader cultural factors such as increasing societal 
inequalities” (p.7) (102). A study using the same 2000-2002 cohorts identified 
correlates of psychological distress, including low-income family, chronic illness, peer 
and sibling relationships, and parental health (283). Each of these factors may change 
between cohorts and, therefore, become part of a cohort effect due to shifting 
socioeconomic norms. Such differences highlight the importance of considering cohort 
effects when studying psychological distress. 
 

5.1.4 Societal changes that may impact psychological distress outcomes  
 
Changes in U.K. society between 1958, 1970 the 2010’s follows a similar pattern to 
other anglophone societies. Research attributes the mounting distress to widening 
inequality (7,148,284–288). Furthermore, the shift from manual to non-manual labour, 
meant educational access became a key polarising factor. Deindustrialisation, 
particularly in the U.K., accentuates regional divides, as those benefitting from the 
knowledge economy concentrate wealth in affluent areas, perpetuating 
intergenerational inequality (285,286). Systematic reviews and meta-analyses of 
observational studies have found a risk ratio of 1.19 (95% CI: 1.07-1.31) for distress 
in populations with larger income inequality relative to populations with lower inequality 
(289–292). Income inequality operates as a distal determinant that affects the broader 
environment of the population. However, it should be noted that much of the evidence 
is ecological in nature, examining population-level associations rather than individual 
level effects, which limits causal inference.  
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As each cohort aged, they experienced different socioeconomic circumstances at 
similar life stages. The 1958 cohort began with higher rates of homeownership and a 
lower proportion of women in the workforce than the 1970 cohort (p.74 and p.194) 
(139). Moreover, while the 1958 cohort experienced lower levels of economic 
inequality in their early adulthood, the Gini index rapidly increased over the 80s and 
90s, peaking at 38.8 in 2000, meaning as the 1970 cohort entered the labour market 
income inequality was. higher (293). Throughout this period, public expenditure was 
constricted, with investment in building housing and infrastructure such as railways, 
hospitals, and schools peaking in 1970 (294). Subsequent decades led to a superficial 
boom in economic growth, from which the 1958 cohort was more likely to benefit. 
Hence, the 1970 cohort faced a more polarised landscape, with reduced social mobility 
and increased reliance on dual-income households (p.100-103) (139). 
 
For instance, as stated, individuals from the 1970 cohort tended to stay longer in higher 
education. Still, they faced greater polarisation in educational attainment, as those with 
the highest qualifications increased by ~5-7% and those without qualifications 
increased by 2% (p.38) (139). This was more marked in the general population, where 
the percentage of people with full-time education at age 16 increased from 11.1% in 
1960 to 20.2% by 1970 (146). This resulted in the number of students obtaining a 
bachelors doubling (146). The extension in the transition to adulthood and access to 
the labour market delayed entry into homeownership and childrearing, coinciding with 
an increase in women’s economic activity (295). Coupled with longer work hours 
during their 30s, these macrosocial trends characterised the experience of the 1970 
cohort (295). All these factors coalesced to lower leisure time alongside stagnating 
wages and a need for dual-income households to have the same material living 
standards as the previous generation, potentially decreasing satisfaction with the 
quality of life (296,297). Overall, there has been material improvement in living 
standards, but other psychosocial factors have worsened quality of life may have 
reduced (296,298). These shifts in societal norms and economic dynamics may 
contribute to heightened levels of psychological distress observed among individuals 
born in 1970 compared to their counterparts born in 1958. 
 
Both cohorts experienced a period of major labour market transition throughout the 
1980s; for those born in 1970, these effects were not felt until they reached the end of 
the 1980s. Unemployment across the period in which both cohorts were economically 
active rose steadily, and with a shift in job quality, there was potential for changing 
perceptions around purpose derived from work due to underemployment 
(145,299,300). This period was characterised by rapid deindustrialisation, as the 
proportion of manual work in various sectors diminished substantially, resulting in a 
shift from an economy reliant on manufacturing to one focused on services (145,301). 
Consequently, skills that were once valued in the job market were no longer relevant. 
Mass reskilling programmes did not facilitate the expected reabsorption of workers 
from the manufacturing sector into the service sector (302). 
 
Alongside labour market swings was an expansion of women in the workforce plus the 
need for dual-income households, leading to less time in the home and less time for 
engaging with community-based activities (149,296). This might have led to a lowering 
in community and social cohesion over time, albeit expanding the inclusion of women 
into contributing to the UK economy and having more financial autonomy (303). Rising 
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female workforce participation is a positive step for gender equality and economic 
growth, but it does not automatically enhance social cohesion due to the role women 
play in kin-keeping and society’s social functioning. Social cohesion, defined by trust, 
shared values, and belonging, can falter due to widening socioeconomic disparities 
(304). Unequal distribution of opportunities can worsen disparities in education, 
healthcare, and housing, fostering division (305). Marginalisation and discrimination 
further weaken trust. Economic shifts, like the move from manual to non-manual 
labour, also disrupt community ties for both genders, leading to isolation, while 
technological advances and globalisation may exacerbate feelings of disconnection 
(288). These changes could have influenced each cohort in distinct ways, given that 
they were at various ages when they took place. It is possible that there are 
interactions between the period, age, and cohort effects (122).  
 

5.1.5 Theoretical model for the gene-cohort interaction of the current study  
 
In understanding the potential cohort differences in the association of genetic factors 
with psychological distress, various theoretical models have been proposed to explain 
the interplay between genetic liability and environmental influences. There are five 
main theoretical models behind gene-environment interactions: the diathesis-stress 
model, the bioecological (social compensation) model, the differential susceptibility 
model, the biological sensitivity to context model and the social control model (92,93) 
(as defined and reviewed in Introduction Section 1). 

 
Each model predicts how genes and the environment interact for a trait differently. It 
may be that for a trait such as psychological distress, each is important in 
understanding the varied aetiology and nosology of distress. Therefore, these 
theoretical models are not mutually exclusive in a population and often overlap in their 
explanations (100). Moreover, the precise mechanisms underlying gene-environment 
interactions remain largely unspecified, leading to what is often referred to as a "black 
box" explanation, i.e. the inner machinations of the process are opaque while the input 
and output are visible. Nonetheless, these models provide valuable frameworks for 
understanding how genetic liability may interact with environmental factors to shape 
psychological distress outcomes. 
 
The diathesis-stress model has largely been the dominant model in psychiatry (101). 
However, the differential susceptibility hypothesis offers a more flexible theoretical 
approach to understanding cohort differences in psychological distress. This 
hypothesis suggests that individuals most adversely affected by negative 
environments may also benefit the most from positive environments (91). The 
differential susceptibility hypothesis is closely related to the concept of biological 
sensitivity to context (93). The theory originates from evolutionary developmental 
biology, where natural selection favours genotypes that exhibit a wide range of 
phenotypes in response to environmental conditions. They posit this adaptability is 
needed for the survival of the species as a whole (101).  
 
In the context of the current thesis study, which aimed to explore cohort differences in 
the association of genotypic and phenotypic psychological distress, the most relevant 
theoretical framework is the social control model (99). As no characteristics of the 
environment are being tested, rather, the birth year acts as an exogenous environment 
between the two cohorts, enabling comparison of the relative strength of the 
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association between genotype and phenotype. This model aligns with the study's 
focus on examining how genotype-phenotype associations may differ in response to 
environmental alterations such as social norms and structural constraints. Due to the 
significant changes in the economic, social, and physical environment during this time, 
it is plausible that the relationship between genotype and its associated phenotype 
has also altered. Investigating whether there is a cohort difference in the association 
between genotype and phenotype of psychological distress in the 1970 and 1958 
cohorts enables future studies to better understand what factors might be contributing 
to the difference.  
 

5.1.6 Prior findings of gene-cohort and gene-sex interactions with psychological 
distress  

 
There were three previous studies that have investigated gene-cohort differences. 
One out of the three found an increase in heritability estimates of distress while two 
found no increasing trend in the genetic penetrance. 
 
The study that found increasing heritability of various mental health diagnostic 
categories was based in Denmark by Athanasiadis (2022) which utilised a sample of 
6,691,426 individuals born between 1901-2013 (306). Whereas, Conley (2016) 
assessed changes in genetic penetrance across birth cohorts in the U.S.A, thereby 
utilising birth year as a proxy for wider environmental change (75). They defined 
genetic penetrance as “the association between a polygenic score (PGS) and its 
associated phenotype” (36, p.1). They found that genotypic penetrance of depression 
had a consistent association trend across cohorts of individuals born between 1919 
and 1955 in the U.S.A. This contrasts with other behavioural traits they tested, such 
as education, which have increasing trends in heritability and polygenic penetrance. 
 

Both studies are using slightly different metrics of genetic contributions to distress. 
Penetrance and heritability can have opposing trends. The penetrance of a genetic 
variant might increase over time (more people with the variant are showing the trait), 
while the heritability of the trait may remain stable or even decrease. Instead of directly 
comparing penetrance and heritability, they can be used to understand different 
aspects of the relationship between genetics and a specific trait (in this case, 
psychological distress). While the heritability of distress (the proportion of distress 
variability explained by genetics) might be increasing over time in a population, the 
association between the polygenic genotype (multiple genetic factors) and the 
phenotype of distress may remain stable. These studies provide a foundation for 
investigating gene-cohort interactions in psychological distress. 
 
The other study out of the three, by Machlitt-Northern et al. (2022), used the 1958c in 
a cohort comparison with Understanding Society (USoc) and the Millennium Cohort 
Study (MCS) (307).They identified that the polygenic score of MDD was predictive of 
gene-environment correlations in each cohort, with USoc having stronger estimates 
comparatively. A limitation of Machlitt-Northern et al. (2022) is that they did not test 
the association between the genotypic data via the PGS and the phenotypic data. Data 
was collected at different intervals and ages that did not overlap between the three 
cohorts used. Therefore, it would be better to investigate differences and variations 
between cohorts in the genetic contribution to psychological distress where the 
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distress measure is the same, as well as being at comparable age points in the cohorts 
– which this study does.  

It could be possible that sex differences moderate the penetrance of polygenic scores 

to psychological distress by birth cohort. This possibility may be due to the observed 

gender gap in psychological distress outcomes in both 1958c and 1970c; whereby 

women have been shown to have worse distress outcomes in midlife (124). In Study 

1 of this thesis, it was found that the beta coefficient estimates were higher for females 

compared to males in 1958c when the main analysis was stratified. This is inconsistent 

with the study by Conley et al., which tested whether there were sex differences in the 

genetic liability to depression that changed between cohorts (75). They found that 

there was no significant difference between the sexes in the association between 

genetic propensity to depression, sex, and cohort. However, Conley et al. undertook 

this research using the Health and Retirement Study, which is a panel study of older 

adults, therefore the results might not generalise to the 1958c and 1970c.  

Some evidence suggesting a gene-environment interaction effect for distress and sex 

has come from the candidate gene literature. The serotonin transporter gene (5-

HTTLPR) showed gene-environment interaction effects for depressive symptoms in 

females compared to males (308). However, one study found the 5-HTTLPR genotype 

interacted with county-level environmental factors (e.g. deprivation) to influence 

depressive symptoms in adolescent males but not females (309). Yet it is important to 

note that the candidate gene literature is not robust to replication (310). However, it 

means it is still pertinent to interrogate sex differences as the literature is not 

conclusive.  

In summary, while there are some contradictory findings, multiple studies suggest sex-

specific gene-environment interactions contribute to psychological distress. Therefore, 

this study will further explore whether there are cohort and sex differences in genetic 

liability to psychological distress. 

5.1.7 Summary  
 
In summary, a comparative analysis across different birth cohorts within the same 
country would be a helpful addition to the literature to better understand the link 
between genetic propensity to distress and observed psychological distress. The 
current study examined the relationship between genotypic and phenotypic 
psychological distress at different age points (RQ1), between cohorts (RQ2) and by 
sex (RQ3) in 1958c and 1970c.
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5.2 Method  
5.2.1 Data  
 
The study used data from the 1958 National Child Development Study (1958c) and 
the 1970 Birth Cohort Study (1970c) (187,188), both of which are described in the 
thesis Methods Section 3.1.  
 

5.2.2 Measures 
 

5.2.2.1 Psychological Distress  

The malaise inventory score was the outcome variable in both cohorts. The 9-item 

version was used for the current chapter. For details regarding the development, 

harmonisation, measurement invariance, internal validity, and external validity of the 

Malaise Inventory, see Methods Section 3.2.1. 

5.2.2.2 Polygenic score (PGS)  

 

Polygenic score was made using the same method of clumping and thresholding as in 

Study 1, however a new score was generated to only include SNPs that were found in 

both the 1958c and 1970c (Methods Section 3.2.2). The polygenic score was 

standardised across both cohorts (rather than separately) to have a mean of 0 and a 

standard deviation of 1. The main analysis exposure is the standardised polygenic 

score for psychological distress at a threshold of 0.005, which has overlapping SNPs 

between the 1958c and 1970c.  

 

5.2.2.3 Covariates  

 
Covariates included the 10 first principal components and sex as male (0) and female 
(1). For research questions 1 and 2, sex is included to reduce the confounding that 
comes from a non-random sample and potential additional response from females 
over males, as prior survey research has shown females were less likely to drop out 
of cohort studies (222). The 10 principal components are included to control for any 
residual population stratification (224).  
 
  



   

 

 110 

 

5.2.3 Analytical Strategy 

 

The thesis Methods Section 3 describes scale-level descriptives, patterns of 

missingness attrition and the strategy to address this is outlined. 

  

5.2.3.1 Research Question 1: Does the association between polygenic score and 
adult psychological distress outcomes differ at all age points in the pooled 
1958c and 1970c? 

 
The outcome, malaise inventory score, is continuous; therefore, linear regressions 
were used. The association between the polygenic score (x) and the malaise inventory 
score (y) was tested at different ages on the absolute scale in 1958c and 1970c. 
  
Linear regressions were performed to investigate the relationship between the 
polygenic score for psychological distress and the malaise inventory score at different 
time points - ages 23, 26, 30, 33, 34, 42 46 and 50. Each model controlled for 10 
principal components and sex as covariates.  
 
Effect sizes were compared visually by plotting the coefficient and incremental R2 
estimates. Beta coefficients were used to assess the strength of the association 
between polygenic scores and observed psychological distress. Incremental R2 were 
calculated by deducting the R2 from a model without the PGS from the full model with 
the PGS at each age. This was used to assess the proportion of variance in 
psychological distress attributable to PGS, thereby representing PGS heritability.  
 
Multiple imputation was employed to handle missing data of the malaise inventory 
score for the linear regression analyses assuming that data was missing at random 
(261). Multiple imputations utilised auxiliary variables with 78 imputed datasets to 
address missingness. Auxiliary variables included sex, father’s social class, the 
polygenic score for psychological distress, crowding in childhood, whether breastfed, 
whether parents divorced during participants’ childhood, family difficulties due to 
mental illness, poor maternal mental health, low birth weight, well-being alongside 
internalising and externalising behaviours during childhood (232,235,236). 
 

5.2.3.2 Research Question 2: Does the association between polygenic score and 
adult psychological distress outcomes differ by cohort? 

 
To answer this research question, a two-stage approach was taken. The first analysis 
was run with both cohorts in a pooled dataset while the second analysis used a cohort-
stratified approach.  
 
Model 1 used a multilevel mixed-effects model to test whether there was an interaction 
between the polygenic score and cohort in the pooled dataset. The advantage of a 
multilevel mixed-effect model is that it may give more precise estimates compared to 
linear regressions by utilising repeated measures. To improve interpretation, the 
polygenic score was mean-centred.  
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The fixed part of the model included the polygenic score interaction with the cohort 

variable as well as covariates. Covariates of sex, age, age squared and the 10 principal 

components were included. A random intercept was also included to account for 
nesting of observations within individuals.  
 
Model 2 (1958c) and 3 (1970c) were separate mixed-effects models fitted for each 

cohort to examine the interaction between the polygenic score and mean-centred age, 

with covariates included. Covariates were the 10 principal components and age 

squared. 
 

From model 2 and 3, for each cohort, marginal effects of the PGS were calculated at 

each age, with age being mean-centred, within the follow-up range (e.g., ages 23 to 

50). The marginal effect is the absolute change in predicted level of psychological 

distress associated with a one standard deviation increase in the polygenic score, 

holding all other variables constant.  

 

To formally compare the interaction coefficient between cohorts, z-statistic was 

computed as the difference between coefficients divided by the square root of the sum 

of their squared standard errors: (b1 - b2)/√ (SE1² + SE2²). This approach tests 

whether the difference between cohorts' coefficients is statistically significant, with 

values exceeding ±1.96 indicating significant differences at p < 0.05.  

 

5.2.3.3 Research Question 3: Does the association between polygenic score and 
adult psychological distress outcomes differ by sex? 

 
To answer this research question, a two-stage approach was taken. The first analysis 
was run with both cohorts in a pooled dataset while the second analysis used a cohort-
stratified approach.  
 
Model 1 used a multilevel mixed-effects model to test whether there was an interaction 
between the polygenic score and sex in the pooled dataset. To improve interpretation, 
the polygenic score was mean-centred. The fixed part of the model included the 

polygenic score interaction with sex, plus covariates. Covariates were the 10 principal 

components, cohort, age and age squared. A random intercept was also included to 
account for nesting of observations within individuals. 
 
Model 2 (1958c) and 3 (1970c) were separate mixed-effects models fitted for each 

cohort to examine the interaction between the polygenic score and sex, plus 

covariates. Covariates were the 10 principal components, age and age squared. 
 

From model 2 and 3, for each cohort, the marginal effect of the polygenic score on 

psychological distress was plotted for male and females. The marginal effect is the 

absolute change in predicted level of psychological distress associated with a one 

standard deviation increase in the polygenic score, holding all other variables constant.  

 
To formally compare the sex interaction coefficient between cohorts, z-statistic was 
computed. This approach tests whether the difference between cohorts' coefficients is 
statistically significant, with values exceeding ±1.96 indicating significant differences 
at p < 0.05.   
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5.2.3.4 Supplemental and Sensitivity Analyses 
 

Testing polygenic score for psychological distress at different p-value thresholds:  
 
Specification curve plots were used to assess the impact of the selected p-value 
threshold on main analysis estimates. This analysis was important because the 
threshold selection determines which SNPs are included in the final score. During PGS 
construction, clumping first removes SNPs, retaining only independent signals (213). 
Then, thresholding excludes SNPs that do not meet the selected p-value significance, 
with higher thresholds including more SNPs (Table 5 summarises SNP counts at each 
threshold). Including this analysis strengthens confidence in the findings remaining 
constant across threshold specifications.  
 
Testing the 24-item Malaise Inventory Score:  
 
A sensitivity analysis using the 24-item Malaise Inventory Score was run. This analysis 
tested associations between the 24-item score measured at ages 23, 33, 42 in 1958c 
and ages 26 and 30 in the 1970c and the polygenic score. This was to test whether 
the associations were of a similar direction as with the 9-item score.  
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5.3 Results  
 

5.3.1 Descriptives  
 

5.3.1.1 Mean, Standard Deviations and Histograms 

 
Figure 10 shows the overall trend of females have higher distress scores than males 
in both cohorts. Table 12 summarises the mean and standard deviation of the 9-item 
malaise inventory scores in the two cohorts 1958c and 1970c at ages 23, 26, 30, 33, 
34, 42, 46, and 50 stratified by females versus males. 
 
Males consistently had lower mean psychological distress scores across both cohorts. 
For example, in the 1958 cohort the mean distress score at age 23 for females was 
1.54 (SD = 1.66), while for males, it was notably lower at 0.75 (SD = 1.19). 
 
The 1970c cohort had higher mean psychological distress scores at equivalent ages 
as the 1958c cohort for both sexes. For example, at age 42, the mean distress score 
for females in the 1970c was 1.85 (SD = 1.90), compared to 1.80 (SD = 1.79) in the 
1958c cohort. This suggests that the baseline levels of psychological distress may 
have increased for females in the 1970c. 
 
The standard deviations of the psychological distress scores further illustrated the 
variability in distress levels within each sex. Across both sexes, males consistently 
showed smaller standard deviations compared to females.  
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Table 13: Mean and standard deviation of the Malaise Inventory Score by sex 
of those with genetic data in the 1958c and 1970c (Female N=; Male N=) 

  Female Male 

 Age Mean SD N Mean SD N 

1958c 23 1.54 1.66 2,768 0.75 1.19 2,683 

 33 1.22 1.63 2,859 0.64  1.20 2,750 

 42 1.80 1.79 2,104 1.22 1.63 2,787 

 50 1.73 2.04 2,810 1.12 1.68 2,718 

1970c 26 1.97 1.71 1,829 1.20 1.48 1,480 

 30 1.67 1.72 2,107 1.15 1.51 1,850 

 34 1.76 1.84 1,998 1.24 1.65 1,775 

 42 1.85 1.90 2,111 1.30 1.69 1,789 

 50 1.90 2.13 2,176 1.44 1.94 1,979 
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Figure 10: Mean and standard deviation of Malaise Inventory Score by sex for ages 
23-50 in 1958c and 1970c (N=9,620)  
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5.3.2 Regression Results 
 

5.3.2.1 Research Question 1: Does the association between polygenic score and 
adult psychological distress outcomes differ at all age points in the pooled 
1958c and 1970c? 

 

Beta Coefficients  
 
Results from the linear regression analyses demonstrate positive and increasing 
associations between polygenic scores for psychological distress and malaise 
inventory scores from ages 23 to 50 in both 1958c and 1970c (Table 14; Figure 11).  
 
In the 1958c cohort, at the youngest age 23 in 1981, the beta coefficient was 0.21 
(95% CI: 0.17-0.25), indicating a positive association between genotype and 
phenotype of psychological distress. Similarly, in the 1970c cohort, at the youngest 
age 26 in 1996, the beta coefficient was 0.23 (95% CI: 0.17-0.28). The only age point 
that both cohorts overlap is at age 42. The beta coefficient was marginally higher in 
the 1958c at 0.27 (95% CI: 0.23-0.32) compared to 0.26 (95% CI: 0.21-0.33) in the 
1970c, though confidence intervals overlapped. At the oldest age point of 46 in 1970c 
and 50 in 1958c, respectively, there is only a difference of 0.02 in beta coefficients 
being higher in 1958c.  
 

R-Squared  
 
The R-squared (R2) values, which represent the amount of variance in the malaise 
inventory score explained by the polygenic score for psychological distress, increased 
slightly by age in both cohorts. The overall trend shows a modest contribution of 
genetic factors to psychological distress throughout adulthood (Table 14; Figure 12). 
 
In the 1958c cohort, at age 23, the R2 value was 1.83% (95% CI: 1.11%-2.52%) while 
in the 1970c cohort, at age 26, the R2 value was slightly lower at 1.80% (95% CI: 
1.09%-2.69%). At the overlapping age of 42, the R2 value in the 1970c cohort is 
smaller than the 1958c, at 1.85% (95% CI: 1.08%-2.75%) compared to 2.46% (95% 
CI: 1.64%-3.22%)). At the oldest age points, the R2 value for the 1970c cohort at age 
46 was 2.16% (95% CI: 1.39%-3.19%) whereas, for the 1958c cohort at age 50, it was 
larger at 2.86% (95% CI: 1.94%-3.68%) 
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Table 14: Linear regression associations between polygenic score for psychological 
distress with overlapping SNPs and 9-item Malaise Inventory Score at ages 23-50 in 
1958c and 1970c (PGS Threshold=0.005, 1958c N=6,312; 1970c N=5,423) 

Year Age Cohort Mean (SD) R2 R2 95% CI 
Beta 

Coefficient 
Beta 95%CI 

1981 23 1958c 1.15 (1.50) 1.83% (1.11%-2.52%) 0.21 (0.17-0.25) 
1996 26 1970c 1.63 (1.65) 1.80% (1.09%-2.69%) 0.23 (0.17-0.28) 

2000 30 1970c 1.43 (1.65) 1.44% (0.82%-2.27%) 0.21 (0.16-0.26) 

1991 33 1958c 0.94 (1.46) 2.02% (1.25%-2.70%) 0.21 (0.17-0.24) 
2004 34 1970c 1.52 (1.77) 2.10% (1.32%-3.12%) 0.26 (0.21-0.32) 

2012 42 1970c 1.74 (1.89) 1.85% (1.08%-2.75%) 0.26 (0.21-0.33) 
2000 42 1958c 1.49 (1.74) 2.46% (1.64%-3.22%) 0.27 (0.23-0.32) 

2016 46 1970c 1.68 (2,06) 2.16% (1.39%-3.19%) 0.31 (0.24-0.36) 
2008 50 1958c 1.68 (2.06) 2.86% (1.94%-3.68%) 0.33 (0.27-0.37) 

R2: amount of variance explained by the PGS. Analyses were adjusted for sex and the first 
10 principal components of ancestry. 
NB: blue indicates the 1958c, and red indicates the 1970c 
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Figure 11: Plot of the beta coefficients from the linear regression results of the 
association between the polygenic score for psychological distress with overlapping 
SNPs at 0.005 p-value threshold and psychological distress outcomes in 1958c and 
1970c between 1981-2012 
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Figure 12: Plot of the incremental adjusted r-squared from the linear regression 
results of the association between the polygenic score for psychological distress with 
overlapping SNPs at 0.005 p-value threshold and psychological distress outcomes in 
1958c and 1970c between 1981-2012 

 
  



   

 

 120 

5.3.2.2 Research Question 2: Does the association between polygenic score and 
adult psychological distress outcomes differ by cohort? 

 

Pooled Analysis: Model 1 
 
The results from Model 1 indicate that, on average, individuals born in the 1958 cohort 
have lower psychological distress scores compared to those born in the 1970 cohort, 
as shown by a negative beta coefficient of -0.33 (95% CI [-0.39 - -0.28], p = 0.001) 
(Table 15). This implies a downward shift in the linear prediction for the 1958 cohort. 
The polygenic score shows a positive association with psychological distress (β = 
0.26, 95% CI [ 0.22-0.29], p = 0.001), indicating that higher polygenic score values 
correspond to higher distress scores.  
 
There was no evidence of an interaction between the polygenic score and cohort in 
the pooled analysis (β = -0.006, 95% CI [ -0.06-0.05], p = 0.831), suggesting that the 
effect of genetic liability for psychological distress does not differ between the two 
cohorts.  
 
Figure 13 shows predicted levels of psychological distress across the polygenic score 
distribution. The slopes are near parallel for each cohort, meaning the effect of the 
polygenic score is potentially similar thus does not differ.  
 

Cohort-stratified: Model 2 and 3 
 
The results from models 2 and 3 indicate evidence for an interaction between 
polygenic scores and age in each cohort when stratified (1958c: β = 0.004, 95% CI [ 
0.003-0.005], p = 0.001; 1970c: β = 0.004, 95% CI [0.001-0.006], p = 0.012).  
 
Predictive margins plots from models 2 (1958c) and 3 (1970c) show converging 
genetic effects between the cohorts by age (Figure 14). The 1970 cohort had a higher 
marginal genetic effect at younger ages, but both cohorts converged at older age 
points.  
 
A z-statistic was computed to compare the interaction coefficients from Models 2 and 
3. The estimated difference in interaction coefficients between cohorts was 0.001 (SE 
= 0.006). The z-statistic for this difference was 0.38 (p= 0.703). This indicates no 
evidence of an overall difference in the effect of polygenic score on psychological 
distress between the 1958 and 1970 cohorts.  
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Table 15: Results from the pooled and stratified multilevel mixed effects 
models interacting mean-centred polygenic score and cohort for 1958c and 
1970c (N=10,713) 

 Beta 
Coefficient 

Bootstrapped 
95% CI 

P 
value 

Model 1: Pooled 

1970c is the reference category 

1958c -0.33 -0.39 - -0.28 0.001 

PGS 0.26 0.22-0.29 0.001 

PGS*1958c -0.006 -0.06-0.05 0.831 

Model 2+3: Cohort-stratified    

1958 Model (N=6,312)    

PGS 0.24 0.23-0.26 0.001 

Age 0.01 0.01-0.02 0.001 

PGS*Age 0.0041 0.003-0.005 0.001 

1970 Model (N=4,401)    

PGS 0.25 0.23-0.27 0.001 

Age 0.007 0.005-0.01 0.001 

PGS*Age 0.0035 0.001– 0.006 0.012 
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Figure 13: Predictive margins of psychological distress across mean-centred 
polygenic score for 1958c and 1970c cohorts in model 1  
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Figure 14: The marginal effect of the polygenic score on psychological distress in 
the 1958c and 1970 by age in model 2 and 3 
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5.3.2.3 Research Question 3: Does the association between polygenic score and 
adult psychological distress outcomes differ by sex? 

 

Pooled Analysis: Model 1 
 
Model 1 multilevel model shows that being female is associated with higher observed 
psychological distress outcomes compared to males, as indicated by a positive beta 
coefficient for females (β = 0.60, 95% CI [ 0.55-0.66]), p = 0.001) (Table 16)).  
 
In model 1 pooled analysis, there was evidence for an interaction between the 
polygenic score and sex (β = 0.06, 95% CI [ 0.01-0.11], p = 0.018), suggesting that 
genetic liability's effect on psychological distress was stronger among females.  
 
Figure 15 shows females have consistently higher predicted level of psychological 
distress across the polygenic score distribution. The slope for females is slightly 
steeper, meaning the polygenic score may have a stronger effect.  
 

Cohort-stratified: Model 2 and 3 
 
Model 2 (1958c) and 3 (1970c), tested for sex differences within each cohort. The 
independent effect results remained largely the same as model 1 (Table 16).  
 
In model 2 there was some evidence of an interaction between the polygenic score 
and sex in 1958c (β = 0.09, 95% CI [0.01, 0.11], p = 0.005), indicating that the effect 
of genetic liability for psychological distress was greater among females than males. 
However, there was no evidence of an interaction in the 1970c in model 3 (β = 0.02, 
95% CI [-0.06, 0.11], p = 0.584).  
 
The z-statistic computed to test the difference between the interaction coefficients 
showed no evidence of a difference (β = 0.07, SE = 0.05, Z = 1.26, p = 0.208). This 
suggests that while there may be some cohort differences in how genetic liability to 
psychological distress operates across sexes, the observed differences between 
cohorts may reflect variability rather than a true difference.  
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Table 16: Results from the pooled and stratified multilevel mixed effects models 
interacting mean-centred polygenic score and sex for 1958c and 1970c 
(N=10,648) 

Fixed Effect 

 Beta Coefficient Bootstrapped 
95% CI 

P value 

Model 1: Pooled 

Male is the reference category 

Female 0.60 0.55-0.66 0.001 

PGS 0.22 0.18-0.26 0.001 

PGS*Female 0.06 0.01-0.11 0.018 

Model 2 + 3: Cohort-stratified    

1958 Model (N=6,312)    

Male (ref)     

Female 0.66 0.60-0.71 0.001 

PGS 0.20 0.16-0.25 0.001 

PGS*Female 0.09 0.01-0.11 0.005 

1970 Model (N=4,401)    

Male (ref)     

Female 0.53 0.45-0.62 0.001 

PGS 0.24 0.18-0.30 0.001 

PGS*Female 0.02 -0.06 - 0.11 0.584 
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Figure 15: Predictive margins of psychological distress across mean-centred 
polygenic score for males versus females in model 1  
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5.3.2.4 Supplemental and Sensitivity Analyses  
 

Testing polygenic score for psychological distress at different p-value thresholds:  
 
Specification curve plots were used to assess the impact of the selected p-value 
thresholds on the estimates (Figures 16 and 17). Both the beta coefficient and R2 
remained similar to the main analyses, with estimates stabilising as the thresholds 
reached closer to 1 (Supplementary Tables 8 and 9).  
 
At the most stringent genome-wide significance threshold (5.00×10⁻⁸), the explanatory 
power was modest but still detectable, with R² values ranging from 0.07% to 0.55% 
and effect sizes between 0.05 and 0.14 across ages and cohorts. At the threshold of 
0.005 (used in the main analyses), explanatory power substantially increased, with R² 
values ranging from 1.44% to 2.86% and effect sizes between 0.20 and 0.31, 
representing an improvement over the genome-wide threshold. The most inclusive 
threshold of 1 (including all SNPs) showed similar results to the 0.005 threshold, with 
R² values of 1.39% to 2.70% and identical effect sizes in many cases, confirming that 
the 0.005 threshold captures most of the polygenic signal without introducing 
excessive noise.  
 
Including this analysis strengthens confidence in utilising the PGS at the 0.005 
threshold, and that the findings remain relatively consistent across threshold 
specifications.  
 
  



   

 

 128 

 
Figure 16: Specification curve plots of the variance explained by the polygenic score 
for psychological distress in the regression model at each age at each potential p-
value threshold in a) 1958c and b) 1970c  

  

a) 

b) 
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Figure 17: Specification curve plots of the beta coefficient from linear regressions 
between polygenic score and observed psychological distress, by each age at each 
potential p-value threshold in a) 1958c and b) 1970c 

b) 

a) 
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Testing the 24-item Malaise Inventory Score: 
 
Beta Coefficient 
Results from the linear regression analyses demonstrate positive and consistent 
associations between polygenic scores for psychological distress and 24-item Malaise 
Inventory scores from ages 23 to 42 in both the 1958c and 1970c cohorts (Table 17). 
 
R-squared 
The R-squared (R²) values, which represent the amount of variance in the Malaise 
Inventory explained by the polygenic score for psychological distress, also increased 
with age in both cohorts (Table 17). This indicates that the polygenic score explains 
more of the variance in psychological distress across adulthood for both cohorts, 
similarly to the 9-item results (Table 17). 
 
Due to the lack of standardisation of the outcome variable, as polygenic penetrance is 
the absolute change in Malaise score per standard deviation increase in polygenic, 
the beta coefficients cannot be directly compared between the 9- and 24-item Malaise 
Inventory Score. Therefore, R-squared is the focus of comparison. Overall, the 24-
item Malaise Inventory has a similar range and overlapping confidence intervals for 
the R-squared values compared to the 9-item. Specifically, R-squared ranged from 
1.20%-2.50% for the 24-item version versus 1.44%-2.86% for the 9-item version. Both 
versions showed consistent positive associations across all ages and cohorts, with 
similar age-related increases in variance explained. This consistency provides strong 
evidence that the 9-item abbreviated scale captures the polygenic signal as effectively 
as the full 24-item version, while also extending the age range examined. 
 

 



   

 

 131 

 

Table 17: Linear regression associations between polygenic score for psychological distress with overlapping SNPs and 
observed psychological distress using the 24-item Malaise Inventory Score at ages 23, 26, 30, 33 and 42 in 1958c and 1970c 
(PGS Threshold=0.005; Imputed 1958c N = 5,939; Imputed 1970c N= 4,045) 

Year Age Cohort 
N 

Mean (SD) R2 
Beta 
Coefficient 

Beta 95%CI 

1981 23 1958c 5,939 2.73 (2.94) 1.20% 0.37 (0.29-0.43) 
1996 26 1970c 4,045 3.85 (3.38) 2.50% 0.47 (0.36-0.56) 

2000 30 1970c 4,045 3.52 (3.48) 2.40% 0.43 (0.33-0.52) 

1991 33 1958c 5,939 2.43 (2.98) 1.30% 0.39 (0.32-0.47) 
2000 42 1958c 5,939 3.60 (3.63) 2.46% 0.58 (0.49-0.66) 

R2: amount of variance explained by the PGS. Analyses were adjusted for sex and the first 10 principal components of ancestry.  
NB: blue indicates the 1958c, and red indicates the 1970c 
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5.4 Discussion  
 

5.4.1 Summary of Main Findings 
 
This study examined whether the polygenic score for psychological distress is 
associated with observed psychological distress by age and cohort, using the National 

Child and Development Study (1958c) from the previous chapter and the British 
Cohort Study (1970c). Findings show that the genotype-phenotype association for 

psychological distress remains persistent from early (~ age 23) to middle (~ age 50) 

adulthood in both cohorts. Each cohort shows an increasing association with age and 

greater explanatory power of genotypic effects. There was some evidence of a cohort 

difference at younger age points. However, the cohorts converged by late adulthood. 
Females showed higher levels of psychological distress than males, and the 1970 
cohort exhibited higher distress levels compared to the 1958 cohort. There was some 
evidence of an interaction between genetic factors and sex in the pooled analyses. 
Once stratified, a potential gene-sex interaction was found in the 1958c, however the 
z-statistic computed to test the difference between the interaction coefficients showed 
no evidence of a difference  
 

5.4.2 Comparison to the literature and explanation of findings 
 
The persistence of the genotype-phenotype association across adulthood suggests a 
tentative trend of increasing strength in the explanatory power of both cohorts’ 
genotypes at later ages. For the 1970c, less of the variance in distress is explained by 
polygenic scores, meaning differences may be more attributable to environmental 
factors than in the 1958c.  
 
This is potentially due to changing environmental factors, i.e., a depressogenic 
environment emerges which the 1970c experienced more of during their middle age. 
The shift from an industrial to a service-based economy in the late 20th century, 
coupled with increased educational attainment and women's labour market 
participation, may have contributed to a more distressing environment, particularly for 
the 1970 cohort (301) (139). As absolute living standards increased, the relative quality 
of life decreased, and inequalities increased for both cohorts, but more so within the 
1970 cohort (296). These macroeconomic and social changes in how society is 
structured could have had a knock-on effect on the prevalence of psychological 
distress in the UK population.  
 
The positive association between genotypic and phenotypic distress at all ages is 
consistent with previous research (75,109,254,262,307). These suppose that the 
contribution of genotypes to phenotypes as people age is relatively consistent after 
development across childhood and adolescence (311). Finding that this association 
increases with age in both cohorts, may be due to people accruing life experiences 
and developing behavioural traits where their genotypes interact with and are 
expressed through the environments they actively select for themselves (264). 
 
The estimates increasing by age but not by cohort was inconsistent with one previous 
study by Athanasiadis et al. 2022 (306). This research used the Danish Registry Data 
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and found higher heritability estimates for mental conditions, such as depression and 
anxiety, in younger cohorts. This could be due to the environment in Denmark being 
more homogenous, so over time, the variation in the phenotype is more attributable to 
the genotype (41,312). When utilising the social context theory of gene-environment 
interaction, it has been observed that in environments characterised by high levels of 
social control (i.e. an environ that constrains behaviour), the heritability tends to either 
decrease or remain stable, whereas in contexts with low levels of social control, it 
tends to increase (99). The higher psychological distress scores in the 1970 cohort 
suggest that environmental and socio-economic factors play a prominent role. The 
lack of evidence for an interaction between polygenic score and cohort indicates that 
genetic effects on psychological distress are stable across cohorts, but environmental 
differences likely contribute to the observed disparities. It may be that 1970c, as a 
cohort, experienced an environment that had changing social control, i.e. the social 
norms and structural underpinnings of society altered, which affected the expression 
of the distress phenotype.  
 
It is possible that the higher heritability estimates in older age, rather than cohort, are 
attributable to several factors. The risk for mental health conditions may increase 
towards the end of the lifespan, or the accumulation of environmental exposures 
throughout life in the older cohorts increases the heritability estimates 
(183,262,277,313). At the same time, in younger ages, the accumulation of diagnoses 
is an ongoing process that is interrupted by right censoring (314). In prior research, 
this has shown a cohort difference where successive generational cohorts are 
characterised by progressively earlier onset ages, typically associated with more 
robust genetic signals and higher heritability estimates (241,315).  
 
The larger estimates between ages 42-50 in the 1958c and 1970c could feasibly be 
due to the applied GWAS being derived from a predominantly middle-aged sample. 
The GWAS summary statistics did not report the mean age, but the cohorts included 
mean participants' ages ranging between 18 and 85, including the Understanding 
Society Cohort. As the sample size was ~1,000,000 for the GWAS, the majority of the 
sample came from the U.K Biobank; where the average age is 56 years old (SD: 8.09) 
(316). This might mean the SNPs identified in that genome-wide association study 
were specific to mid-life expression of psychological distress, as different genes can 
be expressed at different ages and their environment interaction, and behavioural 
influences may also vary with time.  
 
In the gene-sex pooled analysis, evidence for an interaction was identified. 
Furthermore in the specific cohort-stratified analyses, there was there was evidence 
for an interaction in the 1958c.This was not consistent with prior literature, which did 
not consistently identify sex differences (317). However, the z-statistic computed to 
test the difference between the interaction coefficients showed no evidence of a 
difference. Prior literature supports the findings that there was no evidence for an 
interaction in the 1970c, from the cohort-stratified analyses. Therefore, the observed 
differences in statistical significance between models may be more likely due to 
sample variability rather than a true sex differences between cohorts. These findings 
might be due to environmental or societal factors specific to women that have amplified 
the gene-sex interaction. This is further explored in limitations below. 
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5.4.3 Strengths & Limitations  

Strengths of this study included the use of psychological distress data collected at 
multiple ages in each cohort – utilising the same questionnaire for measurement at 
each time point. Data collection spans from 1981 to 2016 across two generationally 
different cohorts (Baby Boomers versus Generation X), enabling cross-cohort 
comparison. Similarly, how the polygenic scores were constructed by being 
standardised across the cohorts, restricted to overlapping SNPs, and neither cohort 
being present in the discovery sample of the GWAS used also enabled robust cross-
cohort comparison.  

Another strength of the current study is the construction of the environment variable. 
Previous GxE studies suffered from potential variations in gene-environment 
interactions that might differ between cohorts due to unique historical and 
environmental contexts. For instance, environmental factors such as socio-economic 
conditions, lifestyle changes, and exposure to different stressors can vary between 
cohorts, potentially influencing the expression of genetic liability differently. This 
study's reliance on birth year as an exogenous source of environmental variation helps 
mitigate some of these concerns by enabling the estimation of gene-cohort interaction. 
This method circumvents the problem of environmental endogeneity, where the 
environment could be influenced by genetic factors 

However, this study was not without limitations. First, comparing only two cohorts may 
introduce bias, as errors in either cohort can distort observed trends. Including three 
or more cohorts, as suggested by prior research, would provide a more accurate 
identification of trends (318). However the thesis was restricted by lack of existing data 
with comparable measures, as the 1946 cohort changes mental health questionnaire 
across adulthood and there is no data of the 2000 cohort across adulthood yet (124). 

Second, random measurement errors in the exposure variable (polygenic scores) can 
dilute effect sizes, while errors in the outcome variable (psychological distress) can 
widen standard errors and confidence intervals, reducing estimate precision. Non-
random errors can bias results in either direction (318). However, prior work has found 
that there is measurement invariance in the outcome of distress between these 
cohorts (204).  

Third, in both cohorts, there are a higher number of women remaining in the study 
compared to men by age, meaning the results are potentially confounded by gender-
based differences in study retention rates. Therefore, the analyses controlled for this 
using sex difference analysis. In that analysis, differential associations were observed 
between both cohorts' genotypic and phenotypic psychological distress across the 
sexes. Females consistently exhibited higher distress levels than males. This finding 
may reflect broader societal influences exacerbating female distress despite similar 
genetic liability. 
 
Fourth, it is important to note that the polygenic scores are assumed to capture genetic 
liability factors for psychological distress that are stable across time. This assumption 
is based on the premise that SNPs remain relatively constant and do not vary between 
cohorts. However, this GWAS approach may not isolate cohort-specific genetic signals 
due to the inclusion of multiple generations and cohorts (319).Yet the current study 
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utilised the polygenic score as a valid tool for examining genetic liability to 
psychological distress by cohort. As it still effectively captures the overarching 
polygenic scores for psychological distress that span different time periods. 
 
A limitation of the use of an exogenous environmental variable is, while this approach 
provides evidence indicating wider environmental contribution, it is limited in being 
able to pinpoint which specific environmental characteristics interact with polygenic 
liability to psychological distress. The current study does not test for differential 
susceptibility or other specific environmental features that may vary across cohorts. 
Future research should identify and incorporate environmental variables to provide a 
better understanding of gene-environment interactions and to determine how different 
environments may modulate polygenic liability for psychological distress. 
 

5.4.4 Conclusion  
 

This study provides evidence that the association between polygenic scores for 

psychological distress and observed psychological distress remains persistent from 

early (~ age 23) to middle (~ age 50) adulthood in both cohorts. Each cohort shows 
an increasing association and greater explanatory power of genotypic effects by age. 

There was some evidence of a cohort difference at younger age points. However, the 

cohorts converged by late adulthood. There was also some evidence of a sex 

difference when the cohorts were pooled. Relative to other factors, the genetic 
contribution explained only a small proportion of the variance in psychological distress, 
suggesting that other factors beyond genetic liability likely contribute to psychological 
distress in these individuals.  
 
Future research should investigate specific environmental stressors that might interact 
with genetic liability. The thesis introduction (Section 1.5) outlined the importance of 
broader environmental exposures in relation to distress outcomes over time, one 
prominent component being socioeconomic position. Longitudinal studies could 
further elucidate how these factors evolve and interact over time. The next chapter will 
explore the interaction between father’s social class and polygenic score for 
psychological distress in the 1958c and 1970c cohorts. 
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5.5 Study 2 Summary  
 

• Both the 1958c and 1970c show an increasing association and greater 
explanatory power of genotypic effects between ages 23-50, suggesting that 
genetic factors may become more pronounced with age. 

• There was some evidence of a cohort difference at younger ages. However, 

the cohorts converged by older adulthood.  

• Pooled analyses found the polygenic score association with psychological 
distress was stronger in females compared to males. 

• The genetic contribution explained only a small proportion of the variance in 
psychological distress. 

• These findings highlight the importance of considering both genetic and 
environmental factors in understanding psychological distress. 

• The results motivate the next study of the thesis, which will explore the 
interaction between childhood social class and genetic liability to 
psychological distress in the 1958c and 1970c cohorts. 
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5.6 Supplementary Materials  
 

Supplementary Table 8: Linear regression associations across all thresholds of 
the polygenic score for psychological distress with overlapping SNPs between 
1958c and 1970c and observed psychological distress across ages 23-50 in the 
1958c (N=6,312) 

Age Threshold R2 
Beta 
Coefficient 

Lower 95% CI 
Upper 
95% CI 

P 

23 5.00x10-08 0.20% 0.06 0.03 0.09 0.338 
 1.00x10-08 0.35% 0.08 0.06 0.11 0.008 
 0.00001 0.66% 0.12 0.09 0.14 <0.001 
 0.000015 0.62% 0.11 0.09 0.14 <0.001 
 0.00002 0.69% 0.12 0.09 0.15 <0.001 
 0.00005 0.95% 0.14 0.12 0.17 <0.001 
 0.0001 1.17% 0.16 0.13 0.19 <0.001 
 0.005 1.83% 0.20 0.17 0.23 <0.001 
 0.009 1.70% 0.19 0.17 0.22 <0.001 
 0.01 1.70% 0.19 0.17 0.22 <0.001 
 0.02 1.79% 0.20 0.17 0.22 <0.001 
 0.03 1.72% 0.19 0.17 0.22 <0.001 
 0.04 1.68% 0.19 0.16 0.22 <0.001 
 0.05 1.67% 0.19 0.16 0.22 <0.001 
 1 1.65% 0.19 0.16 0.22 <0.001 

33 5.00x10-08 0.34% 0.08 0.05 0.11 0.037 
 1.00x10-08 0.67% 0.12 0.09 0.14 0.003 
 0.00001 0.95% 0.14 0.11 0.17 <0.001 
 0.000015 1.05% 0.15 0.12 0.17 <0.001 
 0.00002 1.09% 0.15 0.12 0.18 <0.001 
 0.00005 1.30% 0.16 0.14 0.19 <0.001 
 0.0001 1.43% 0.17 0.15 0.20 <0.001 
 0.005 2.02% 0.20 0.18 0.23 <0.001 
 0.009 1.90% 0.20 0.17 0.23 <0.001 
 0.01 1.96% 0.20 0.18 0.23 <0.001 
 0.02 2.10% 0.21 0.18 0.24 <0.001 
 0.03 2.00% 0.20 0.18 0.23 <0.001 
 0.04 1.91% 0.20 0.17 0.23 <0.001 
 0.05 1.89% 0.20 0.17 0.22 <0.001 
 1 1.85% 0.20 0.17 0.22 <0.001 

42 5.00x10-08 0.40% 0.10 0.07 0.14 0.002 
 1.00x10-08 0.56% 0.12 0.09 0.15 <0.001 
 0.00001 0.86% 0.16 0.13 0.19 <0.001 
 0.000015 0.93% 0.16 0.13 0.19 <0.001 
 0.00002 0.96% 0.17 0.14 0.20 <0.001 
 0.00005 1.22% 0.19 0.16 0.22 <0.001 
 0.0001 1.46% 0.21 0.18 0.24 <0.001 
 0.005 2.46% 0.27 0.24 0.30 <0.001 
 0.009 2.36% 0.26 0.23 0.29 <0.001 
 0.01 2.36% 0.26 0.23 0.29 <0.001 
 0.02 2.54% 0.27 0.24 0.30 <0.001 
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 0.03 2.51% 0.27 0.24 0.30 <0.001 
 0.04 2.51% 0.27 0.24 0.30 <0.001 
 0.05 2.51% 0.27 0.24 0.30 <0.001 
 1 2.45% 0.27 0.24 0.30 <0.001 

50 5.00x10-08 0.55% 0.14 0.10 0.17 0.001 
 1.00x10-08 0.93% 0.18 0.14 0.21 <0.001 
 0.00001 1.18% 0.20 0.17 0.24 <0.001 
 0.000015 1.19% 0.20 0.17 0.24 <0.001 
 0.00002 1.25% 0.21 0.17 0.24 <0.001 
 0.00005 1.47% 0.23 0.19 0.26 <0.001 
 0.0001 1.69% 0.24 0.21 0.28 <0.001 
 0.005 2.86% 0.31 0.28 0.35 <0.001 
 0.009 2.66% 0.31 0.27 0.34 <0.001 
 0.01 2.70% 0.31 0.27 0.34 <0.001 
 0.02 2.77% 0.31 0.28 0.35 <0.001 
 0.03 2.79% 0.31 0.28 0.35 <0.001 
 0.04 2.73% 0.31 0.27 0.34 <0.001 
 0.05 2.71% 0.31 0.27 0.34 <0.001 
 1 2.70% 0.31 0.27 0.34 <0.001 

Threshold: P-value threshold for the PGS (i.e., threshold for the number of 
significant SNPs from the original GWAS included into the PGS). R2: amount of 
variance explained by the PGS. PD: psychological distress. Analyses were 
adjusted for sex and the first 10 principal components of ancestry. 
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Supplementary Table 9: Linear regressions associations across all thresholds of 
the polygenic score for psychological distress with overlapping SNPs between 
1958c and 1970c and observed psychological distress across ages 26-46 in the 
1970c (N=5,423) 

Age Threshold R2 
Beta 
Coefficient 

Lower 
95% CI 

Upper 95% CI P 

26 5.00x10-08 0.07% 0.05 0.00 0.11 0.176 
 1.00x10-08 0.25% 0.09 0.03 0.14 0.014 
 0.00001 0.71% 0.15 0.09 0.20 0.001 
 0.000015 0.81% 0.16 0.10 0.21 0.001 
 0.00002 0.85% 0.16 0.10 0.21 <0.001 
 0.00005 1.10% 0.18 0.12 0.24 <0.001 
 0.0001 1.23% 0.19 0.13 0.25 <0.001 
 0.005 1.80% 0.22 0.17 0.28 <0.001 
 0.009 1.91% 0.23 0.18 0.29 <0.001 
 0.01 1.98% 0.24 0.18 0.29 <0.001 
 0.02 1.81% 0.23 0.17 0.28 <0.001 
 0.03 1.73% 0.22 0.17 0.28 <0.001 
 0.04 1.78% 0.22 0.17 0.28 <0.001 
 0.05 1.79% 0.22 0.17 0.28 <0.001 
 1 1.77% 0.22 0.17 0.28 <0.001 

30 5.00x10-08 0.18% 0.07 0.02 0.12 0.002 
 1.00x10-08 0.45% 0.11 0.06 0.16 <0.001 
 0.00001 0.71% 0.14 0.09 0.20 <0.001 
 0.000015 0.72% 0.15 0.09 0.20 <0.001 
 0.00002 0.72% 0.14 0.09 0.20 <0.001 
 0.00005 0.88% 0.16 0.11 0.21 <0.001 
 0.0001 1.02% 0.17 0.12 0.22 <0.001 
 0.005 1.44% 0.20 0.15 0.25 <0.001 
 0.009 1.46% 0.20 0.15 0.25 <0.001 
 0.01 1.52% 0.21 0.15 0.26 <0.001 
 0.02 1.30% 0.19 0.14 0.24 <0.001 
 0.03 1.21% 0.18 0.13 0.23 <0.001 
 0.04 1.29% 0.19 0.14 0.24 <0.001 
 0.05 1.37% 0.20 0.14 0.25 <0.001 
 1 1.39% 0.20 0.15 0.25 <0.001 

34 5.00x10-08 0.31% 0.10 0.05 0.16 0.030 
 1.00x10-08 0.55% 0.14 0.08 0.19 0.001 
 0.00001 0.92% 0.18 0.12 0.23 <0.001 
 0.000015 0.96% 0.18 0.12 0.24 <0.001 
 0.00002 1.07% 0.19 0.13 0.24 <0.001 
 0.00005 1.20% 0.20 0.14 0.26 <0.001 
 0.0001 1.44% 0.22 0.16 0.27 <0.001 
 0.005 2.10% 0.26 0.20 0.31 <0.001 
 0.009 2.20% 0.26 0.21 0.32 <0.001 
 0.01 2.30% 0.27 0.22 0.33 <0.001 
 0.02 2.02% 0.25 0.20 0.31 <0.001 
 0.03 2.05% 0.26 0.20 0.31 <0.001 
 0.04 2.09% 0.26 0.20 0.31 <0.001 
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 0.05 2.14% 0.26 0.21 0.32 <0.001 
 1 2.15% 0.26 0.21 0.32 <0.001 

42 5.00x10-08 0.46% 0.13 0.07 0.19 <0.001 
 1.00x10-08 0.66% 0.16 0.10 0.22 <0.001 
 0.00001 0.86% 0.18 0.12 0.24 <0.001 
 0.000015 0.88% 0.18 0.12 0.24 <0.001 
 0.00002 0.94% 0.19 0.13 0.25 <0.001 
 0.00005 1.07% 0.20 0.14 0.26 <0.001 
 0.0001 1.20% 0.21 0.15 0.27 <0.001 
 0.005 1.85% 0.26 0.20 0.31 <0.001 
 0.009 1.72% 0.25 0.19 0.31 <0.001 
 0.01 1.76% 0.25 0.19 0.31 <0.001 
 0.02 1.74% 0.25 0.19 0.31 <0.001 
 0.03 1.72% 0.25 0.19 0.31 <0.001 
 0.04 1.82% 0.26 0.20 0.32 <0.001 
 0.05 1.85% 0.26 0.20 1.85 <0.001 
 1 1.84% 0.26 0.20 0.32 <0.001 

46 5.00x10-08 0.31% 0.12 0.06 0.18 <0.001 
 1.00x10-08 0.50% 0.15 0.09 0.21 <0.001 
 0.00001 0.64% 0.17 0.11 0.23 <0.001 
 0.000015 0.69% 0.18 0.11 0.24 <0.001 
 0.00002 0.80% 0.19 0.13 0.25 <0.001 
 0.00005 0.82% 0.19 0.13 0.25 <0.001 
 0.0001 1.04% 0.21 0.15 0.28 <0.001 
 0.005 2.16% 0.30 0.24 0.36 <0.001 
 0.009 2.08% 0.30 0.24 0.36 <0.001 
 0.01 2.07% 0.30 0.24 0.36 <0.001 
 0.02 2.15% 0.30 0.24 0.36 <0.001 
 0.03 2.11% 0.30 0.24 0.36 <0.001 
 0.04 2.15% 0.30 0.24 0.36 <0.001 
 0.05 2.20% 0.31 0.24 0.37 <0.001 
 1 2.18% 0.31 0.24 0.37 <0.001 

Threshold: P-value threshold for the PGS (i.e., threshold for the number of 
significant SNPs from the original GWAS included into the PGS). R2: amount of 
variance explained by the PGS. PD: psychological distress. Analyses were 
adjusted for sex and the first 10 principal components of ancestry. 
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6 Study 3: Investigating gene-environment interplay between 
polygenic score and father’s social class on adult 
psychological distress during adulthood 

 
Main objective: to examine whether father’s social class interacts with polygenic 
scores in its association with adulthood psychological distress in the 1958c and 
1970c. 
 
Research Question 1: Does the association between polygenic scores for distress 
and adult psychological distress outcomes vary according to father’s social class? 
 
Research Question 2: Do the independent associations or interactions between 
polygenic score for distress and father’s social class on adulthood psychological 
distress differ by cohort or by sex? 
 
Research Question 3: Using meta-analysis, is there robust evidence of an interaction 
between polygenic score for psychological distress and socioeconomic circumstances 
on adulthood psychological distress outcomes?  
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6.1 Introduction 
 
The present study’s main objective is to examine the interplay between polygenic 
scores for psychological distress and father’s social class. This investigation builds 
upon previous chapters which explored the relationship between genotypic and 
phenotypic psychological distress by age and cohort. These previous chapters have 
discussed relevant literature summarising the polygenic basis for psychological 
distress. Studies 1 and 2 showed an increasing association between polygenic scores 
and psychological distress by age. However, polygenic scores only accounted for a 
small percentage of the variance in distress scores, suggesting that other potential 
environmental correlates may better explain distress outcomes. This chapter extends 
this by first examining whether father’s social class interacts independently or 
synergistically with genetic liability to impact distress outcomes across adulthood and 
then addressing the question by cohort and by sex. Finally, evidence is synthesised in 
a meta-analysis.  
 
This introduction is structured by first focusing on the socioeconomic determinants of 
psychological distress, why socioeconomic circumstances may modify genetic effects, 
and prior evidence from gene-environment studies. 
 

6.1.1 Socioeconomic determinants of psychological distress  
 

Environmental risk factors can be physical (e.g., climate), chemical (e.g., pollution), 
biological (e.g., pathogens), behavioural factors (e.g., lifestyle choices like smoking or 
exercise) and psychosocial (e.g., social networks, socioeconomic position) (320). 
Socioeconomic position refers to aspects of an individual's social and economic 
position in society, which impacts their access to resources and social networks 
alongside their maintenance of them (168). Within a population, individuals accrue or 
lack cultural, social, and economic capital that amalgamate to inform their advantaged 
or disadvantaged socioeconomic circumstances (170). Socioeconomic determinants 
of psychological distress include, but are not limited to, lower income levels, 
unemployment, poor housing conditions, food insecurity, experiencing discrimination, 
adverse childhood experience and lower educational attainment (277,321).  

There is a well-documented social gradient in mental health outcomes whereby people 
who are in disadvantaged socioeconomic circumstances tend to have worse mental 
health outcomes (277) (5,7,135,322). Health selection and social causation are the 
primary frameworks to explain these inequalities (173,323). Social causation posits 
that socioeconomic circumstances influence psychological distress, while health 
selection suggests the reverse—distress impacts socioeconomic circumstances 
(173,323). For example, a review in 2015 summarised across 34 studies that there 
was no hegemony of either hypothesis across the literature (173). However, they 
found research that utilised indicators such as education and income favoured the 
social causation hypothesis.  

Research has largely focused on documenting the presence of inequalities, with less 
attention paid to when and how they develop. However, as per lifecourse 
epidemiology, timing is critical to how the mechanisms driving the social gradient in 
psychological distress may vary across life stages (3). For instance, during the 
transition to adulthood—a period marked by shifts from parental socioeconomic 
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circumstance to forming one's own socioeconomic circumstance —health selection 
effects may be particularly salient (324). Negative mental health episodes can disrupt 
pivotal events like educational milestones and early-career decisions, thereby 
influencing socioeconomic circumstance trajectories (238,321). Later in working-age 
life, poor mental health may still affect socioeconomic circumstance, however 
individuals often have greater resources to buffer these impacts. Financial savings, 
support from long-term partners, or job tenure can provide stability in the face of mental 
health challenges.  

For instance, Chandola (2003) who used the Whitehall II study refuted evidence for 
health selection in mid-life contexts, highlighting the importance of a nuanced 
lifecourse approach to understanding social gradient of psychological distress (175). 
Social causation relies on socioeconomic circumstances influencing psychological 
distress, this is more in-keeping with how lifecourse epidemiology conceptualises the 
accumulation of risk factors across adulthood compound to influence health outcomes 
(183,323). The current chapter, due to its focus on adulthood, posits the social 
causation framework as the underpinning theory for why socioeconomic status 
influences psychological distress.  

As outlined, there are differing aspects to what constitutes our socioeconomic 
circumstances. These include but are not limited to income, education, and 
occupation. A recent systematic meta-review found that the social gradient is 
consistent across all domains but may be steeper for lower social positions via 
deprivation (e.g., poverty), socioeconomic status, income, and subjective social status 
(324). However, there was less robust evidence synthesis for an individual’s 
educational attainment, occupation, wealth, and social capital. They pointed out that 
most reviews employed individual-level measures instead of interpersonal or 
community-level measures. The evidence summarised thus far has all pertained to the 
socioeconomic circumstances of an individual rather than parental circumstances. 

Prior research shows the social gradient begins in childhood, where children and 
adolescents from disadvantaged backgrounds are more likely to develop mental 
health issues than their peers from advantaged backgrounds (183). This means the 
socioeconomic circumstances that a parent may provide can impact the subsequent 
health of their child, reflecting a more social causation framework for health inequality 
development (182). Disadvantaged circumstances can then compound throughout the 
lifespan (6,183). Hence, the present study focused on childhood socioeconomic 
circumstances as the environmental risk factor due to its correlation with psychological 
distress and its potential role in modulating genetic vulnerabilities (91,325,326). 
Specifically, father’s social class was used for various reasons, further detailed below.  

 

6.1.2 Father’s social class as a measure of socioeconomic circumstance 
 
Childhood social class, as measured by the father’s occupation, served as the primary 
proxy for childhood socioeconomic position in this Chapter (214). This measure 
effectively captures the broader construct of socioeconomic circumstance, which is 
correlated and interconnected with other domains such as income and education 
(216,327,328). It follows that the educational attainment one achieves relates to the 
occupational status gained and income renumerated. Although education and income 
are also important, social class is correlated with and can serve as a proxy for these 
other dimensions of socioeconomic position. It also benefits from the temporal 
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ordering that it removes the ability for reverse causality to be introduced to a research 
design. 

As childhood social class sets the foundation for educational and economic 
opportunities, health exposures, and life chances, over time, the quality and relevance 
of socioeconomic circumstances proxies have evolved (329). Traditional measures 
such as manual vs non-manual labour have become less reflective of contemporary 
21st century economies dominated by service and knowledge-based jobs (145). 
Despite these changes, for cohorts born in the middle of the 20th century father’s social 
class remains a robust indicator of childhood socioeconomic circumstance as it 
captures the structural conditions and constraints influencing an individual’s early life 
(329,330).  

One challenge in understanding the relationship between socioeconomic position and 

psychological distress is measuring socioeconomic position consistently across 

generations, as the factors that constitute position and shape the social gradient of 

health can change over time (331). For example, while homeownership might be a 

significant marker of economic stability for one generation, income may be more 

influential for another, particularly in economic shifts such as inflation or changes in 

the labour market (135). The transition from a predominantly industrial economy to a 

knowledge-based economy in the 1980s further complicates the comparison of 

occupational types (i.e. manual versus non-manual) across this period (139). As does 

the widening access to higher education: the percentage of people with full-time 

education at age 16 increased from 11.1% in 1960 to 20.2% by 1970 (146). This then 

impacts who had access to non-manual jobs within the knowledge economy. It also 

makes it harder to ascertain a social gradient as educational attainment is less variable 

in the population. This makes it easier for occupational classes in the pre-1980s to be 

comparable for use in the current study. There is evidence that the class structure 

based on occupational classes did not change considerably between these two 

cohorts, enabling comparison (329,332,333). 

 
As outlined, the health selection and social causation framework posit opposing 
directions of the same pathway between socioeconomic circumstances and 
psychological distress. However, the relationship is complex and potentially 
bidirectional (186). Adults who develop psychological distress may experience a 
decline in their social class due to dropping out of the workforce or becoming 
economically inactive, which could in turn limit their educational attainment or income 
(289,334). This can create a problem of reverse causality. Disadvantaged 
socioeconomic circumstances also impact cohort study attrition rates, as people with 
higher stress tend to drop out of the studies (335). The loss of this sample makes it 
harder to estimate the relationship accurately. Consequently, measuring parent social 
class at an early age helps to mitigate some of these issues. Therefore, using father’s 
social class was used in the present study as a main indicator of early life conditions.  

Occupational class may provide a more comprehensive measure of socioeconomic 
position by incorporating occupational prestige, which captures aspects of social 
standing that income or education alone may not fully reflect (214). Occupational class 
tends to be more stable over time compared to income, which can fluctuate yearly (4). 
This means having one measure of it at an early time point is indicative of the broader 
circumstances (336,337). This stability provides a more reliable indicator of long-term 
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socioeconomic position, without losing the nuance of the gradient. This study used 
prior harmonisation efforts to ensure comparability of socioeconomic position across 
cohorts (338). Specifically, the Registrar General’s 1990 social class framework was 
used to assess socioeconomic position in both the 1958 and 1970 cohorts, recording 
father’s social class when participants were around 10 to 11 years old (216,338).  

6.1.3 Gene-environment interplay in psychological distress 
 
Psychological distress is thought to be influenced by both genetic and environmental 
factors, which can operate through both independent and interactive pathways 
(253,254,325,339–342). While these factors can each independently contribute to 
psychological distress, genes are necessarily expressed within environmental 
contexts, leading to complex gene-environment interplay (343). For example, genetic 
vulnerabilities to anxiety or depression might be more strongly expressed under 
adverse environmental conditions while remaining relatively dormant in a supportive 
environment (91). This aligns with prior research in the 1958 National Child 
Development Study, which suggests that childhood is a sensitive period in which 
environmental factors, including socioeconomic conditions, may influence the 
expression of genetic vulnerabilities related to psychological distress (91,325).  
 
Independent associations would occur if both polygenic scores and father's social 
class separately influence psychological distress, regardless of each other. There are 
a few explanations for interactions, defined as the effect of an exposure changes 
depending upon the presence of the other exposure (344). A synergistic interaction 
would occur if individuals with both a high polygenic score and lower father's social 
class experience psychological distress at a rate much higher than would be expected 
from only adding the separate coefficients of high polygenic scores and low social 
class (344).  
 
Previous psychological literature has focused on testing the diathesis-stress theory of 
gene x environment interaction (101). They found conflicting evidence between 
candidate gene and polygenic-based studies which utilised stressful life events as the 
environment (310). This research was based on the premise that exposures were 
stressful life events that were acute rather than chronic stressors (345). The ability to 
test not just adverse experiences but also advantaged and disadvantaged 
environments meant that the differential susceptibility theory could be tested within 
psychiatric genomic studies (91). A review of studies that utilised differential 
susceptibility theory added to the evidence that greater sensitivity was associated with 
a greater risk of psychopathology in adverse contexts, simultaneously sensitivity 
increased the protective nature of positive environments by decreasing risk (339,346). 
(99). Each GxE theory goes some way to explain the observed patterns in the 
relationship between genetic effects and macrosocial environments.  
 
As described in Introduction Section 1.3, the differential susceptibility hypothesis 
posits that individuals with a high genetic liability for psychological distress may be 
more sensitive to adverse childhood environments, potentially leading to increased 
distress in adulthood (91). Therefore, research questions 1 and 2 use this framework 
to explore how a father’s social class interacts with genetic liability for psychological 
distress across adulthood. According to the social context theory, the role of wider 
social norms and broader cultural environment means factors such as cohort 
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membership might create the conditions for a synergistic gene-environment 
interaction (99). Therefore, research questions 3 and 4 test for cohort and sex 
differences in gene-environment interactions, which adhere to testing the social 
control/context theory  

 

6.1.4 Prior work on gene-environment interactions between polygenic scores and 
socioeconomic factors and association with psychological distress 

 
Candidate gene studies were historically used to examine gene x environment 
interactions (310). These studies predominantly tested for the interaction of stressful 
life events and the 5-HTTLPR gene, which is thought to affect the serotonin transporter 
works (310). The underpinning theory was to test the assumptions of the diathesis-
stress theory (94). However, these findings were not widely replicated (347). 
 
Candidate GxE studies have several limitations that may contribute to the lack of 
replication. The candidate gene approach assumes that one gene strongly relates to 
distressed phenotypes. However, the specific biological mechanisms underlying 
psychiatric disorders remain unclear (310). Another key discovery is that most 
behavioural and, therefore, psychiatric traits are influenced by many thousands of 
SNPs with small effects rather than by a few gene variants with large effects, meaning 
they are polygenic (39). Given these limitations, GxE research regarding psychological 
distress outcomes is transitioning towards a polygenic approach in larger, better-
powered samples (348).  
 
Several studies have investigated the interactions between polygenic scores, adult 
socioeconomic position (across multiple domains), and psychological distress, 
focusing on gene-environment (GxE) interaction (Table 16). Overall, the studies all 
found independent associations between polygenic scores, socioeconomic position 
(across multiple domains) and psychological distress outcomes. There were 
inconsistent results regarding evidence for synergistic interactions. 
 
Six of the studies tested adulthood socioeconomic circumstances of the participants. 
Two out of the seven studies identified evidence of synergistic interactions between 
polygenic scores and socioeconomic circumstances, whereby distress was higher in 
those in more disadvantaged circumstances and higher polygenic scores (325,340). 
In the same data that the current study uses, Keers et al. (2017), demonstrated that 
socioeconomic status was an independent predictor of psychological distress across 
adulthood (325). They found evidence for an interaction between lifecourse 
socioeconomic circumstances and polygenic scores in contributing to exponential risk 
in psychological distress outcomes. Qi et al. (2024), also in a U.K. context, identified 
an interaction between the index of multiple deprivation and polygenic scores 
impacting worse distress scores (340). Two of the studies did not test for interactions 
(341,349), while the final two studies tested for synergistic interactions but did not find 
evidence for them (253,254). In summary, across the six studies, there is conflicting 
evidence for gene-environment interactions when using socioeconomic 
circumstances. 
 
Three of the studies tested childhood socioeconomic circumstances of the 
participants. (325,341,342). They all identified independent associations between 
childhood socioeconomic circumstances and distress outcomes. However, only Keers 
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et al. (2017) tested for synergistic interactions with polygenic scores, which were not 
significant for solely childhood environment but rather when childhood and adulthood 
socioeconomic circumstances were combined (325). This combined approach 
potentially introduces issues of reverse causality with the adulthood measures, as 
psychological distress could feasibly influence adult socioeconomic position. 
 
Across all studies, key limitations include their reliance on retrospective self-reports of 
childhood socioeconomic circumstances which may underestimate the effect (350). 
Most studies did not use cohort comparisons to see if the independent associations 
and interactions remain stable in different populations, nor did they stratify by sex 
differences. Therefore, the current study seeks to fill this gap. 
 

6.1.5 Cohort and sex differences in gene-environment interaction studies  
 
There are observed disparities in distress outcomes between the 1958 and 1970 
cohorts, which also exhibit a gender gap, with women generally experiencing higher 
distress levels than men; the 1970 cohort showed higher average distress scores than 
the 1958 cohort (124). A study that triangulated three U.K. cohorts found the gender 
gap in distress to be persistent across all age groups (351). The social gradient at the 
individual level may differ considerably depending on the gender equality mechanisms 
in a given population’s specific context. For example, the social gradient may not 
appear if the socioeconomic metric is education level if using data from the millennial 
generation as access to higher education equalised (352).  
 
Sex and cohort differences may moderate the interaction between polygenic scores 
and father’s social class in predicting psychological distress or be independently 
associated (164,306). Theoretically, sex differences in this interaction may be due to 
the changing environment. For example, different cohorts experienced varying levels 
of gender role rigidity (p.90) (353). Older cohorts may show stronger effects of father's 
social class on daughters due to greater economic dependence on their family or 
spouse (354). While more recent cohorts might show more similar patterns between 
sexes as gender roles evolved (218,355). Cohort differences, too, may be driven by 
societal changes in social mobility, educational opportunities, and labour market 
structures across time (4,333).  
 
The impact of father's social class on psychological outcomes may vary across cohorts 
due to shifting economic conditions such as deindustrialisation and changes in 
intergenerational wealth transfer patterns (356,357). Additionally, cohort differences 
could reflect varying exposure to major societal stressors (e.g., economic recessions, 
technological changes) that may amplify or dampen the effects of both genetic liability 
and social class on psychological distress. 
 
Both sex and cohort differences were found in previous chapters of this thesis. In Study 
1 (Section 4), beta coefficient estimates were higher for females compared to males 
when the main analysis was stratified. Then in Study 2 (Section 5), results also 
indicated that females tended to experience higher levels of observed psychological 
distress than males, irrespective of their genetic liability in 1958c. Study 2 further 
investigated cohort differences, which were not different due to genetic liability, 
meaning other environmental factors might contribute to the distress gap between the 
cohorts. To the best of my knowledge, no prior literature was found that tested 



   

 

 

 148 

polygenic scores – socioeconomic circumstance interactions comparing cohorts and 
by sex.  
 
Previous chapters of the thesis found that women and participants in the 1970c have 
a stronger association between their polygenic scores and observed psychological 
distress. Based on the current evidence, it is plausible that there will be independent 
associations between the exposure of polygenic scores and father’s social class with 
the outcome of psychosocial distress; and that these differ by cohort and sex. The 
social control model (as outlined in Introduction Section 1.3) states that genetic factors 
may be filtered or buffered by social norms and structural constraints (99). The current 
study leverages the social context to explore how father’s social class interacts with 
genetic liability for psychological distress in the two cohorts and by sex.  
 
Given the consistent challenge of limited statistical power in GxE research, a meta-
analytic approach may be a useful method to obtain the necessary sample size to 
detect small effect size interactions. By synthesising across multiple cohorts, this 
approach would help add to the evidence with robust estimates of potential interaction 
effects between polygenic scores and socioeconomic circumstances.  
 

6.1.6 Summary 
 
In summary, this chapter seeks to build on the findings of and gaps within previous 
research by examining how father’s social class interacts with genetic liability for 
psychological distress across adulthood. By using two British birth cohorts, this study 
will assess whether the interactions between polygenic scores and father’s social class 
differ by cohort. Then, given sex differences in psychological distress, it assessed 
whether the relationship differs by sex.  
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Table 18: Summary table of key evidence from studies that examined the independent and interaction effects of polygenic scores and socioeconomic 
circumstance variables and their association with psychological distress outcomes 

Author 
(Year) 

Country Dataset 
(Type) 

Time 
of 
Data 

Sampl
e Size 

Sampl
e age 
range 

Depressive 
Symptoms 
Measure 

SES Measure Same 
Participant
s  

Independent Effect 
of exposures 

Synergisti
c 
Interaction 
Effect of 
exposures 

 Kosciusk
o (2023) 

England English 
Longitudinal 
Study of 
Ageing 
(Panel) 

2004
-
2019 

6,202 50-95 Centre for 
Epidemiologi
c Studies-
Depression 
Scale (CES-
D) 

Wealth; Years 
of Schooling 

No Yes 
Additive/independe
nt associations 
between PGS and 
SES factors with 
depressive 
symptoms 

No  
 

 Lam 
(2019) 

Australia Twins 
Research 
Australia 
(Twin 
Cohort) 

2014
-
2017 

3,662 18+ Kessler-6 
Psychologica
l Distress 

Australian 
Socioeconomi
c Index; IRSD; 
Income 

Yes Yes -
Additive/independe
nt associations 
between income, 
IRSD, SES index 

Not tested 

 Keers 
(2017) 

U.K. The 1958 
National 
Child 
Developmen
t Study 
(Cohort) 

1981
-
2008 

7,075 23-50 Malaise 
Inventory 
Score  

Composite 
score including 
social class, 
employment 
status, 
financial 
hardship, and 
tenure of 
accommodatio
n taken at ages 
7, 11, 16, 23, 
33, 42, and 50. 

Yes Yes 
Additive/independe
nt associations 
between PGS and 
both childhood and 
concurrent SES 
factors with 
depressive 
symptoms 

Yes, for 
Childhood 
+ 
adulthood 
SES 
interaction 
with PGS. 

 Stringa 
(2020) 

Netherland
s 

Longitudinal 
Aging Study 
Amsterdam 
(Panel) 

1992
-
2013 

2,279  55-95 CES-D Partner status; 
social network 
size; emotional 
support;  

No Yes - 
additive/independen
t associations were 
found between 
PRS, social factors 
and Depression.  

No  

https://www.nature.com/articles/s41398-023-02367-9
https://www.nature.com/articles/s41398-023-02367-9
https://www.cambridge.org/core/journals/twin-research-and-human-genetics/article/association-between-socioeconomic-status-and-psychological-distress-a-within-and-between-twin-study/9D51B92B55427AF8885BC170EC9F94F1
https://www.cambridge.org/core/journals/twin-research-and-human-genetics/article/association-between-socioeconomic-status-and-psychological-distress-a-within-and-between-twin-study/9D51B92B55427AF8885BC170EC9F94F1
https://www.cambridge.org/core/journals/development-and-psychopathology/article/abs/childhood-quality-influences-genetic-sensitivity-to-environmental-influences-across-adulthood-a-lifecourse-gene-environment-interaction-study/4A76AD5923D563D2D264755FC0158618
https://www.cambridge.org/core/journals/development-and-psychopathology/article/abs/childhood-quality-influences-genetic-sensitivity-to-environmental-influences-across-adulthood-a-lifecourse-gene-environment-interaction-study/4A76AD5923D563D2D264755FC0158618
https://doi.org/10.1016/j.jagp.2020.02.011
https://doi.org/10.1016/j.jagp.2020.02.011
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 Qi 2024  U. K  UK Biobank 
(Panel) 

2006
-
2010 

74,425 40-69 Generalized 
Anxiety 
Disorder 
(GAD)-7 
scale and the 
Patient 
Health 
Questionnair
e (PHQ)-9 ( 

Index of 
Multiple 
Deprivation 
(IMD) 

No Yes - 
additive/independen
t associations were 
found between PRS 
and IMD 

Yes 

 Agerbo 
2021 

Denmark iPSYCH201
2 (Panel) 

1981
-
2005 

17,098 16-40 Diagnosed 
with major 
depression 

Educational 
Attainment, 
occupational 
status, marital 
status, 
maternal 
educational 
attainment, 
paternal labour 
market 
affiliation, and 
maternal 
marital status 

No Yes - 
additive/independen
t associations were 
found between 
PRS, SES factors 
and Depression 

Not tested 

 Hoang 
2023 

USA Health & 
Retirement 
Study 
(Panel) 

1992
-
2018 

7,357 51-94 CES-D Childhood SES 
index: social 
(parenting), 
economic 
(fathers' 
occupation) 
and human 
capital 
(parents’ 
education) 

No Yes - associations 
were found between 
PRS, social factors 
and depression 

Not tested 

https://pubmed.ncbi.nlm.nih.gov/39236878/
https://pubmed.ncbi.nlm.nih.gov/33439215/
https://pubmed.ncbi.nlm.nih.gov/33439215/
https://pmc.ncbi.nlm.nih.gov/articles/PMC10372459/#sec4
https://pmc.ncbi.nlm.nih.gov/articles/PMC10372459/#sec4
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6.2 Method  
 

6.2.1 Data  

The study used data from the 1958 National Child Development Study (1958c) and 
the 1970 Birth Cohort Study (1970c) (187,188) described in Section 3.1 of the thesis 
Methods.  

6.2.2 Measures 
 

6.2.2.1  Psychological Distress  

The malaise inventory score was the outcome variable in both cohorts. The 9-item 
version was used for the current chapter. For details regarding the development, 
harmonisation, measurement invariance, internal validity, and external validity of the 
Malaise Inventory, they are presented in the Methods Section 3.2.1. 

6.2.2.2  Polygenic score (PGS)  
 

Polygenic score was the same used in Study 2 (Methods Section 3.2.2). The polygenic 

score was standardised across both cohorts (rather than separately) to have a mean 

of 0 and a standard deviation of 1. The main analysis exposure is the standardised 

polygenic score for psychological distress at a threshold of 0.005, which has 

overlapping SNPs between the 1958c and 1970c.  
 

6.2.2.3  Father’s Social Class  
 
Socioeconomic position has been defined in many ways, as discussed in the 
Introduction (Section 1). Father’s social class is based on the Registrar-General’s 
Social Classes, which classifies social class by occupational group: I (professional), II 
(managerial and technical), IIIN (skilled non-manual), IIIM (skilled manual), IV (partly 
skilled), and V (unskilled) (214).  
 
For research question 1, father’s social class was categorised into a manual versus 
non-manual classification for ease of interpretation of the interaction. The non-manual 
category comprises classes I-III from the registrar general’s social class, which 
includes professional, managerial, and skilled non-manual labourers. The manual 
category includes classes IV-VI from the registrar general’s social class, including the 
manual, partially skilled and unskilled labourers. The economically inactive category 
contained n=372 participants, which included fathers of participants who were 
unemployed, retired and disabled, these participants were coded as missing as they 
were economically inactive. The 6-category version is kept for the analysis in research 
question 2. 
 
Mother’s social class was not used as in both cohort's social class was classified using 
the Registrar General’s Social Class (RGSC), which was primarily based on male 
occupations (216,327). This reflects the social norms of the time whereby expansion 
of women’s economic activity in the workplace had reached 57% amongst women of 
prime working age between 25-and 57 by 1975, compared to 90% employment for 
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men (217). In the 1950s and 1970s, fathers were likelier to be most families’ primary 
breadwinners. Their occupation and social class were often considered representative 
of the family’s overall socioeconomic status (215,218). Therefore, only father’s social 
class was used in the present study. 
 
Socioeconomic position is partly heritable, with twin-based heritability estimates 
ranging from 34% to 47%, and SNP-based heritability is approximately 18% (49,50). 
This implies that paternal occupational class may capture not only environmental 
influences but also genetic liability shared between parents and offspring (41). In the 
1958c and 1970c, father’s social class was weakly correlated with the polygenic score, 
r=0.006, which may mean it is unlikely to confound associations. However, prior 
evidence has shown significant associations between polygenic scores for major 
depressive disorder and socioeconomic outcomes (51,52). There is also a known 
genetic correlation between mental health disorders and socioeconomic status traits 
(53). However, the ability to disentangle which SNP variants contribute causally to 
both traits, as opposed to those that overlap due to correlation, remains limited. 
Therefore, paternal SES should be interpreted as a proxy for early-life environment 
that is not free from genetic influence, and our results should be considered in light of 
this. 
 

6.2.2.4  Covariates  
 
The covariates included the ten first principal components and sex as male (0) and 
female (1). The 10 principal components were included to control for residual 
population stratification (224). The cohort variable was included as a covariate in 
research question 1’s and research question 2’s models.  
 

Parental mental health was not controlled for in Study 3. Although parental mental 
health is strongly associated with offspring psychological distress, it occupies an 
ambiguous position in the causal structure. On the one hand, parental mental health 
partly lies on the causal pathway between genetic liability and offspring outcomes; 
adjusting for it would block indirect “genetic-nurture” pathways and underestimate the 
total contributing association between the polygenic score and adult distress (41). On 
the other hand, not adjusting for it may therefore overstate direct genetic effects 
(41,42). For father’s social class, parental mental health additionally acts as a potential 
confounder of the social class–offspring distress association. This creates a trade-off: 
excluding parental mental health risks residual confounding, while including it risks 
adjusting on the causal pathway. Furthermore, the measurement of parental mental 
health was not uniform across the two cohorts (43). Parental mental health 
measurement varied across cohorts, assessment ages (7 years-1958c; 10 years-
1970c), and dichotomisation methods, despite harmonisation to a binary 'poor/not 
poor' indicator, there was an arbitrary matched 3% prevalence rate. In light of these 
considerations, we elected not to control for parental mental health in the main models, 
but acknowledge that this decision may bias the estimates—either by overstating 
direct genetic effects or by leaving unmeasured familial confounding. This limitation 
should be taken into account when interpreting the findings. 
 

6.2.3 Analytical Strategy 
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The missingness patterns, biases, and methods for addressing them are described in 
more detail in Methods Section 3.4 of the thesis. 

 

6.2.3.1 Research Question 1: Does the association between polygenic scores for 
distress and adult psychological distress outcomes vary according to father’s 
social class? 

 
To answer research question 1 multiple conceptualisations of father’s social class 
were tested. These include: binarised father’s social class variable (manual versus 
non-manual), the 6-category Registrar-General’s Social Class and a ridit score of the 
6-category variable. 
 

Binary: manual v non-manual  
 
A mixed-effects model was run to examine the interaction between polygenic scores 
for psychological distress and dichotomised father’s social class and how these 
interactions affect psychological distress.  
 
A stepwise approach was taken. The first model utilised a pooled dataset of 1958c 
and 1970c and included fixed effects for binarised father’s social class with covariates 
including cohort, age, age squared and the first 10 principal components to adjust for 
population stratification. Confidence intervals were bootstrapped to account for the 
outcome being zero-inflated and, therefore, a non-normal distribution. Random 
intercepts for individuals were included to account for repeated measurements. The 
model was implemented in Stata using the ̀ mixed` command. Model 2 then added the 
polygenic score to identify independent associations. The final model 3 included an 
interaction between the PGS and the binarised father’s social class.  
 
A likelihood ratio test was used to compare Model 2 (the base model without the 
interaction term) to Model 3 (which includes the interaction term), to determine 
whether the inclusion of the interaction term significantly improved the model fit. The 
likelihood ratio test assesses whether the additional complexity introduced by the 
interaction term is justified by a statistically significant improvement in the model's 
ability to explain the data (363).  
 
This test is particularly useful in nested models, where one model is a subset of the 
other. If the p-value from the likelihood ratio test is below the chosen threshold (e.g., 
0.05), it indicates that the interaction term meaningfully contributes by explaining 
variability in the dependent variable.  
 
To complement the likelihood ratio test, the change in Akaike Information Criterion 
(AIC) and Bayesian Information Criterion (BIC) was also recorded between Model 
2 and Model 3. These metrics provide an additional assessment of model fit, with 
lower values indicating better fit (364). AIC prioritises goodness of fit while penalising 
model complexity, and BIC adds a stricter penalty for the number of parameters. 
Together, these criteria offer a balance between improving explanatory power and 
avoiding overfitting. 
 



   

 

 

 154 

6-category Father’s Social Class 
 
A mixed-effects model was run to examine the interaction between polygenic scores 
for psychological distress and the 6-category father’s social class and how these 
interactions affect psychological distress.  
 
A stepwise approach was taken. The first model utilised a pooled dataset of 1958c 
and 1970c and included fixed effects for 6-category father’s social class with 
covariates including cohort, age, age squared and the first 10 principal components to 
adjust for population stratification. Confidence intervals were bootstrapped to account 
for non-normal distribution of the outcome. Random intercepts for individuals were 
included to account for repeated measurements. The model was implemented in Stata 
using the `mixed` command. Model 2 added the polygenic score to identify 
independent associations. The final model 3 included an interaction between the PGS 
and the 6-category father’s social class. The marginal effects of the interaction were 
calculated and plotted. 
 
The F-statistic was employed to evaluate the overall significance of the regression 
model, assessing whether the included 6-category father’s social class predictor 
explains a significant proportion of variance in the dependent variable compared to a 
null model with no predictors (365). For example, when examining the interaction term, 
the F-statistic provides a measure of whether the variation explained by the interaction 
is significantly greater than what would be expected by chance (365).  
 
The change in Akaike Information Criterion (AIC) and Bayesian Information Criterion 
(BIC) was also recorded between Model 2 and Model 3. These metrics provide an 
additional assessment of model fit, with lower values indicating better fit (364). AIC 
prioritises goodness of fit while penalising model complexity, and BIC adds a stricter 
penalty for the number of parameters. Together, these criteria offer a balance between 
improving explanatory power and avoiding overfitting. 
 
 

Ridit Score  
 
A mixed-effects model was run to examine the interaction between polygenic scores 
for psychological distress and a ridit score derived from the 6-category father’s social 
class. 
 
The ridit score represents the relative rank or cumulative proportion of individuals in 
each category, offering a continuous gradient of socioeconomic position rather than a 
binary or categorical classification (366,367).This approach was included to account 
for the possibility that the binary manual versus non-manual classification might 
oversimplify socioeconomic gradients and fail to capture subtle differences in the 
effects of father’s social class on the outcome.  
 
A stepwise approach was taken. The first model utilised a pooled dataset of 1958c 
and 1970c and included fixed effects for ridit score with covariates including cohort, 
age, age squared and the first 10 principal components to adjust for population 
stratification. Confidence intervals were bootstrapped to account for non-normal 
distribution of the outcome. Random intercepts for individuals were included to 
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account for repeated measurements. The model was implemented in Stata using the 
`mixed` command. Model 2 added the polygenic score to identify independent 
associations. The final model 3 included an interaction between the PGS and the ridit 
score.  
 
The change in Akaike Information Criterion (AIC) and Bayesian Information Criterion 
(BIC) was also recorded between Model 2 and Model 3. These metrics provide an 
additional assessment of model fit, with lower values indicating better fit (364). AIC 
prioritises goodness of fit while penalising model complexity, and BIC adds a stricter 
penalty for the number of parameters. Together, these criteria offer a balance between 
improving explanatory power and avoiding overfitting. 
 
 

6.2.3.2 Research Question 2: Do the independent associations or interactions 
between polygenic score for distress and father’s social class on adulthood 
psychological distress differ by cohort or by sex? 

 

To answer research question 2 by cohort, separate mixed-effects models were fitted 

for each cohort to examine the interaction between the polygenic score and father’s 

social class. Covariates of sex, age, age squared, and the 10 principal components 

were included. 
 

To answer research question 2 by sex, separate mixed-effects models were fitted for 
each sex to examine the interaction between the polygenic score and father’s social 

class. Covariates of cohort, age, age squared, and the 10 principal components were 

included. 
 

To formally compare the interaction coefficient between cohorts and sexes, z-statistic 

was computed as the difference between coefficients divided by the square root of the 

sum of their squared standard errors: (b1 - b2)/√ (SE1² + SE2²). This approach tests 

whether the difference between coefficients is statistically significant, with values 

exceeding ±1.96 indicating significant differences at p < 0.05.  
 

6.2.3.3 Research Question 3: Using meta-analysis, is there robust evidence of an 
interaction between polygenic score for psychological distress and 
socioeconomic circumstances on adulthood psychological distress 
outcomes?  

 
To answer research question 5, a meta-analysis of gene x environment interaction 
studies was conducted. The meta-analysis objective was to investigate whether there 
is evidence for an interaction or independent associations between proxies of 
socioeconomic circumstances, polygenic scores for psychological distress and 
observed psychological distress (368).  
 
Search Strategy  
 
The advanced search function on Ovid was used to include databases: Ovid MEDLINE 

(1946–present November 2024) and Epub Ahead of Print, In-Process and other non-
indexed; EMBASE (1974–present November 2024); American Psychology 
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Association (APA) PsychArticles full text, APAPsychINFO (1806–present November 
2024). The search strategy was then re-run on PubMed for further studies not captured 
via previous databases.  
 
Search terms were included in all fields:  
polygenic score or polygenic risk score or polygenic index or polygenic*  
AND  
psychological distress or depressive symptoms or depress* or anxiety symptoms or 
MDD or GAD or generalised anxiety disorder or major depressive disorder 
AND 
social class or socioeconomic or socioeconomic circumstances or socioeconomic 
status or socioeconomic position 
AND  
interaction or gene x environment interaction or GxE or G x E 
 
Selection process 
In total, 139 potential publications were identified. Following the screening of titles and 
abstracts, 5 publications remained. The 5 full papers were screened and 2 were 
included alongside the results from the two studies in the current chapter.  
 
Inclusion Criteria for Studies: 

• Interactions between polygenic score for psychological distress and 
socioeconomic circumstance indicators. 

o Polygenic scores do not have to have the same GWAS and can have 
broad depression, MDD, depressive symptom, anxiety symptoms or 
psychological distress as phenotype  

o Socioeconomic circumstance indicators can also be broad but must be 
related to occupational status, income, social class, or education. 

o Socioeconomic circumstances do not have to be limited to parental over-
participant. 

• Quantitative effect sizes (e.g., regression coefficients, odds ratios) for the 
interaction term with standard errors, confidence intervals, or p-values. 

• Adult populations (18+). 

• Independent datasets (i.e., studies that are not overlapping or drawn from the 
same source as current study). 

Meta-Analytical Approach 

Beta coefficient, confidence intervals and sample size were extracted from each study. 
Both a fixed and random effect model were tested. The random-effect model accounts 
for heterogeneity due to varying socioeconomic circumstance measures and 
population demographics (369). The pooled interaction effect size with 95% 
confidence intervals was reported and heterogeneity was assessed using I² statistics. 
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6.2.3.4 Supplemental and Sensitivity Analyses 
 

Testing polygenic score for psychological distress at different p-value thresholds:  

Model 3 from research question 1 and research question 2 were re-run using the most 
conservative p-value threshold of the genome-wide significance 5x10-8 and the least 
conservative with a p-value threshold of 1. This was done to assess whether estimates 
differed greatly between the extremes of the thresholds and the threshold selected 
(0.005), thereby examining the robustness of the results. This is important because 
the choice of threshold may affect which SNPs are included in the polygenic score. 
Table 5 summarises the number of SNPs at the different p-value thresholds. 
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6.3 Results  
 

6.3.1 Descriptives  
 

6.3.1.1 Mean, Standard Deviations and Histograms 
 
Figure 18 shows mean scores varied across ages and cohorts, indicating that they 
fluctuated at different ages without a distinct increasing trend. Supplementary Table 
10 summarises the mean and standard deviation of the 9-item malaise inventory 
scores in the two cohorts 1958c and 1970c at ages 23, 26, 30, 33, 34, 42, 46 and 50 
stratified by manual versus non-manual father’s social class. 
 
Participants from a non-manual background had consistently lower mean scores of 
psychological distress across both cohorts. For example, in the 1958 cohort the mean 
distress score at age 23 for individuals from a manual background was 1.19 (SD = 
1.51), while for those from a non-manual background, it was notably lower at 1.02 (SD 
= 1.39). This trend of lower distress scores for the non-manual group persisted across 
all age points within both cohorts. 
 
The 1970c cohort had higher mean psychological distress scores at equivalent ages 
to the 1958c cohort. For example, at age 42, the mean distress score for the manual 
group in 1970c was 1.49 (SD = 1.75), compared to 1.47 (SD = 1.68) in the 1958c 
cohort. This suggests that the baseline levels of psychological distress may have 
increased for those in the 1970c. 
 
The standard deviations of psychological distress scores further illustrate the variability 
in distress levels within each group. Across both cohorts, participants from non-manual 
backgrounds consistently showed smaller standard deviations compared to those 
from manual backgrounds, indicating less variability in distress levels among 
individuals from higher socioeconomic backgrounds. For example, in the 1958c cohort 
at age 33, the standard deviation for the manual group was 1.51, whereas it was lower 
for the non-manual group at 1.25. 
 
In contrast, the 1970c cohort exhibited larger standard deviations of psychological 
distress scores at equivalent ages compared to the 1958 cohort, indicating greater 
variability in distress levels among the 1970c participants. This pattern is seen at age 
50, where the standard deviation for the manual group in 1970c was 2.06, 
considerably higher than the 1.85 observed in the 1958c cohort. Similarly, the non-
manual group in 1970c at age 50 had a standard deviation of 1.94, compared to 1.75 
in the 1958c cohort. 
 
Supplementary Figure 4, the histograms illustrate that, while the overall distribution of 
polygenic scores is similar across cohorts and social classes, there are subtle 
differences in the density and spread of scores. The wider distribution seen in the 
manual backgrounds, particularly in the 1970c cohort, indicates a broader range of 
distress outcomes in these groups 
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Figure 18: Mean and standard deviation of Malaise Inventory Score by father’s 
social class coded as manual versus non-manual at ages 23-50 in the 1958c and 
1970c (N=9,620)  
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6.3.2 Regression Results  
 

6.3.2.1 Research Question 1: Do polygenic scores for psychological distress interact 
with father’s social class to influence observed psychological distress in 
adulthood? 

 

Binary manual v non-manual  
 
The results from the multilevel mixed-effects model examining the interaction between 
polygenic score and father’s social class indicate that both factors are predictors of 
psychological distress, with a positive direction of association (Table 19).  
 
Independent Effects 
 
Individuals with a father from a manual background exhibited higher distress scores 
compared to those from a non-manual background, as evidenced by a positive beta 
coefficient of 0.21 (95% CI: 0.18–0.23). This suggests that early socioeconomic 
disadvantage is associated with increased levels of psychological distress in 
adulthood. With the addition of the polygenic score for psychological distress to model 
2, it also showed a positive association with distress outcomes, with a beta coefficient 
of 0.22 (95% CI: 0.21–0.23). The addition of the polygenic score did not attenuate 
father’s social class as a predictor of psychological distress outcomes. The consistent 
positive effect across the sample suggests that genetic liability plays a role in 
psychological distress outcomes, independent of socioeconomic background. 
 
Interaction Results  
 
There was no strong evidence of an interaction between participant with fathers with 
a manual background and polygenic score with a small beta coefficient of -0.02, plus 
overlapping confidence intervals and null p value (95% CI: -0.05 to 0.01, p = 0.238). 
These findings suggest that while both childhood socioeconomic position and genetic 
liability independently contribute to psychological distress, there is no interaction in 
their association with distress. In other words, the influence of polygenic score on 
distress is relatively stable across different socioeconomic backgrounds. The present 
study indicates that the effects of early-life socioeconomic conditions and genetic 
liability on mental health may be additive rather than multiplicative.  
 
Model Fit Statistics  
 
To test whether model 3 was a better fit for the data than model 2, a likelihood-ratio 
test was conducted. The results of the likelihood-ratio test indicated that the interaction 
between polygenic score and cohort did not significantly improve the model fit, χ2(1) 
=0.35, p=0.552. The Akaike Information Criterion (AIC) was 124975.6 for model 2 and 
124977.3 for model 3. The AIC values showed that the null model (without the 
interaction term) had a lower AIC than the full model (with the interaction term). A lower 
AIC indicates that the full model fits the data better, considering both complexity and 
goodness of fit. Similarly, the Bayesian Information Criterion (BIC) for model 2 was 
125136.6, compared to 125146.8 for model 3. The lower BIC of model 2 i.e. the model 
without the interaction demonstrates a better fit.  
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Table 19: Results from the multilevel mixed-effects model interacting mean-
centred polygenic score at the 0.005 p-value threshold and 2-category 
father’s social class for 1958c and 1970c pooled (N=8,923) 

 Beta Coefficient Bootstrap 
95% CI 

P value 

Model 1: Father’s Social Class only    

Non-manual is the reference category    

Manual 0.21 0.18-0.23 0.001 

Model 2: Father’s Social class + PGS    

Manual 0.20 0.18-0.23 0.001 

PGS 0.22 0.21-0.23 0.001 

Model 3: Father’s Social class x PGS  

Manual 0.20 0.14–0.26 0.001 

PGS 0.23 0.19–0.26 0.001 

PGS*Manual -0.02 -0.05–0.01 0.238 
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6-category Father’s Social Class 
 
Independent Effects 
 
The results demonstrate a consistent main effect of father’s social class on 
psychological distress across all three models (Table 20). Across all models, a clear 
social gradient is observed, with predicted psychological distress increasing as social 
class declines. Compared to the reference category (I Professional), the effect sizes 
for distress are largest in the lowest classes, such as 0.41 for VI Unskilled (95% CI 
[0.34, 0.49], p = 0.001), followed by V Partially Skilled at 0.29 (95% CI [0.23, 0.35], p 
= 0.001). When the polygenic score is introduced in Model 2, the main effect of father’s 
social class remains significant across all categories, and the effect sizes show 
minimal attenuation. Similarly, the polygenic score itself predicts higher distress 
outcomes (= 0.23, 95% CI [0.19, 0.25], p = 0.001), indicating that both socioeconomic 
position and genetic liability independently contribute to psychological distress. In 
Model 3, which includes interaction terms, the main effects for father’s social class and 
polygenic score persist with only slight reductions in effect sizes. This suggests that 
neither the inclusion of polygenic score nor its interaction with social class substantially 
diminishes the direct effect of father’s social class on distress. 
 
Interaction Effects 
 
There was limited evidence of an interaction between polygenic score and father’s 
social class. Of the interaction terms tested in Model 3, only PGS × IV Skilled Manual 
showed an interaction relative to the most advantaged social class with a beta 
coefficient of 0.10 (95% CI [0.04, 0.16], p = 0.001), suggesting that genetic liability has 
a slightly stronger effect on psychological distress in this group. However, there was 
no evidence of an interaction for other categories. This indicates that the moderating 
role of socioeconomic position is not consistent across social class categories. Despite 
the addition of interaction terms, the main effects of father’s social class and polygenic 
score did not attenuate, reinforcing their independent contributions to psychological 
distress and suggesting that socioeconomic position has only a limited moderating 
influence on the genetic risk for distress. However, interpretation of this interaction 
should be cautious as comparative to other categories it had the largest sample size 
(Supplementary Table 11). 
 
The F-statistic tests indicate differences in the interaction effects between polygenic 
scores and social class depending on how social class is categorised. For the 6-
category model, the test of the five interaction terms did not reach significance (χ2 (5) 
= 9.95, p = 0.0767), suggesting no evidence of interactions across social class 
categories. Which is similar to the binary model (manual vs. non-manual social class), 
which also showed no evidence of interaction (χ2 (1) = 0.35, p = 0.552).  
 
The predictive margins plot illustrates a consistent positive association between 
polygenic scores and the predicted outcome across all social class categories, 
indicating that genetic liability influences the outcome regardless of social class 
(Figure 19). However, a clear social gradient is evident, with higher social classes 
(e.g., I Professional and II Managerial) having lower predicted outcomes compared to 
lower social classes (e.g., V Partially Skilled and VI Unskilled) across all levels of PGS. 
Notably, VI Unskilled consistently exhibits the highest predicted outcomes across the 
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range of PGS, reflecting the main effect of social disadvantage. However, the slope of 
the line, which indicates the strength of the genetic effect, is steepest for IV Skilled 
Manual, the only category with an interaction between PGS and social class. This 
suggests that while VI Unskilled has higher overall distress, the amplification of genetic 
effects is most pronounced among IV Skilled Manual, where lower social advantage 
may uniquely exacerbate genetic risk. In contrast, the buffering effect of higher social 
classes, such as I Professional, is reflected in their more attenuated slopes. The error 
bars suggest that while there is overlap between some adjacent categories, the overall 
trend reflects differences in predicted outcomes. 
 
Model Fit Statistics  
 
To test whether model 3 was a better fit for the data than model 2, the Akaike 
Information Criterion (AIC) and Bayesian Information Criterion (BIC)  were compared. 
For model 2 the AIC was 130821.4 and for model 3 it was 130821.5. The AIC values 
showed that the null model (without the interaction term) had a lower AIC than the full 
model (with the interaction term). A lower AIC indicates that the full model fits the data 
better, considering both complexity and goodness of fit. Similarly, the BIC for model 2 
was 131016.8, compared to 131059.4 for model 3. The lower BIC of model 2 i.e. the 
model without the interaction demonstrates a better fit 
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Table 20: Results from the multilevel mixed-effects model interacting mean-
centred polygenic score at the 0.005 p-value threshold and 6-category 
father’s social class for 1958c and 1970c pooled (N=8,923) 

 Beta Coefficient Bootstrap 
95% CI 

P value 

Model 1: Father’s Social Class only    

I Professional is the reference category    

II Managerial 0.12 0.07-0.18 0.001 

III Skilled non-manual 0.06 0.01-0.12 0.039 

IV Skilled manual 0.27 0.22-0.32 0.001 

V Partially Skilled 0.29 0.23-0.35 0.001 

VI Unskilled  0.41 0.34-0.49 0.001 

Model 2: Father’s Social class + PGS    

I Professional is the reference category    

II Managerial 0.12 0.07-0.18 0.001 

III Skilled non-manual 0.06 0.01-0.13 0.026 

IV Skilled manual 0.27 0.21-0.31 0.001 

V Partially Skilled 0.29 0.20-0.32 0.001 

VI Unskilled  0.41 0.32-0.47 0.001 

PGS 0.23 0.19-0.25 0.001 

Model 3: Father’s Social class x PGS  

I Professional is the reference category    

II Managerial 0.13 0.07–0.18 0.001 

III Skilled non-manual 0.07 0.01-0.13 0.001 

IV Skilled manual 0.26 0.21-0.31 0.001 

V Partially Skilled 0.27 0.21-0.33 0.001 

VI Unskilled  0.40 0.33-0.47 0.001 

PGS 0.18 0.12–0.24 0.001 

PGS*II Managerial 0.03 -0.03-0.09 0.414 

PGS*III Skilled non-manual 0.03 -0.03-0.10 0.344 

PGS*IV Skilled manual 0.10 0.04-0.16 0.001 

PGS*V Partially Skilled 0.06 -0.02-0.13 0.126 

PGS*VI Unskilled  -0.04 -0.12-0.04 0.316 
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Figure 19: Predictive margins of psychological distress for 6-categories of father’s 
social class across the polygenic score  
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Ridit Score  
 
The ridit score analysis provides additional insight into the relationship between 
father’s social class, polygenic scores, and their interaction on the predicted outcome 
(Table 21). In Model 1, the ridit score, which represents a continuous measure of social 
class rank, shows an independent association with psychological distress (beta = 0.36, 
95% CI [0.31, 0.40], p = 0.001), indicating that, on average, individuals from lower 
social classes experience worse outcomes.  
 
In Model 2, the inclusion of the polygenic score slightly attenuates the effect of the ridit 
score but both ridit and polygenic score remain independent predictors.  
 
In Model 3, which tests the interaction between ridit and polygenic score, the main 
effects of both ridit ( beta = 0.32, 95% CI [0.27, 0.37], p = 0.001) and PGS (beta = 
0.22, 95% CI [0.19, 0.25], p = 0.00) persist, but there is no evidence of an interaction 
(beta = 0.03, 95% CI [-0.02, 0.08], p = 0.188).  
 
Model Fit Statistics  
 
To test whether model 3 was a better fit for the data than model 2, the Akaike 
Information Criterion (AIC) and Bayesian Information Criterion (BIC)  were compared. 
For model 2 the AIC was 130823.4 and for model 3 it was 130825. The AIC values 
showed that the null model (without the interaction term) had a lower AIC than the full 
model (with the interaction term). A lower AIC indicates that the full model fits the data 
better, considering both complexity and goodness of fit. Similarly, the BIC for model 2 
was 130984.8, compared to 130994.9 for model 3. The lower BIC of model 2 i.e. the 
model without the interaction demonstrates a better fit 
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Table 21: Results from the multilevel mixed effects model interacting mean-
centred polygenic score at the 0.005 p value threshold and ridit score of the 
6-category father’s social class for 1958c and 1970c pooled (N=8,923) 

 Beta Coefficient Bootstrap 
95% CI 

P value 

Model 1: Father’s Social Class only    

Ridit 0.36 0.31-0.40 0.001 

Model 2: Father’s Social class + PGS    

Ridit 0.32 0.27-0.37 0.001 

PGS 0.24 0.22-0.25 0.001 

Model 3: Father’s Social class x PGS  

Ridit 0.32 0.27-0.37 0.001 

PGS 0.22 0.19–0.25 0.001 

PGS*Ridit 0.03 -0.02-0.08 0.188 
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6.3.2.2 Research Question 2: Do the independent associations or interactions 
between polygenic scores for distress and father’s social class on adulthood 
psychological distress differ by cohort or by sex? 

 

Cohort 
 
The results from the multilevel mixed-effects model examining the cohort-specific 
effects of the polygenic score and father’s social class indicate that both factors are 
predictors of psychological distress across cohorts, with a positive association 
direction (Table 22).  
 
Independent Effects 
 
The polygenic score for psychological distress also demonstrated a positive 
association with distress outcomes within both cohorts, with a beta coefficient of 0.25 
(95% CI: 0.21–0.29) for the 1970 cohort and 0.24 (95% CI: 0.20–0.28) for the 1958 
cohort. These results reinforce the idea that genetic liability to psychological distress 
remains a predictor across different birth cohorts, suggesting that the correlation of 
genetic factors with distress is consistent by age and by cohort. Participants with a 
father from a manual background demonstrated a positive association with distress 
outcomes within both cohorts, with a beta coefficient of 0.20 (95% CI: 0.12–0.28) for 
the 1958 cohort and 0.22 (95% CI: 0.10–0.33) for the 1970 cohort. These results 
indicate that early socioeconomic disadvantage is associated with increased levels of 
psychological distress in adulthood in both birth cohorts. 
 
Interaction Results  
 
There was no evidence of an interaction in both cohorts. The beta coefficient was -
0.03 (95% CI [-0.08 to 0.02], p = 0.307) in 1958 and 0.01 (95% CI [-0.10 to 0.12], p = 
0.848). This means the interaction of polygenic score and father’s social class on 
distress is relatively stable regardless of the cohort.  
 
A z-statistic was computed to compare the interaction coefficients from the 1970c and 
1958c models. The estimated difference in interaction coefficients between cohorts 
was -0.02 (SE = 0.06). The z-statistic for this difference was -0.38 (p= 0.703). This 
indicates no evidence of an overall difference in the effect of polygenic score on 
psychological distress between the 1958 and 1970 cohorts. 
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Table 22: Results from the cohort-stratified multilevel mixed effects model 
interacting mean-centred polygenic score at the 0.005 p value threshold and 
father’s social class for 1958c and 1970c (1958c N=5,242; 1970c N=3,681) 

1958c (N=5,242) Beta Coefficient Bootstrap 
95% CI 

P value 

Non-manual is the reference category 

Manual 0.20 0.12–0.28 0.001 

PGS 0.24 0.20–0.29 0.001 

PGS*Manual -0.03 -0.10-0.06 0.519 

1970c (N=3,681) Beta Coefficient Bootstrap 
95% CI 

P value 

Non-manual is the reference category    

Manual 0.22 0.10–0.33 0.001 

PGS 0.25 0.19-0.31 0.001 

PGS*Manual 0.01 -0.10-0.12 0.848 
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Sex  
 
The results from the multilevel mixed-effects model examining the sex-specific effects 
of the polygenic score and father’s social class indicate that both factors are predictors 
of psychological distress across sexes (Table 23).  
 
Female Independent Effects 
 
For females, the polygenic score was positively associated with psychological distress, 
with a beta coefficient of 0.27 (95% CI [0.22–0.33], p = 0.001). This suggests that 
genetic liability plays a role in psychological distress among women, with higher 
polygenic scores correlating with greater distress. Additionally, having a father from a 
manual labour background was associated with increased psychological distress, as 
indicated by a beta coefficient of 0.30 (95% CI [0.18–0.41], p = 0.001). This highlights 
the impact of early socioeconomic disadvantage on distress outcomes in adulthood 
for females. 
 
Female Interaction Results  
 
There was no evidence of an interaction between the polygenic score and father’s 
social class (PGS*Manual) for females, with a small beta coefficient of 0.03 (95% CI 
[-0.09 to 0.14], p = 0.668). This result suggests that the combined effect of genetic 
liability and socioeconomic background do not interact when predicting psychological 
distress amongst women.  
 
Male Independent Effects 
 
For males, the polygenic score also showed a positive association with psychological 
distress, with a beta coefficient of 0.22 (95% CI [0.17–0.27], p = 0.001). This indicates 
that, similar to females, genetic liability is a consistent predictor of psychological 
distress among males. Additionally, having a father from a manual labour background 
was associated with increased psychological distress, as indicated by a beta 
coefficient of 0.14 (95% CI [0.06–0.22], p = 0.001). This suggests that early 
socioeconomic disadvantage is associated with increased levels of psychological 
distress in adulthood for males, but the impact is less pronounced than in females. 
 
Male Interaction Results  
 
There was no evidence of an interaction between the polygenic score and father’s 
social class for males, with a beta coefficient of -0.02 (95% CI [-0.10 to 0.05], p = 
0.542). This finding implies that, as with females, the effect of genetic liability on 
psychological distress does not differ based on socioeconomic background among 
males. 
 
A z-statistic was computed to compare the interaction coefficients from the female and 
male models. The estimated difference in interaction coefficients between sexes 
was 0.007 (SE = 0.04). The z-statistic for this difference was 0.17 (p= 0.866). This 
indicates no evidence of an overall difference in the effect of polygenic score on 
psychological distress between the sexes.  
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Table 23: Results from the sex-stratified multilevel mixed effects model 
interacting mean-centred polygenic score at the 0.005 p value threshold and 
father’s social class for females (N=4,300) and males (N=4,623) 

Females (N=4,300) Beta 
Coefficient 

Bootstrapped 
95% CI 

p value 

Non-manual is the reference category 

Manual 0.30 0.18-0.41 0.001 

PGS 0.27 0.22-0.33 0.001 

PGS*Manual 0.03 -0.09-0.14 0.668 

Males (N=4,623) Beta 
Coefficient 

Bootstrapped 
95% CI 

p value 

Non-manual is the reference category    

Manual 0.14 0.06-0.22 0.001 

PGS 0.22 0.17-0.27 0.001 

PGS*Manual -0.02 -0.10-0.05 0.542 
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6.3.2.3 Research Question 4: Using meta-analysis, is there robust evidence of an 
interaction between polygenic score for psychological distress and 
socioeconomic circumstances on adulthood psychological distress 
outcomes?  

 
Random-effects and fixed-effects meta-analyses were conducted to evaluate the 
interaction effects between polygenic scores and socioeconomic status on 
psychological distress (Figures 20 & 21). A study by Kosciusko et al. (2023), which 
utilised the English Longitudinal Study of Ageing dataset and identified SES as years 
of schooling, was excluded from the meta-analysis due to effect size and standard 
errors being zero. Each analysis included different combinations of studies utilising 
data from the two birth cohorts of 1958c and 1970 and UK Biobank (Table 24). 
 
Meta-Analysis (a): Study 3 (1958c) 
 
This meta-analysis included results from Study 3 (1958c and 1970c) and Qi et al. 
(2024, UK Biobank, using the Index of Multiple Deprivation). In the fixed effect model, 
the pooled interaction effect was 0.03 (95% CI [0.02, 0.04], p = 0.001); the Qi et al. 
study contributed the largest weight (99.9%) due to its large sample size. Similarly, in 
the random effect model, the pooled interaction effect was 0.02 (95% CI [-0.02, 0.05], 
p = 0.289), with low heterogeneity, meaning 12.5% of the variation in the effect sizes 
is attributable to differences between studies (I² = 12.5%, τ² = 0.0004, p = 0.3189). 
The Qi et al. study contributed the largest weight (75.7%) due to its large sample size. 
 
Meta-Analysis (b): Keers 2017 (Childhood SES Composite) 
 
As samples need to be independent, this meta-analysis replaced the Study 3 (1958c) 
model with Keers et al. (2017) results to test what a different study using the same 
sample would contribute to the analysis. They used a composite SES indicator limited 
to childhood. In the fixed effect model, the pooled interaction effect remained at 
0.03 (95% CI [0.03, 0.03], p = 0.001), with no heterogeneity detected, meaning the 
effect sizes across the included studies are consistent, and any variation in the effect 
sizes is likely due to random sampling error rather than true differences between 
studies (I² = 0%, τ² < 0.0001, p = 0.5025). The Qi et al. study again contributed the 
majority of the weight (99.6%). In the random effect model, the pooled interaction 
effect remained at 0.03 (95% CI [0.02, 0.04], p = 0.001), with no heterogeneity 
detected, meaning the effect sizes across the included studies are consistent, and any 
variation in the effect sizes is likely due to random sampling error rather than true 
differences between studies (I² = 0%, τ² < 0.0001, p = 0.5025). The Qi et al. study 
again contributed the majority of the weight (89.4%). 
 
Meta-Analysis (c): Keers 2017 (Childhood and Adulthood SES Composite) 
 
To test whether the way the exposure mattered to meta-analysing the findings, this 
version of the meta-analysis replaced Keers et al.'s childhood-only SES composite 
with a composite including both childhood and adulthood SES. In the random effect 
model, the pooled interaction effect was again 0.03 (95% CI [0.03, 0.03], p = 0.001), 
with no heterogeneity (I² = 0%, τ² = 0, p = 0.9385). Similar to previous analyses, the 
Qi et al. study contributed the largest weight (93.3%). In the fixed effect model, the 
pooled interaction effect was the same as the random effect model.   
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Table 24: Summary of potential studies included for meta-analysis with key data extracted 

Study Data SES variable Sample 
Size 

PGS*SES 
Effect Size 

95% CI P value 

Study 3  1958c Father’s social Class  5,242 -0.03 -0.10-
0.06 

0.519 

Keers 
2017  

1958c Composite of SES 
indicators across childhood 

7,075 0.01 -0.03-
0.04 

0.691 

Keers 
2017  

1958c Composite of SES 
indicators across childhood 
and adulthood 

7,075 0.03 0.01-
0.06 

0.001 

Study 3 1970c Father’s social Class 3,681 0.01 -0.10-
0.12 

0.848 

Qi 2024  Biobank Index of Multiple 
Deprivation (IMD) 

74,425 0.03 0.023-
0.027 

0.001 

NB: A positive effect size means that the effect of a higher PGS (each standard deviation increase) 
on psychological distress is stronger amongst those with more disadvantaged SES circumstances, 
compared to those from more advantaged background.  
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Figure 20: a) Forest plot of fixed-effect meta-analysis of GxE studies with 1958c 
from Study 3, b) with 1958c from Keers 2017 childhood SES composite, c) with 
1958c from Keers 2017 adulthood and childhood SES composite 

Effect sizes represent the difference in the association between polygenic scores and 
psychological distress when comparing disadvantaged versus advantaged 
socioeconomic circumstances, with positive effect sizes indicating a stronger genetic 
effect in disadvantaged environments.  
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Figure 21: a) Forest plot of random-effect meta-analysis of GxE studies with 1958c 
from Study 3, b) with 1958c from Keers 2017 childhood SES composite, c) with 
1958c from Keers 2017 adulthood and childhood SES composite.  

Effect sizes represent the difference in the association between polygenic scores and 
psychological distress when comparing disadvantaged versus advantaged 
socioeconomic circumstances, with positive effect sizes indicating a stronger genetic 
effect in disadvantaged environments.  
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6.3.2.4 Supplemental and Sensitivity Analyses 
 

Testing polygenic score for psychological distress at different p-value thresholds:  
 
There was no evidence of an interaction term between the polygenic score and father’s 
social class (PGS*Manual) across all thresholds, suggesting that the lack of a 
multiplicative interaction between genetic liability and socioeconomic background is 
robust to changes in the p-value threshold. 
 
The sensitivity analysis was conducted to evaluate whether the interaction estimates 
between polygenic scores and father’s social class changed when using polygenic 
scores with different p-value thresholds for SNP inclusion (Table 25). Specifically, 
models were re-run using the most conservative p-value threshold of genome-wide 
significance (5x10^-8) and the least conservative threshold (p = 1), and the results are 
compared to those obtained using the threshold selected for the main analysis (0.005). 
 
For the conservative threshold (p=5x10-8), the beta coefficient for the polygenic score 
at the conservative threshold was 0.11 (95% CI: 0.14–0.27). At this highly stringent 
threshold, the effect size of the polygenic score is reduced, indicating that only the 
most statistically significant SNPs were included, which may exclude many SNPs with 
smaller effects that contribute to the overall genetic liability for psychological distress. 
 
At the less conservative threshold (p=1), the beta coefficient for the polygenic score at 
the least conservative threshold was 0.25 (95% CI: 0.21–0.28). At this liberal 
threshold, the effect size of the polygenic score is higher, reflecting the inclusion of a 
broader set of SNPs, including those with weaker associations. This threshold 
captures more of the genetic variance but may also introduce noise due to including 
SNPs with less robust associations. 
 
The beta coefficient for the polygenic score is lower at the conservative threshold 
(0.11) compared to the least conservative threshold (0.25). This suggests that using a 
stringent threshold captures only the strongest genetic signals, resulting in a smaller 
effect size. In contrast, a liberal threshold captures a wider array of genetic 
contributions, leading to a larger effect size. Despite the differences in effect size, the 
direction of the association between polygenic score and psychological distress 
remains consistent across thresholds, with polygenic score positively associated with 
distress. However, the magnitude of this association varied, highlighting the 
importance of threshold selection in polygenic score analysis.  
 
  



   

 

 177 

Research Question 1 Main Analysis:  
 

Table 25: Results from the multilevel mixed effects model interacting mean-
centred polygenic score at the 5x10-8 and 1 P-value thresholds and 2-
category father’s social class for 1958c and 1970c (N=8,976) 

P-value threshold = 5x10-8    

 Beta Coefficient Bootstrap 
95% CI 

P value 

Non-manual is the reference category 

Manual 0.21 0.07–0.14 0.001 

PGS 0.11 0.14–0.27 0.001 

PGS*Manual -0.02 -0.08–0.05 0.614 

P-value threshold = 1    

 Beta Coefficient Bootstrap 
95% CI 

P value 

Non-manual is the reference category    

Manual 0.20 0.13–0.27 0.001 

PGS 0.25 0.21-0.28 0.001 

PGS*Manual -0.02 -0.09-0.05 0.564 
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Research Question 2: Testing the 6-category father’s social class  
 
The same test was run for the supplementary analysis of the 6-category father’s social 
class (Table 26). The finding of an interaction in the IV Skilled manual category 
remained the same as the main analysis at the liberal threshold. Whereas the results 
changed at the conservative threshold. Models were re-run using the most 
conservative p-value threshold of genome-wide significance (p=5x10⁻⁸),) and the least 
conservative threshold (p = 1), and the results are compared to those obtained using 
the threshold selected for the main analysis (p=0.005). 
 
For the conservative threshold (p=5x10⁻⁸), the beta coefficient for the polygenic score 
was 0.04 (95% CI [0.12–0.23], p = 0.001). At this highly stringent threshold, the effect 
size of the polygenic score is notably reduced. This conservative approach may 
exclude many SNPs with smaller effect sizes that collectively contribute to the overall 
genetic liability for psychological distress. The main effects of father’s social class 
remained consistent, with psychological distress increasing as social class declined. 
Notably, the largest main effects were observed for VI Unskilled (β = 0.42, 95% CI 
[0.33–0.48], p = 0.001), supporting a clear social gradient. However, evidence for 
interaction effects between polygenic score and social class was limited at this 
threshold, with only PGS × II Managerial (β = 0.07, 95% CI [0.02–0.13], p = 0.005) 
and PGS × V Partially Skilled (β = 0.07, 95% CI [0.01–0.13], p = 0.016) showing 
statistical significance. These results suggest that the moderating influence of social 
class on genetic risk may be minimal under this threshold and different to the category 
identified in the main analysis. 
 
At the less conservative threshold (p=1), the beta coefficient for the polygenic score 
was 0.17 (95% CI [0.12–0.23], p = 0.001). At this liberal threshold, the effect size of 
the polygenic score is higher, reflecting the inclusion of a broader set of SNPs, 
including those with weaker associations. This approach captures more of the genetic 
variance but may also introduce noise due to the inclusion of less robust SNPs. The 
main effects of father’s social class remained robust, with VI Unskilled (β = 0.41, 95% 
CI [0.33–0.48], p = 0.001) again exhibiting the largest effect sizes. PGS × IV Skilled 
Manual was the only category showing a statistically significant interaction (β = 0.10, 
95% CI [0.04–0.16], p = 0.001), replicating the main analysis results.  
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Table 26: Results from the multilevel mixed effects model interacting mean-
centred polygenic score at the 1 and 5x10-8 p value thresholds and 6-
category father’s social class for 1958c and 1970c (N=8,923) 

P value threshold = 1 Beta Coefficient Bootstrap 
95% CI 

P value 

Model 3: Father’s Social Class x PGS 

I Professional is the reference category    

II Managerial 0.14 0.08–0.19 0.001 

III Skilled non-manual 0.06 0.01-0.12 0.001 

IV Skilled manual 0.26 0.21-0.32 0.001 

V Partially Skilled 0.27 0.21-0.33 0.001 

VI Unskilled  0.41 0.33-0.48 0.001 

PGS 0.17 0.12–0.23 0.001 

PGS*II Managerial 0.05 -0.03-0.09 0.117 

PGS*III Skilled non-manual 0.04 -0.03-0.10 0.201 

PGS*IV Skilled manual 0.10 0.04-0.16 0.001 

PGS*V Partially Skilled 0.05 -0.02-0.13 0.139 

PGS*VI Unskilled  -0.02 -0.12-0.04 0.634 

P value threshold = 5x10-8 Beta Coefficient Bootstrap 
95% CI 

P value 

Model 3: Father’s Social Class x PGS    

I Professional is the reference category    

II Managerial 0.13 0.08–0.19 0.001 

III Skilled non-manual 0.07 0.01-0.12 0.001 

IV Skilled manual 0.28 0.21-0.32 0.001 

V Partially Skilled 0.29 0.21-0.33 0.001 

VI Unskilled  0.42 0.33-0.48 0.001 

PGS 0.04 0.12–0.23 0.001 

PGS*II Managerial 0.07 0.02-013 0.005 

PGS*III Skilled non-manual 0.01 -0.05-0.07 0.702 

PGS*IV Skilled manual 0.05 -0.01-0.10 0.055 

PGS*V Partially Skilled 0.07 0.01-0.13 0.016 

PGS*VI Unskilled  0.04 -0.03-0.12 0.234 
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6.4 Discussion  

6.4.1 Summary of Findings 
 
This study investigated the interplay between polygenic scores for psychological 
distress and father’s social class in shaping psychological distress outcomes across 
adulthood. The findings revealed consistent independent effects of both polygenic 
scores and fathers’ social class on psychological distress, with no evidence for gene-
environment interactions detected in the primary analyses. Therefore, the 
associations of fathers’ social class and polygenic scores with psychological distress 
were relatively stable regardless of the cohort or sex and followed a social gradient. 
While initial analyses using father's social class showed no clear gene-environment 
interaction, the meta-analysis incorporating multiple studies and SES measures found 
a small interaction effect (0.03, 95% CI [0.02, 0.04]). Although heterogeneity was 
minimal (low I² and τ² values), these results should be interpreted cautiously given the 
small number of studies included, as heterogeneity metrics like I² can be unreliable 
with few studies (370). Therefore, this suggests that socioeconomic disadvantage may 
slightly amplify genetic liability to psychological distress when larger sample sizes are 
tested and synthesised. 
 

6.4.2 Comparison to the literature and explanation of findings 
 
The findings from the current study contribute to the evidence of gene-environment 
research, with improved methods of using a polygenic score rather than a candidate 
gene design. Only one prior study tested for synergistic interactions with polygenic 
scores and childhood environment and their effect on psychological distress (325).  
 
The consistent finding that polygenic scores and father’s social class are independent 
predictors of distress confirms what is suggested from prior literature (Table 16). The 
independent associations observed between polygenic scores and psychological 
distress are consistent with prior research demonstrating the polygenic nature of a 
complex phenotype (253,254,340–342,349). Similarly, the social gradient in 
psychological distress aligns with the well-documented relationship between 
socioeconomic disadvantage and poorer mental health (5). However, the absence of 
evidence for gene-environment interactions in the primary analyses contrasts with 
some studies that have reported synergistic effects. 
 
The lack of interaction observed between the binarised father’s social class and 
polygenic scores for distress was consistent with the work of Keers et al. (2017), which 
showed no evidence of an interaction between childhood socioeconomic 
circumstances and polygenic scores in 1958c. Their study was limited by using a 
polygenic score composed of 8 SNPs rather than including the many SNPs with small 
effects contributing to the complex distress trait. The present analysis had a more 
predictive polygenic score, demonstrating that both polygenic scores and father’s 
social class, are independent predictors of psychological distress across adulthood. 
Keers et al. (2017) did not identify independent associations, nor did they identify 
evidence for an interaction between polygenic score and childhood socioeconomic 
circumstances.  
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Multiple explanations exist for why no evidence of an interaction was found in the 
1958c and 1970c. Genetic liability and early-life socioeconomic environments each 
play a role in shaping psychological distress outcomes. However, similar to the 
findings of key studies in Table 16, the lack of a synergistic interaction between 
polygenic scores and socioeconomic status suggests that these factors may contribute 
additively rather than multiplicatively (253,254). This reinforces the idea proposed by 
previous studies that while socioeconomic disadvantage and genetic risk both 
increase the likelihood of psychological distress; their combined effect may not 
exponentially increase distress levels.  
 
It should be noted that societal conditions can change over time, and their effects may 
be cumulative or dependent on critical periods in life (e.g., childhood adversity plus 
adulthood disadvantage). Capturing these dynamics in a study is difficult. The first 
analysis exposure variable was binarised father’s social class, which may not capture 
the full extent of the environmental childhood conditions with enough nuance. 
Therefore, another analysis was run to test if there was a social gradient.  
 
A social gradient in distress was found, whereby the independent associations 
between those with the least advantage in society had higher predicted psychological 
distress scores. The findings corroborate the systematic meta-review, identifying that 
the social gradient is consistent across all domains (324). There was tentative 
evidence of an interaction for the IV Skilled manual category, which aligns with prior 
findings (325,340). However, these prior findings did not focus solely on childhood or 
parental socioeconomic circumstances, and this result should be interpreted with 
caution.  
 
In study 3, the differential hypothesis is being tested to see if father’s social class 
moderates genetic effects. The finding that genetic influences are strongest among 
children of skilled non-manual fathers may be because, as the environment is more 
advantaged and homogenous for this category, genetics has a stronger signal for 
those higher up the social strata. Yet, this pattern does not fully confirm the differential 
susceptibility hypothesis, as there is no evidence of an interaction between the 
polygenic score and the top two most advantaged categories. do not propose that 
genetic variants conferring environmental sensitivity manifest full effects only in 
supportive contexts where individuals can select environments matching their genetic 
predispositions.  
 
However, sensitivity analyses revealed that interaction effects for the Skilled manual 
category fully attenuated at permissive p-value thresholds, while becoming significant 
in the Partially Skilled category. The lack of interaction in the risk score analyses 
contrasts with 6-category models, suggesting that these findings may represent 
statistical artefacts due to multiple comparisons between different subgroups rather 
than robust gene-environment interactions. These inconsistent findings were part of 
the motivation for conducting the meta-analysis.  
 
To contextualise, these studies tested the index of multiple deprivation and a 
composite of lifecourse socioeconomic status rather than solely focusing on childhood 
indicators as the current study did. There is also conflicting evidence whereby the 
same study that had evidence of an interaction between the lifecourse composite of 
socioeconomic circumstances, did not find evidence of an interaction with solely 
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childhood socioeconomic circumstance. The current study’s sensitivity analyses using 
stricter and more permissive p-value thresholds for the polygenic score showed that 
the interaction of the IV Skilled manual category fully attenuated at the most 
permissive threshold of 1 and became significant in the V Partially Skilled category. 
The effect change suggests that the interaction findings may not be robust. 
Furthermore, the lack of interaction in the ridit score analysis contrasts with the 6-
category model and underscores the need for caution.  
 
The lack of evidence for cohort differences in the interaction between polygenic scores 
and father’s social class aligns with prior research, which similarly found no evidence 
of cohort-specific interactions between socioeconomic circumstances and polygenic 
scores (253). However, this finding contrasts with Machlitt-Northen et al. (2023), who 
reported cohort-specific differences in the relationship between polygenic scores and 
socioeconomic factors (326). This discrepancy may stem from methodological 
differences, as Machlitt-Northen et al. (2023) utilised datasets and measures that were 
not directly comparable as those in the current study. For instance, differences in the 
operationalisation of socioeconomic status, the cohorts' composition, and the studied 
populations' genetic architecture could explain the divergent findings. As such, the 
observed differences may reflect variations in measurement or study design rather 
than true cohort-specific effects. This highlights the current study's contribution to 
research in employing harmonised measures and comparable samples to better 
disentangle the role of cohort differences in gene-environment interactions. 
 
The current study’s lack of cohort interactions might be due to the use of a GWAS that 
relied on a phenotype of onset instead of disease progression over time (371). A 
GWAS of onset captures genetic variants associated with the initiation of 
psychological distress but may not account for genetic factors influencing the 
progression or chronicity of distress over time. If socioeconomic circumstances play a 
more prominent role in shaping the trajectory of distress rather than its onset, the 
interaction may not manifest (371). As there is evidence of higher mean levels of 
distress for the 1970c, this may not be attributable to genetic factors but rather driven 
by variation in the environment, such as societal conditions. Societal conditions are 
often interconnected and dynamic, making it difficult to isolate their specific effects or 
interactions with genetic factors. 
 
The sex-specific analysis examined how genetic liability and socioeconomic 
background relate to psychological distress in males and females. However, there was 
no evidence of a sex difference when stratified, which was consistent with prior 
literature (317). This finding aligns with the results from Kosciuszko et al. (2023) and 
Lam et al. (2019), who also found that genetic and socioeconomic influences on 
psychological distress are stable across demographic groups, including sex (253,349). 
Prior research on sex differences in the common autosomal genetic architecture of 
distress phenotypes found that the effect sizes were small and unlikely to account for 
the observed sex-differentiated outcomes fully (317). While females in both cohorts 
showed higher average levels of psychological distress, this difference may be 
attributed to factors beyond those measured by the current study’s socioeconomic 
circumstances. 
 
All of these results should be interpreted with the possibility that polygenic scores can 
be confounded by assortative mating and population stratification (372). These 



   

 

 183 

confounding factors can influence the observed associations between polygenic 
scores and socioeconomic outcomes, potentially biasing the results (224,372).  
 
Population stratification refers to differences in allele frequencies between subgroups 
of a population due to shared ancestry or systematic cultural, geographic, or social 
divisions, which can confound genetic association studies. All analyses included 
principal components to help account for population stratification to the best of my 
ability. 
 
Assortative mating is the non-random pattern of individuals choosing mates with 
similar traits, such as socioeconomic status or education, which can influence genetic 
similarity within families. As a result, genetic factors can confound socioeconomic 
status (373). Prior research revealed that genetic factors had the most substantial 
impact on education and the least on income. Regardless of the socioeconomic 
measure employed, genetic influences were consistently strongest amongst 
individuals from the most privileged socioeconomic backgrounds (374).  
 
If genetic factors are more pronounced in privileged socioeconomic groups, this could 
amplify the observed genetic effects on outcomes like psychological distress within 
these groups, creating a misleading impression of stronger genetic influence (375). 
Similarly, if socioeconomic circumstances are influenced by genetic factors, it can act 
as both a mediator and confounder, complicating the interpretation of the independent 
effects of socioeconomic circumstances and polygenic scores (375). For these 
analyses, the apparent relationships between polygenic scores, socioeconomic 
gradients, and psychological distress may partly reflect underlying genetic influences 
on socioeconomic circumstances rather than direct effects of genetic liability on 
distress (375). Without careful adjustment for population stratification and accounting 
for these dynamics, the findings could overestimate or misattribute the role of genetic 
factors across different socioeconomic contexts (224,372,375). 
 
Genetic confounding could occur when parental mental health impacts polygenic 
scores as the SNPs inherited come from the parents, it is difficult to separate individual 
versus parental influence on mental health via passive gene-environment correlation 
(87). There is known literature linking parental mental health and offspring mental 
health outcomes. Father’s social class could be related to their mental health, for 
example, if they become economically inactive due to poor mental health. The 
contribution of indirect genetic effects to psychological distress phenotypes is known 
to shrink total genetic effects estimates by ~20% (61,376).  
 
The polygenic score used in this analysis is intended to capture the total genetic 
contribution to psychological distress. However, it is an imperfect proxy as it does not 
differentiate between direct genetic effects and genetic nurture effects, the latter as 
parental genetic characteristics which indirectly influence offspring outcomes through 
environmental pathways (e.g., parenting behaviours or parental mental health). Future 
research may benefit from employing within-family designs, which could help mitigate 
these confounding influences and provide more precise estimates of gene-
environment interactions (60,377). However, within-family designs are not without 
their own limitations, as finding datasets with sufficient power is a challenge.  
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Finally, a key reason for unobserved interactions across most of the research 
questions could be insufficient statistical power, further explored in limitations below. 
If the effect size were larger (i.e. a magnitude of 0.30 instead of 0.01), there would 
have been sufficient power, however small effect sizes were assumed. A study 
comprising a sample of ~74,000 participants from UK Biobank detected a 
multiplicative interaction (340). 
 

6.4.3 Strengths & Limitations  
 
This study's strengths include prospectively ascertained measures in both cohorts, 
which were chosen and constructed to be as comparable as possible. For example, 
the construction of the polygenic scores was standardised between the cohorts, as it 
was restricted to overlapping SNPs, and neither cohort was present in the discovery 
sample of the GWAS used. Furthermore, the other benefit is utilising a longitudinal 
design as the outcome variable. Psychological distress was collected at multiple ages 
in each cohort, using the same questionnaire for measurement at each time point. The 
selection of the father’s social class, in lieu of parental income, or education, allowed 
for comparisons between the cohorts. This is because income was not measured 
accurately in the 1970c or at all in the 1958, neither do they have detailed wealth 
variables that are reliably comparable (187,188). Data collection spans from 1981 to 
2016 across two generationally different cohorts (Baby Boomers versus Generation 
X), enabling cross-cohort comparison. Sensitivity analyses using more conservative 
and more liberal p-value thresholds for polygenic score showed that the estimates 
were largely comparable no matter the threshold specified.  
 
However, this study was not without limitations. The first was the low statistical power 
to detect an interaction. Large statistical power is required to detect gene-environment 
interactions. These typically require a substantially larger sample size compared to 
detecting main effects. Estimates suggest that sample sizes may need to be between 
four and sixteen times larger to reliably identify interactions, with some suggesting a 
minimum of 300,000 participants if the variance explained by polygenic scores is less 
than 1% (378). A study using UK Biobank and ~74,000 participants detected an 
interaction between the index of material deprivation and polygenic scores (340). This 
highlights the issue of power in this and similar studies. Post-hoc power analysis found 
that each research question in the present study was well-powered to detect main 
effects but was underpowered to detect evidence of interaction (See Supplementary 
Table 12 & Supplementary Figure 5). The current study adds to the literature by both 
providing new evidence from two cohorts (1958c and 1970c) and synthesising existing 
evidence. Future studies may include the present study as part of a meta-analysis –
as explored in research question 5. 
 
Additionally, the present study may be subject to sampling and selection biases, 
particularly due to health survivorship and the tendency for more socioeconomically 
advantaged participants to remain in studies with lower attrition rates (67). This 
potential bias could impact the generalisability of the findings, as the sample may not 
fully represent the broader population. However maximum likelihood estimation as 
used as part of the multilevel modelling approach to try to mitigate this.  
 
A further limitation of Study 3 is that childhood socioeconomic position was 
operationalised using father’s occupational social class only, rather than employing 
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the dominance method (37). While this approach was consistent with historical 
conventions in the 1958 and 1970 cohorts and aided cross-cohort comparison, it may 
have introduced bias in two respects. First, children from households without a 
resident father, or with fathers not in paid employment, were underrepresented. 
Second, by not incorporating mother’s social class data, our measure may 
underestimate family resources in households where mothers’ occupations 
represented the higher social class or where participants were dropped for not having 
fathers ' social class information. Consequently, social gradients in psychological 
distress may be more conservatively estimated compared to studies adopting the 
dominance method. 
 
Finally, although this study was the first to conduct a meta-analysis to test the 
relationship between socioeconomic circumstances and polygenic scores on 
psychological distress. It should be interpreted cautiously due to the following 
limitations. Qi et al. (2024) study from UK Biobank contributed disproportionately to 
the pooled effect size (e.g., up to 93.3% weight in one analysis) (340). This 
overrepresentation reduces the influence of smaller datasets and may bias the results 
toward findings from the UK Biobank, which has unique demographic and a highly 
selected socioeconomically advantaged sample (67). 
 
Although the meta-analyses included multiple socioeconomic circumstance measures 
(e.g., father’s social class, years of schooling, composite SES indicators), the 
measures were not uniformly applied across all datasets. Variations in the definition 
and operationalisation of socioeconomic circumstance could limit comparability. For 
instance, "years of schooling" in ELSA and the "Index of Multiple Deprivation" (IMD) 
in UK Biobank measure socioeconomic circumstance differently, potentially capturing 
distinct aspects of the construct (168). Similarly, some studies only capture adulthood 
socioeconomic circumstances rather than childhood. These factors led to testing the 
three versions of the meta-analysis with increasing restrictions on which studies were 
included based on how closely they resembled the current study’s specifications.  
 
 

6.4.4 Conclusion 
 
Overall, the associations of fathers’ social class and polygenic scores with 
psychological distress are relatively stable, regardless of the cohort or sex. There was 
weak evidence for an interaction in one category of the father’s social class. Yet the 
meta-analysis indicates some evidence of an interaction between PGS and 
socioeconomic circumstances.  
 
The results from this study, taken collectively, suggest that other cohort- or sex-
specific factors may influence the average distress levels. As without an interaction 
identified and with the low amount of variance explained by the polygenic score (~2%), 
the variation in distress scores that are higher in the 1970s and females must be more 
attributed to other environmental factors that were not tested within this study. These 
environmental factors may potentially be exclusive to each cohort or sex and may be 
both systematic (i.e. variables observed that have not been tested here) or stochastic 
contributions.  
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6.5 Study 3 Summary  
 

• Manual father’s social class and higher polygenic scores were both 
independently related to higher psychological distress scores, irrespective of 
cohort or sex.  

• Few studies have examined the social gradient interaction with polygenic 
scores; this study found that distress outcomes worsen progressively across 
the Registrar General's six-class framework, with some evidence of interaction 
in the IV partially skilled category. 

• While there was no evidence for an interaction with manual father’s social class, 
there was tentative evidence for an interaction when pooling estimates from all 
available studies in a meta-analysis. 
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6.6 Supplementary Material 
 

 
 
Supplementary Figure 4: Histograms of polygenic score density by father’s social 
class and by cohort in the 1958c and 1970c  
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Supplementary Table 10: Mean and standard deviation of the Malaise 
Inventory Score of those with genetic data by father’s social class in 1958c 
and 1970c 

  Manual Non-Manual 

 Age Mean SD N Mean SD N 

1958c 23 1.19 1.51 2,947 1.02 1.39 1,745 

 33 0.96 1.51 2,988 0.79  1.25 1,798 

 42 1.49 1.75 3,257 1.47 1.68 1,930 

 50 1.36 1.85 2,919 1.29 1.75 1,805 

1970c 26 1.64 1.68 1,557 1.51 1.57 1,405 

 30 1.41 1.62 1,927 1.34 1.58 1,615 

 34 1.46 1.70 1,827 1.44 1.73 1,564 

 42 1.49 1.75 1,820 1.47 1.68 1,571 

 50 1.68 2.06 1,993 1.51 1.94 1,700 
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Supplementary Table 11: Mean and standard deviation of the Malaise Inventory Score of those with genetic data by 6-category father’s social 
class in 1958c and 1970c 

  I-Professional II-Managerial III-Skilled Non-
manual 

IV-Skilled Manual V-Partially Skilled VI-Unskilled 

 Age Mean SD N Mean SD N Mean SD N Mean SD N Mean SD N Mean SD N 

1958c 23 0.84 1.21 243 0.98 1.43 976 0.98 1.35 524 1.18 1.47 1967 1.25 1.56 648 1.40 1.69 341 

 33 0.62 1.05 248 0.78 1.28 1009 0.85 1.31 536 0.98 1.57 2005 0.98 1.49 655 1.16 1.63 343 

 42 1.32 1.57 266 1.40 1.63 1087 1.32 1.53 574 1.51 1.78 2182 1.53 1.81 708 1.68 1.91 380 

 50 1.25 1.67 256 1.36 1.8 1012 1.29 1.80 533 1.46 1.96 1954 1.49 1.92 636 1.60 1.97 341 

1970c 26 1.35 1.51 203 1.53 1.62 850 1.52 1.68 352 1.72 1.67 1082 1.83 1.72 325 1.65 1.52 150 

 30 1.21 1.46 236 1.40 1.62 988 1.24 1.50 391 1.45 1.66 1342 1.54 1.72 401 1.80 1.78 184 

 34 1.38 1.70 237 1.48 1.71 941 1.32 1.66 386 1.58 1.84 1277 1.56 1.80 380 1.56 1.78 170 

 42 1.64 1.82 225 1.64 1.78 960 1.61 1.8 386 1.75 1.90 1256 1.85 2.06 386 1.97 1.97 178 

 50 1.48 1.79 244 1.66 1.99 1044 1.44 1.95 412 1.73 2.13 1376 1.86 2.21 419 1.65 1.93 198 
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Supplementary Table 12: Post-hoc power calculations research questions 1 and 2 from study 3 

 RQ1  RQ2 
Cohort 

 RQ2 Sex  

 Binary  1958c 1970c Males Females 

Sample Size 8,923  5,242 3,681 4,623 4,300 

Main Effect Size of predictor 1 (Polygenic) 0.25  0.24 0.25 0.22 0.27 

Main effect size of predictor 2 (SES) 0.20  0.20 0.21 0.14 0.30 

Interaction Effect Size  -0.01  -0.03 0.01 -0.02 0.03 

Power Calculation for Main Effect 100%  100% 100% 100% 100% 

Power Calculation for Interaction  15%  58% 9% 27% 82% 
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Supplementary Figure 5: Estimated power of main effect (0.30) and interaction effect (-0.01) across sample sizes of 2,000-9,500. 
Lines indicate the effect size (red = 0.03, blue = -0.01)
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7 Discussion 
 

This thesis investigated genetic and social contributions to psychological distress 

across adulthood using data from two British Birth Cohorts; to date, few studies have 

assessed the polygenic contribution of psychological distress across adulthood using 

representative samples. This thesis examined age-, cohort- and sex-related 

differences in genetic associations alongside potential gene-environment interactions 

(GxE) between a polygenic score for distress and socioeconomic position.  

7.1 Summary of Thesis Findings  
 

The empirical component of this thesis comprised three interconnected studies, each 

building upon one another to add to the understanding of how genetic liability for 

psychological distress operates across adulthood and across social contexts. 

 

Study 1 examined age-related differences in the association between polygenic score 

for distress and phenotypic psychological distress from ages 23 to 50 in the 1958 

cohort. This research adds to the recent literature of longitudinal studies examining the 

contribution of genetic factors to distress-related phenotypes by age. The findings 

revealed a positive association between polygenic scores and psychological distress 

that persisted across adulthood, with the strength of this association increasing slightly 

with age. The variance explained by polygenic scores increased slightly across age. 

This modest but increasing genetic contribution suggested that while genetic factors 

play a consistent role in psychological distress, their influence may become more 

pronounced with age, raising questions about whether this pattern would be observed 

in cohorts born more recently which have experience higher distress levels. 

 

Building on these findings, Study 2 examined whether the polygenic score for 

psychological distress is associated with phenotypic psychological distress by age 

using the 1958 National Child and Development Study (1958c) from the previous 

chapter and the 1970 British Cohort Study (1970c). This study provides evidence that 

the association between polygenic scores for psychological distress and observed 

psychological distress remains persistent from early (~ age 23) to middle (~ age 50) 

adulthood in both cohorts. Each cohort shows an increasing association and greater 

explanatory power of genotypic effects with age. There was some evidence of a cohort 

difference at younger age points. However, the cohorts converged by late adulthood 

 

Study 3 assessed whether father’s social class interacts with polygenic scores in its 

association with adulthood psychological distress in the 1958c and 1970c. The study 

found the main effects of fathers’ social class and polygenic scores with psychological 

distress are relatively stable, regardless of the cohort or sex. There was weak evidence 

for an interaction in the IV Skilled manual category of the father’s social class. When 

meta-analysing the current results with previously published estimates from other 

samples, there was small evidence of a multiplicative interaction between polygenic 

scores and socioeconomic circumstance on psychological distress. The results from 

this study, taken collectively, suggest that other cohort- or gender-specific factors may 

influence the difference in average distress levels. This means there are other 

environmental factors, potentially exclusive to each cohort or gender, that influence 
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the difference in mean levels, whereby the 1970c and females have higher average 

distress levels.  

 

7.2 Discussion of Findings 
 
Across the three studies, different theoretical frameworks were applied to test the role 
of genetic and environmental influences on psychological distress. In Study 1, the 
Selection, Optimisation, and Compensation (SOC) model predicted that genetic 
effects would diminish with age as biological plasticity declined and individuals 
increasingly relied on compensatory social and cultural resources. However, the 
findings showed small increases in both polygenic heritability and penetrance with 
age, a pattern inconsistent with SOC. In Study 2, social control theory proposed that 
genetic effects would vary across cohorts due to historical differences in distal social 
environments. This expectation was partly supported: while polygenic penetrance 
remained stable, polygenic heritability was greater in the 1958 cohort than in the 1970 
cohort, in line with the hypothesis that broader social contexts shape the expression 
of distress. Finally, Study 3 tested the differential susceptibility hypothesis, which 
suggested that genetic sensitivity to distress would be amplified under both 
advantaged and disadvantaged paternal social class conditions. The lack of strong 
evidence for a gene × father’s social class interaction meant that the empirical study 
results did not support the differential susceptibility hypothesis. 

 
Table 27: Summary of primary theoretical frameworks and hypothesis for each study 

Study Primary 
theoretical 
framework 

Hypothesis Study Finding 

1 Baltes’ Selection, 
Optimisation and 
Compensation 
(SOC) model 

The effect of the polygenic score for 
psychological distress will diminish 
with age, reflecting age-related 
declines in biological plasticity and 
increasing reliance on 
compensatory social and cultural 
resources. 

Both polygenic heritability 
and polygenic penetrance 
showed small increases 
with age. This finding does 
not fit with SOC model 
hypothesis.  

2 Social Control 
Theory 

Genetic effects on psychological 
distress will differ by cohort, 
reflecting historical differences in 
distal social environments. 
Specifically, variation in social 
norms and institutional structures 
across cohorts is expected to 
moderate the expression of genetic 
influences. 

Results indicated that 
polygenic penetrance was 
similar across cohorts, 
while polygenic heritability 
was greater in the 1958c 
than the 1970c. The social 
control theory does fit with 
this study’s findings. 

3 Differential 
susceptibility 
hypothesis 

Genetic effects on psychological 
distress will be moderated by 
paternal social class as a proximal 
environmental factor, with 
individuals carrying higher genetic 
scores showing greater sensitivity 
(for better or worse) to socio-
economic conditions. 

As there was a lack of 
strong evidence of an 
interaction, the findings 
from this study do not fit the 
differential susceptibility 
hypothesis. 
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This thesis’ main contribution can be contextualised by comparison with prior 

literature. There have been secular increase in psychological distress in multiple 

countries over the past decades, including Denmark, the U.K. and U.S. (379) 

(102,124,123,268). In the U.K. context, the trend of increasing distress levels is higher 

in the more recent 2000c cohort (102). However, even in previous cohorts there is a 

trend of younger cohorts having increasingly higher mean psychological distress 

(124). As evidenced by Gondek et al. 2021, which utilises the same sample as this 

thesis, the British birth cohorts (124). This thesis reiterated these findings, with higher 

mean levels of distress in the 1970c at every age point compared to the 1958c. The 

premise of this thesis was to examine whether the environmental and genetic 

correlates of psychological distress had changing contributions by age, cohort and 

sex-stratified analyses. 

 

Gene-by-cohort evidence has found conflicting contributions in different contexts 

(75,306). Two population-wide studies found more recent cohorts have higher levels 

of distress and that mental distress heritability estimates are increasing (306,379). 

Whereas in the USA context Conley et al. 2016 found no difference in the polygenic 

penetrance to depression between cohorts born between 1920-1950. A 

methodologically similar study using ~400,000 participants from the UK Biobank 

identified gene-by-cohort interactions on behavioural traits (albeit not mental health 

related) (380). These differences in gene-by-cohort patterns could be hypothesised to 

be due to societal conditions – for example, changes in resource availability, policy, 

and norms can alter whether genetic effects strengthen or weaken over time 

 

Members of the 1958 cohort came of age in the 1970s and 1980s—a time marked by 

a robust post-war social safety net that gradually yielded to economic turbulence—

while the 1970 cohort reached adulthood amid rising neoliberal policies and a 

worsening labour market in the late 1980s and 1990s (139,381). These differing socio-

economic contexts likely influenced stress exposures. This is potentially due to 

changing environmental factors, i.e., a ‘depressogenic’ environment emerges which 

the 1970c experienced more of during entry to adulthood and their middle age 

(124,150,301,382).  

 

The shift from an industrial to a service-based economy in the late 20th century, 

coupled with increased educational attainment and women's labour market 

participation, may have contributed to a more distressing environment, particularly for 

the 1970 cohort (301) (139). As absolute living standards increased, self-reported 

quality of life may have decreased, and inequalities increased for both cohorts, but 

more so within the 1970 cohort (296).  

 

This thesis utilised the social context and differential susceptibility models to test the 

relationship between genes and environments. As examined in study 2, the social 

control model suggests that restrictive environments may suppress genetic 

differences by elevating distress across genotypes. In contrast the differential 

susceptibility model, investigated in study 3, proposes that environments can magnify 

genetic effects, allowing individuals with higher polygenic scores to experience more 

extreme outcomes both positive and negative. These empirically tested model help go 

some way to contextualise this thesis’ results.  
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Study 3 was likely underpowered to detect a GxE in the datasets included in this thesis 

but found tentative evidence for an interaction (albeit small) when meta-analysing 

across multiple studies. This gives some evidence to support the differential 

susceptibility hypothesis. Study 2 found both the 1958c and 1970c show an increasing 
association and greater explanatory power of genotypic effects between ages 23-50, 
suggesting that the influence of genetic factors may become more pronounced with 

age. While there was some evidence of a cohort difference at younger age points, the 

cohorts converged by older adulthood. The increasing genetic influence by age in both 

cohorts indicate partial agreement with the social control model. It may be the 

environment was more restrictive at earlier age points suppressing genetic expression, 

while convergence at older age shows social control diminished. 

 

Overall, this thesis adds to the evidence that genetic correlates of psychological 

distress slightly increase by age and are stable across cohort in the UK context.  

 

7.3 Discussion of Broader Themes  
 

In the following sections, three key themes are drawn from this thesis’ findings and 

discussed in relation to advancing knowledge in epidemiology. These are: (1) time as 

the third dimension of variability, (2) widening how we conceptualise the environment 

and (3) the interdependence of nature and nurture.  

7.3.1 Theme 1: Time, the third dimension of variability in phenotypes  
 

Across the thesis, the role time plays in psychological distress was explored in each 

study. In both cohorts, there was an increase in the explanatory power of the polygenic 

score as participants aged. Historically, phenotypes have been assessed by isolating 

the proportional contribution of genetics and the environment i.e. the nature versus 

nurture debate (77,83,84). This thesis contributes to the literature that time is 

necessary for a phenotype's trajectory, and this process contributes a third dimension 

of variability. 

 

As outlined in the introduction (Section 1), theoretical shifts in genetics and 

developmental biology have emphasised the role time plays in the coalescence of 

genes and environments. Early biometric models, such as Fisher’s additive genetic 

framework, conceptualised genetic and environmental contributions as discrete and 

independent sources of variance (77). However, Hogben (1933) introduced the “norm 

of reaction”, highlighting how individuals with identical genotypes can exhibit different 

phenotypic outcomes depending on environmental conditions (86). Building on this, 

Feldman & Lewontin (1975) argued that phenotypes must be understood as dynamic 

developmental processes rather than fixed genetic potentials (383). These 

perspectives necessitated a reframing of the gene + environment equation to include 

time as the third portion of variability. 

Boyce et al. (2020) argue that time operates at multiple biological and social scales, 

from epigenetic modifications occurring within hours to developmental transitions 

unfolding over decades (90). Twin and molecular research had predominantly found 
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that the genetic contribution to psychological distress is stable as people age (107–

111,239,252,384). However, one study utilising the 1958c found increasing genetic 

influences on psychological distress between ages 23 and 33 and then stability 

between ages 33 and 42 (257). When they included data from childhood and 

adolescence into adulthood there was a decrease between age 7 to 11 and then 

steady increase in the correlation between genetic factors and depression phenotype 

from 11 up to 33.  

Individual variability in psychological distress reflects not only genetic predisposition 
and environmental exposure, but also dynamic developmental processes, including 
epigenetic modifications that alter gene expression in response to environmental 
inputs and stochastic neurodevelopmental events that create individual differences 
independent of genetic sequence variation (54). The modest predictive power of 
polygenic scores in this thesis may reflect these unmeasured biological processes, 
though alternative explanations, including rare genetic variants, gene-gene 
interactions, and measurement error, cannot be excluded. These unmeasured 
developmental processes mean that polygenic scores may represent only the static 
genetic foundation upon which dynamic epigenetic and stochastic mechanisms 
operate. Future research may benefit from incorporating longitudinal epigenetic 
profiling alongside genetic analysis to capture the full biological architecture of 
psychological distress across development, and that current modest effect sizes may 
reflect fundamental limitations of static genetic approaches rather than weak genetic 
influences per se. 

 

Understanding genetic influences on psychological distress requires moving beyond 

static models of heritability to a framework that recognises development as a dynamic, 

bidirectional process. Therefore, this thesis contributes original research, as it utilised 

longitudinal data to try and understand the role time plays in the psychological distress 

phenotype. Genes are not expressed in isolation; rather, they shape behaviour while 

simultaneously being upregulated by behaviour and experience (epigenetics) (83). 

This thesis has demonstrated that the correlation between genetic factors and 

psychological distress became more pronounced by age, a pattern that aligns with 

developmental systems theory, as proposed by Gottlieb and Waddington (386–389). 

Their work suggests that phenotypic outcomes arise from an ongoing interaction 

between genetic propensity and environmental exposures, with Bronfenbrenner’s 

ecological systems theory further highlighting how these interactions unfold across 

multiple levels of social and environmental context throughout the lifecourse 

(97,112,390).  

 

As individuals develop, they become increasingly embedded within stable patterns of 

behaviour, social environments, and self-reinforcing experiences that structure the 

expression of their genetic propensity (87). This may explain why heritability estimates 

for psychological traits increase with age — because individuals become more 

consistent in how they experience and respond to the world, reinforcing gene-

environment correlations (87). This perspective challenges deterministic 

interpretations of genetic propensity, emphasising that genotypes are expressed within 

specific environmental and developmental contexts.  
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7.3.2 Theme 2: Widening how we conceptualise the environment 

 

The role of the environment in shaping the psychological distress phenotype has been 

central to this thesis. Across the thesis, the conceptualisation of the environment has 

encompassed cohort membership and father’s social class. The latter study was the 

first to utilise these datasets to investigate cohort differences in whether early-life 

socioeconomic position moderates the effect of polygenic liability on distress, testing 

both independent and synergistic contributions.  

 

Traditional gene-environment interaction research primarily focused on acute 

stressors, such as major life events or short-term exposures. While acute stress can 

trigger distress responses, lifecourse epidemiology highlights the cumulative and 

chronic nature of disadvantage (3). As per the rationale in the introduction of the thesis, 

the current thesis focused on the conceptualisation of chronic stressors. Chronic 

stressors, including prolonged socioeconomic adversity, structural inequalities, and 

sustained social exclusion, may better explain variations in distress over time (10,391). 

We conceptualised cohort and father’s social class—a measure of structural 

socioeconomic positioning during childhood—within this framework. 

 

To better understand the role the environment can play in phenotypic changes, we 

can look to the Flynn Effect (392). The Flynn Effect identifies rising heritability estimates 

of cognitive traits over the 20th century (392). Yet, this effect cannot be attributed to 

genetic change, given the insufficient time for evolutionary processes to account for 

such shifts (392). Therefore, fluctuations in heritability may reflect broader 

environmental change or gene-environment interplay rather than genetic evolution.  

 

Beyond individual-level exposures, this thesis highlights the broader socioeconomic 

landscape that shapes distress across generations, predominantly in Study 2. Cohort 

differences were tested based on the observation that the 1970 cohort had higher 

average distress scores than the 1958 cohort, yet participants were born 12 years 

apart. Therefore, if genotypic-phenotypic associations remain similar across the two 

cohorts, as the findings show, the environment contributed more to the difference in 

observed psychological distress levels in younger cohorts. This means the 

environment may be operating in a “depressogenic” way, resulting in a 

“depressogenic environment.” 

 

The conceptualisation of the depressogenic environment extends beyond immediate 

economic conditions to consider the structural, cultural, and historical contexts that 

shape risk.  

 
The results across empirical chapters consistently showed that females reported 
higher average levels of psychological distress compared with males, and that 
polygenic scores exhibited differences in predictive utility between the sexes. 
Specifically, polygenic scores explained slightly more variance in distress among 
women than men, suggesting that the contribution of common genetic variants is 
stronger in females. In the introduction, it was hypothesised that socially constructed 
phenomena—such as the accumulation of disadvantage and the gendered distribution 
of structural strain—are key drivers of this gap. The findings lend some support to this 



   

 

 198 

interpretation: the higher distress levels observed among women may not solely reflect 
intrinsic biological differences but rather the interaction of genomic vulnerability with 
cumulative exposure to inequality, discrimination, and structural stressors. This 
interpretation aligns with lifecourse epidemiological theory, which emphasises how 
social position and disadvantage accumulate and manifest in health outcomes over 
time. Taken together, the findings suggest that the structural and cultural position of 
women in society may elevate their risk burden for developing and maintaining higher 
levels of psychological distress, and that the apparent genetic differences observed in 
sex-stratified analyses may reflect this interplay rather than a fixed biological 
distinction. 

 

One major shift over the past century has been the transition from an income-based 

economy to an asset-based economy, altering the mechanisms through which 

advantage and disadvantage accumulate over time (135). This may mean that 

inherited social and economic capital may exert greater influence over life outcomes 

than individual effort or ability as wealth disparities increase (393,394). These 

structural changes may have reshaped economic security, social mobility, and 

potentially psychological distress outcomes (333,334).  

 

An aim of this thesis was to examine how early-life socioeconomic factors, specifically 

father’s social class, interact with genetic liability for psychological distress. The limited 

evidence for gene-environment interaction found in this thesis suggests that the effects 

of genetic propensity and socioeconomic disadvantage are potentially additive rather 

than multiplicative. This is in keeping with the results from prior research 

(253,254,325,341,342,349), though the largest study conducted using UK data (n = ~ 

77,000) did identify an interaction (340).  

 

The findings of this thesis highlight the need for a more nuanced conceptualisation of 

the environment, one that accounts for systematic socioeconomic influences, chronic 

rather than acute stressors, and the evolving structure of the depressogenic 

environment.  

 

7.3.3 Theme 3: Interdependence of Nature and Nurture 

 

Across all three studies, a central question emerges: how do nature and nurture 

interact in shaping psychological distress? This thesis has examined how age, cohort, 

and socioeconomic context are correlated with distress, demonstrating that polygenic 

scores account for a small but consistent proportion of variance in this trait. These 

findings align with Turkheimer’s first law of behavioural genetics—that all human traits 

are heritable (40). While genetic correlations with phenotypes are present, they 

operate within specific social, historical, and developmental contexts, raising important 

questions about whether partitioning genetic and environmental contributions is a 

useful endeavour (77,86).  

 

Gene-environment interactions (GxE) are well-documented in controlled agricultural 

and animal studies, their application to human behaviour remains methodologically 

complex (395–397). The non-random distribution of genes across environments 

means that we cannot assume genetic and environmental independence (224). Gene-
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environment correlations arise because individuals select, modify, and are exposed to 

environments in ways that reflect their genetic propensity (88). This interdependence 

further complicates efforts to estimate purely environmental or purely genetic 

influences.  

 

Within this thesis, the limited evidence for gene-environment interactions observed in 

study 3 may be reflective of these complexities. It may also be due to the study 3 being 

underpowered to detect a small effect (65,398). If distress is not solely the product of 

direct genetic effects, but rather the result of complex interaction between genetic 

propensity and environmental exposure, then standard GxE models may 

underestimate the true extent of interaction effects. However, study 2 went some way 

to mitigate this by utilising cohort birth year as an exogenous environmental exposure. 

 

A more complex framework of understanding the interdependence of nature and 

nurture regarding mental health traits was outlined by Kendler (2005). He argued for a 

comprehensive biosocial paradigm in psychiatric genetics, advocating for an approach 

that integrates variance partitioning with mechanistic models of psychiatric risk (399). 

His vision aligns with the literature overall which suggests that genetic liability does not 

operate in isolation but is embedded within developmental and social contexts. 

Understanding distress requires a multilevel approach, incorporating genetic risk, 

environmental exposures, and lifecourse transitions into a single explanatory 

framework.  

 

Going one step further, a more recent conceptualisation by Mitchell & Cheney (2024) 

provides a compelling alternative to the static blueprint model of genetic influence and 

introduces a generative model of the genome (400). Rather than viewing genes as 

what can be easily mistaken as a “deterministic” blueprint, they propose that the 

genome functions as a generative model, dynamically interacting with environmental 

inputs to shape developmental outcomes. This perspective helps explain why 

polygenic scores only capture a modest proportion of variance in distress—genetic 

influences operate within a self-organising, responsive biological system. This model 

aligns with emerging work in biosocial epidemiology, emphasising that genes alone do 

not determine outcomes but instead provide probabilistic constraints on development, 

contingent on environmental context.  

 

7.4 Strengths & Limitations 
 

This section provides an overview of this thesis's key strengths and limitations. While 

each study’s specific strengths and limitations have been discussed in its respective 

chapters, this section reflects on the broader methodological and conceptual issues. 

 

7.4.1 Strengths 

 

The strength of this thesis lies in it being the first study to use both the rich phenotypic 

data of the 1970c and 1958c alongside the genotypic data to interrogate genetic 

contributions to psychological distress phenotype longitudinally. These data enabled 

me to ask relatively novel research questions. 
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One of the main strengths of the data is its longitudinal nature, which allows for the 

examination of changes in genetic and environmental influences by age and cohort. 

This is particularly important in the study of psychological distress, where cross-

sectional analyses may obscure developmental patterns and fail to capture the 

dynamic interplay between genes and environmental exposures (401,402). 

Incorporating repeated measures enables the investigation of how the correlation 

between genetic factors and distress unfold across different stages of life and how 

environmental factors might modify it (403).  

 

Another key strength is the use of harmonisable measures in each cohort (and at 

multiple time points), ensuring greater comparability of the outcome (psychological 

distress) and key environmental exposures, such as socioeconomic position (404–

407). This was a key limitation of prior studies in the area (307). Differences in 

measurement can introduce bias and limit the ability to make valid comparisons, 

particularly when examining the impact of early-life conditions on later-life mental 

health. Using consistent measures strengthens the robustness of findings and provides 

greater confidence in the observed associations, as differences are less likely to be 

driven by measurement differences, albeit not entirely removing measurement error.  

 

A further strength is the harmonisation of the genetic exposure. This thesis employed 

consistent quality control, identified overlapping SNPs across cohorts, and 

standardized polygenic scores in a pooled dataset, ensuring valid cross-cohort, cross-

age, and cross-sex comparisons. All of which helped to mitigate bias.  

 

The thesis also benefits from a rigorous approach to handling missing data, a common 

challenge in longitudinal research. For the linear analyses in Studies 1 and 2, multiple 

imputation by chained equations (MICE) was implemented due to its flexibility in 

handling different variable types and non-monotone missing patterns across 

continuous and categorical measures (230,261). Studies 2 and 3 utilised maximum 

likelihood estimation within the mixed-effects models, which is particularly 

advantageous for dynamic longitudinal modelling as it can accommodate time-varying 

covariates and directly model individual trajectories without requiring a complete 

dataset at each time point (231,236,408). The robustness of both approaches was 

evaluated through sensitivity analyses comparing findings with complete case sample 

estimates. 

 

7.4.2 Limitations 

 

While this thesis contributes to the understanding of the interplay between genetic and 

environmental influences on psychological distress, several limitations should be 

acknowledged.  

 

One of the primary limitations is that correlation does not imply causation, a constraint 

that applies to all findings in this thesis. Polygenic scores are statistical constructs 

derived from genome-wide association studies (GWAS) and do not capture causal 

biological mechanisms (409,410). Instead, they serve as probabilistic indicators of 
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genetic liability within a specific population. This makes them useful prediction tools 

but inadequate for establishing biological pathways to psychological distress. This is 

due to the aggregated nature of polygenic scores which obscure which specific genetic 

variants drive any effects creating a “black box”. Accordingly, the aim of this thesis was 

not to establish causality. The findings from this thesis instead add foundational 

knowledge about the genetic and environmental correlates of psychological distress 

across adulthood, enabling a more complete epidemiological picture for future 

research.  

 
A key limitation of this thesis is its reliance on polygenic scores derived from current 
genome-wide association studies (GWAS), which have relatively modest predictive 
power (65,410). Across the thesis studies, the polygenic scores explain only a small 
proportion of variance (low R²) in psychological distress phenotypes, limiting statistical 
power. This was particularly a problem in Study 3, where detecting gene-environment 
interactions requires substantial statistical power, but less so in Studies 1-2. As GWAS 
sample sizes continue to increase, future research will benefit from more powerful 
polygenic scores, potentially uncovering effects that could not be detected in the 
present work. 

 
While this thesis appropriately used European ancestry samples that match the 
ancestry of the discovery GWAS, our findings may not generalise to other ancestral 

groups (411). Heritability is a population-specific measure contingent on a given time, 
place, and environmental context and cannot be extrapolated to infer universal genetic 

influences on psychological distress (41). For the depressive symptom measurement 
trait in the GWAS catalog, only 16 of 96 studies included ancestries beyond European 
populations (267). This reflects a broader pattern where European individuals account 
for approximately 16% of the global population but represent around 80% of GWAS 

samples (412). Future research should test whether the estimates observed in this 

thesis replicate in more diverse populations. Without such efforts, the applicability of 

findings will remain limited, and the risk of exacerbating health disparities through 

Eurocentric genetic research will persist (412). 

Another important limitation is the reliance on samples of unrelated individuals, which 
prevents distinguishing between direct genetic effects and indirect genetic influences. 
Recent research using within-family designs demonstrates that polygenic scores for 
psychological traits shrink substantially in their explanatory power when comparing 

siblings or parent-offspring pairs to estimates derived from unrelated individuals (376). 
For psychological traits, within-family estimates are typically ~20% smaller than those 
from unrelated individuals, suggesting that a significant proportion of genetic 
associations may reflect indirect genetic effects, including parental influences on 
offspring environments (genetic nurture) or other forms of gene-environment 
correlation (82,376). 

Within-family designs offer three key advantages: they control for (1) indirect genetic 
effects through relatives, (2) assortative mating effects, and (3) population stratification 
(413). However, it's important to note that these designs are not a complete solution, 
as recent research found that they do not disaggregate all direct and non-direct effects, 
particularly those extending beyond the immediate nuclear family (414,415). While this 
limitation affects the interpretation of the mechanisms underlying our findings, it does 
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not invalidate the observed associations but suggests caution in attributing them solely 
to direct biological pathways. This may be a function of the distress phenotype being 

complex and biosocial. In contrast, traits such as height, which exhibit similar estimates 

in both unrelated individuals and within-family comparisons, appear to have stronger 

direct genetic effects (61).  

7.5 Future Research Directions  

The future research directions informed by the findings of this thesis are outlined 

below. First, more contexts could be tested. Second, other variance contributors could 

be tested, i.e. expanding the environmental exposure selection. Finally, different 

approaches to phenotyping mental health, including symptom-level analyses and 

modelling of distress trajectories to determine genetic contributions to different 

patterns of distress development. 

Inclusion of more time points and contexts  

Future studies can extend the age range used in the thesis when future data time 

points of both the 1958c and 1970c are released. The 1970c age 52 will be released 

by the spring of 2025, meaning a better comparator point for age 50 in 1958c (416). 

Equally, beyond more age points, adding other representative British birth cohorts 

such as the 1946c (417). This expansion to include the 1946c would necessitate a 

broader measurement strategy for psychological distress, as they do not have the 

same phenotypic measure for psychological distress (404). Therefore this would 

require an assumption that the different questionnaires all measure the same 

underlying construct of psychological distress.  

 

Further research comparing a wider age range might be beneficial. While this study 

focused on adulthood using strictly comparable distress measures, future research 

could include childhood and adolescence. This would once again require a broader 

measurement strategy and the assumption that there is a general psychopathology 

genetic contribution that underlies internalising disorders from childhood across 

adulthood (418). Prior meta-analysis established some continuity between the genetic 

contribution from childhood into adulthood (239). This could be tested using either the 

Next Steps cohort (1990c) or the Millennium Cohort Study (2000c) (419,420).The 

2000c exhibit even higher average levels of psychological distress than the 1970 

cohort, therefore would be a good further cohort comparator (102,124).  

 

As age and cohort trends in distress are not the same in all countries (421). Future research 

would benefit from expanding analyses to include other longitudinal cohorts across 

different countries. Cross-country comparison enables an investigation as to whether 

genetic contributions change in lockstep with population changes in distress. The Health 

and Retirement Study based in the USA was made to be highly comparable to the 

English Longitudinal Study of Ageing with similar measures and data collection 

methods (422,423). Both have polygenic scores and follow adults between the ages 

of 50-95 years old. Such cross-country comparisons could illuminate how biosocial 

interactions manifest across different cultural contexts and demographic groups.  
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Other contributions to variance in psychological distress  

Future research should explore alternative approaches to understanding the 

unexplained variance in psychological distress beyond polygenic scores and social 

class, which together account for only a modest portion of the total variance – as found 

in this thesis. This unexplained variance likely encompasses additional genetic factors, 

including gene-environment interactions and alternative polygenic constructs such as 

those derived from the ‘p-factor’ of general psychopathology (111,418,424,425). Non-

shared environmental influences within families may also contribute significantly to 

psychological distress, though the current datasets used in this thesis cannot fully 

capture these effects (80,415). Identifying these additional contributors would provide 

a more comprehensive understanding of the aetiology of psychological distress.  

As not all sources of variance in psychological distress are systematic. Some arise 

from stochastic biological processes, such as epigenetic modifications, 

neurodevelopmental variability, and unpredictable life events. While systematic 

contributions—such as socioeconomic disadvantage, cohort effects, and cumulative 

stress exposure—can be studied using structured models, stochastic influences 

introduce random variability in outcomes, even among individuals with identical 

genetic and environmental backgrounds (343). While polygenic scores capture 

average effects, they fail to account for individual trajectories shaped by chance events, 

epigenetic drift, or developmental noise (409,410). Recognising this stochasticity is 

critical for advancing our understanding of psychological distress, one that 

acknowledges the limits of predictability in human development.  

 

Different approaches to phenotyping mental health  

 

Future research will continue to use longitudinal data and integrate polygenic scores 

(256). While this thesis was guided by existing literature on mean levels of distress, 

there is potential in developing a trajectory-based approaches (114,123); do polygenic 

scores predict particular patterns of mental health over the lifecourse? The strengths 

of the current thesis are the comparability of measures and phenotypes across time. 

If associations are identified between polygenic scores and trajectories, then it works 

on the assumption that these trajectories are capturing an underlying psychological 

distress homogenous pattern (115,426). 

 

Of particular interest would be the examination of persistent or increasing trajectories 

of distress, which age-specific and cohort-specific factors might influence (150,427). 

This approach may be helpful as mean-level symptom changes may obscure different 

patterns of symptoms over time. This approach could help groups at risk of maintaining 

or developing elevated distress levels over time, potentially informing more targeted 

interventions. Moreover, understanding how genetic factors operate across different 

developmental stages could provide insights into critical periods where environmental 

interventions might be most effective. However, this approach is not without limitations, 

with the need for large sample sizes to meaningfully disaggregate groups of lifecourse 

trajectories meaning it is not a panacea. 
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While the current study utilised sum scores of psychological distress, disaggregating 

these into symptom-level analyses could reveal differing patterns of genetic and 

environmental contributions (428,429). This is due to symptom reporting changes 

across the lifecourse, whereby at older ages more somatic symptoms are reported 

(129,430). However, the current thesis did not undertake this approach due to 

measurement reliability issues with single items and binary response options lowering 

statistical power. The aggregate approach taken in this thesis was better for the 

measure available in these cohorts and provided greater statical power while also 

minimised the burden of multiple comparisons.  

 

Yet, a more granular approach to phenotype analysis represents another direction for 

future research. This approach could help identify specific mechanisms through which 

genetic propensity influences aspects of psychological distress (431). Currently, such 

analyses are constrained by the limitations of available genome-wide association 

studies (GWAS), particularly their sample sizes and the restricted availability of 

summary statistics for individual distress symptoms, such as those conducted by 

Thorp et al. in the UK Biobank (13). However, as larger GWAS become available and 

summary statistics are more widely shared, symptom-level analyses could provide 

valuable insights into the specific pathways through which genetic and environmental 

factors combine to influence psychological distress. This more refined approach could 

help bridge the gap between statistical associations and biological mechanisms, 

potentially informing more targeted therapeutic approaches. 

 
Reflection on Theoretical Frameworks 
 
Taken together, these findings highlight the need for refinement of existing theoretical 
models in biosocial epidemiology.  
 
The inconsistency with the SOC model suggests that genetic influences on distress 
may persist, or even strengthen, across adulthood, challenging assumptions that 
compensatory cultural resources can fully offset biological vulnerability with age. 
Future research should therefore consider more dynamic models of psychological 
distress that integrate both genetic plasticity and time-varying environmental variables 
across the lifecourse.  
 
The partial support for social control theory refocuses the importance of historical and 
structural context in shaping the expression of genetic influences. Extending this work 
to cross-national or cross-generational comparisons could provide stronger tests of 
how distal environments constrain or amplify genetic effects.  
 
Finally, the lack of evidence for differential susceptibility in Study 3 cautions against 
assuming universal gene × environment interactions and points instead to the need 
for large-scale, harmonised datasets to detect robust interaction effects and further 
meta-analysis of more studies.  
 
Future studies should also examine whether alternative operationalisations of 
socioeconomic position, or more proximal measures of family environment, yield 
clearer evidence of moderation. 
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8 Conclusion  
 

This thesis provides new insights into the interplay between genetic and environmental 
correlates of psychological distress across adulthood, using longitudinal data from two 
British birth cohorts. The findings demonstrate that while polygenic scores for 
psychological distress explain a small but increasing proportion of variance by age, 
their effects remain persistent yet modest compared to broader socioeconomic and 
cohort-related influences. These results add to the evidence conceptualising 
psychological distress as a dynamic phenotype which is shaped by independent 
developmental and environmental contexts rather than as a static trait with a fixed 
genetic contribution.  

This thesis also highlights the role of structural inequalities in shaping psychological 
distress, demonstrating that early-life socioeconomic position exerts independent 
effects, with only weak evidence for interaction effects with genetic liability. This 
suggests that rather than genetic liability amplifying social gradients in distress, it may 
be that environmental conditions function as independent population-level differences 
in mental health outcomes. As the historical shifts in economic structures, employment 
conditions, and social mobility between the 1958 and 1970 cohorts, these findings 
underscore the importance of situating genetic factors within their broader societal 
context. However, given the limited statistical power of the analysis in Study 3 and the 
relatively small proportion of variance explained by polygenic scores currently, these 
findings should be interpreted with caution. 

Overall, this thesis adds to the evidence that psychological distress is shaped by 
intersecting biological and environmental factors that evolve by age and cohort, 
necessitating a lifecourse-informed interdisciplinary approach. Future research should 
continue integrating longitudinal designs and biosocial frameworks to capture the 
complexity of gene-environment interplay better. Expanding analyses to diverse 
populations is particularly critical, as most research in this field remains concentrated 
in European ancestry from high-income countries.  
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