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Technological advancements pose serious threats to workers’ privacy. This article focuses 
on practices that greatly blur the line between workers’ private life and life at work, such 
as the practices of “bring your own device,” and linking cloud storage to personal and work 
devices. The first sees workers allowed to use personal devices for work-related activities, 
potentially for several employers. The second sees workers using online storage for personal 
and professional reasons, linking this storage to personal and work devices. Such practices 
can be useful for workers. However, they also present challenges for workers’ privacy, 
particularly when other legal frameworks are implicated. Employers may have legitimate 
reasons and a legal basis to request access to, control, and search of workers’ devices on 
the basis of, inter alia, data protection, freedom of information, and civil procedural rules. 
These rules may promote other legitimate goals. However, when individuals do not separate 
their private and professional activities cleanly within or across devices in a way that can 
be searched, the legal regimes in question can pose threats to privacy. These regimes may 
require analysis of unseparated material through accessing data and devices. This article 
examines this trend with a primary focus on United Kingdom and European law. We propose 
that workers’ right to private life should be understood as a right to supported separation of 
work and private contexts and a right to control the process of a search of data and devices.
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I. INTRODUCTION

TECHNOLOGICAL ADVANCEMENTS HAVE RECONFIGURED THE HOME and the 
workplace. !is recon"guration has led to serious threats to workers’ privacy. 
In this article, we focus on practices that greatly blur the line between workers’ 
private life and life at work, such as the practice of “bring your own device” 
(BYOD) and the practice of linking work and private devices to cloud storage. 
!e "rst practice, BYOD, sees workers allowed to use their personal devices for 
work-related activities, which can be convenient, familiar, and supportive of 
$exible working, potentially for several employers. !e second practice involves 
workers using online storage tools, such as OneDrive (Microsoft) or iCloud 
(Apple), using either personal or employers’ professional plans, to store personal 
information from their devices, and connect this storage to work devices. Photos, 
private messages, and other personal items that may even involve intimate aspects 
of people’s personal life intermingle in a space that is neither purely personal nor 
purely professional. Individuals may save time by using these tools and engaging 
in these practices, and may "nd it simple and convenient, but they are also 
presented with a new problem: a real blurring of the boundaries of personal and 
professional life. !e practices that are examined here are not the only instances 
where technology creates threats to workers’ privacy or digital rights more broadly, 
of course (Aloisi & De Stefano, 2022; Bogg et al., 2024, Chapters 13–14; Ekbia 
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& Nardi, 2017; Levy, 2023; Mantouvalou, 2019). Yet the practices presented in 
this article pose a distinct challenge to workers’ privacy.

Privacy, data protection, and computer misuse law may provide protective 
answers if an employer or their agent was opportunistically rummaging through a 
worker’s "les for an illegitimate purpose, such as gossip or retribution. Yet, under 
other regimes that may purport to protect individual rights, employers may have 
legitimate reasons, a legal basis, and even an obligation to request access to control 
and monitor workers’ devices. Such regimes include freedom of information 
(FOI) law, laws concerning cybersecurity, speci"c sectoral regimes, or general 
civil procedural rules during a dispute. Some of these laws, such as data protection 
law, are even the same regimes that workers might hope to employ in order to 
protect their rights. All these regimes (and more that we examine in Section III) 
may oblige employers to bring workers’ data and devices within the scope of a 
search for information. !is places workers in a di%cult position. To understand 
their options, they may have to assess the nature of the legal obligation on the 
employer (or themselves), likely without independent counsel and perhaps 
without union representation, and within the power imbalance characterised by 
the employment relationship. Consequently, it can be particularly di%cult for 
workers to turn down requests by employers to access their devices.

In the past, when a request to access materials was triggered, a worker may 
have been able to simply hand documents from a "ling cabinet in their o%ce 
over to their employer without it troubling them particularly. !is is no longer 
the case. !e danger now is that employers can dominate workers’ lives not only 
because of the economic inequality inherent in the employment relationship but 
also because of the informational infrastructures in which their employment is 
enmeshed. A couple of problems emerge.

First, individuals do not separate their activities cleanly within or across devices 
in line with a personal or professional divide. It is common — even encouraged in 
some workplaces — to use personal messaging apps in professional environments. 
Studies in human–computer interaction have well-documented that people may 
try, but struggle, to keep professional and personal “communication places” 
separate in contemporary app ecosystems (Griggio et al., 2022; Nouwens et al., 
2017). It has even become common for some employers to request that workers 
stop trying to separate personal and professional life, instructing them instead 
to “bring their whole self to work” (Eustace, 2025; Paul, 2022; Robbins, 2018).

Second, unorganised data, such as text messages, is not always easily 
searchable, particularly considering that the scope of and tests within relevant 
data access regimes can be extremely unclear (Dalla Corte, 2019; Purtova, 2018). 
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Assessing this scope often requires analysis of unseparated material. !e easiest 
way for employers is to have direct access to the device. !is is also the most 
invasive way, and the threat to workers’ privacy is obvious. !is threat is greater 
for precarious workers, such as workers employed through agencies or zero-hour 
contracts. !ese precarious workers may work for several employers, may not 
know their true employment status with any particular one of them, may be 
less likely to have worker-issued devices to aid separation of context, and lack 
bargaining power to resist unreasonable or unlawful requests.

We proceed by explaining what we mean by referring to the blurred private 
and professional context in light of information technologies in Section II, which 
aims at illustrating the extent of the challenge. In Section III, we turn to the law 
and we present some examples of legal regimes that may promote legitimate and 
even worker-protective goals, but that also provide a legitimate basis for accessing 
workers’ storage and private devices — practices that particularly concern us in 
this article. Our focus is on United Kingdom (UK) and European Union (EU) 
law. Section IV considers some of the forms that the search typically takes and 
the privacy concerns that each modality poses. Having discussed these, in Section 
V, we explain which principles should govern these practices, drawing on case 
law on the right to private life as protected in the European Convention on 
Human Rights (ECHR). We suggest that the right to private life in this context 
should be understood as a right to supported separation of work and private 
contexts, as well as a right to control the process of a search of data or devices. 
Such protections should be explicitly added to legal regimes, and we suggest 
concrete ways to do this, rather than leaving both employers and employees in 
the dark about what should happen when a broad, valid legal basis for a search 
is established.

II. DEVICES AND STORAGE AT WORK

A few decades ago, there was typically a clear, di%cult-to-blur division between 
professional and personal material. !e work/life informational distinction was 
relatively sharp, and preserving it was straightforward in most cases.

Such separation even persisted when employers’ informational infrastructures 
entered private spheres. Early “tele-workers” were often provided with their own 
phone-lines when working from home, and they organised their activities to 
preserve such separation (Dutton, 1999; Ellison, 2004). !is now-antiquated 
term was associated with stationary computers, fax machines, and so on provided 
by the employer, not the mobile, cloud–based computing we see today, either on 
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personal devices or on devices functionally identical to widely owned personal 
counterparts (Messenger & Gschwind, 2016). !e earliest generations of 
electronically mediated telework came before the overwhelming societal adoption 
of computing for leisure, social, and personal communication, leading workers 
to primarily use these devices for work. !ese devices, and any information on 
them, could be recovered at the termination of employment. Yet, over the years, 
separation has become less practicable. !e growth of “personal computing” saw 
individuals adopt, in their homes, devices previously only found at work (Nooney, 
2023), which created the technical potential for this blurring. “Personal” devices 
became familiar, convenient, even intimate.

!ere are several routes through which individuals might "nd their personal 
devices entangled with content related to their workplace. Some employers 
authorise or even require workers to “bring [their] own devices” (BYOD), 
a practice that can be positive for reasons such as familiarity and convenience 
(and low cost for employers) but also raises concerns including IT security, 
workers’ privacy, and working time (Blair, 2018; Jimenez & Jahankhani, 2020; 
Kahved&ić, 2021; Stewart, 2019; Wang et al., 2014). Workers may also use their 
own devices without o%cial permission. !ese are commonly called “shadow IT” 
systems (Silic & Back, 2014), unauthorised by IT divisions, and often include 
personal, consumer devices brought into work (Kopper & Westner, 2016). Even 
where they are not o%cially permitted, demands of the job, of colleagues, and of 
managers mean their use is not always to be frowned upon or their use actively 
discouraged. Indeed, some commentators note that they bring signi"cant 
potential for workplace innovation and e%ciency (Harris et al., 2012; Silic & 
Back, 2014). For example, WhatsApp is highly popular in its uno%cial usage 
across the world in workplaces such as hospitals, schools, and governments 
(Durrant et al., 2022; Gulacti et al., 2016; Opperman & Janse van Vuuren, 
2018; Varanasi et al., 2021).

On top of the combination of work and private information is the changing 
accessibility of such information to the employer. In the past, materials accessed 
and stored on someone’s home computer were often not well connected to their 
work network and could not be accessed by their employer without the worker’s 
co-operation. Yet, in more recent years, sociotechnical developments have blurred 
this line. !e use of cloud storage is a core example here. Employers often provide 
high-capacity cloud storage for their workers, for example, through Google 
Cloud accounts. !ese storage systems can often be synced onto personal devices. 
!ey may not stay compartmentalised within such devices: such tools often also 
synchronise with just a few clicks the contents of folders such as Desktop or 
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Documents, which are not speci"cally labelled for work (Microsoft, n.d.). !is 
places private "les and folders of individuals onto a server that can technically 
be accessed by the employer without the worker’s awareness. !e reverse is also 
possible: individuals do, for personal convenience or to achieve workplace tasks 
using familiar tools, add their personal cloud storage accounts to devices owned 
by the employer, which then places individuals’ personal "les onto employers’ 
servers (Haag, 2015). !ey may speci"cally use these for work purposes too: 
in 2016, 83% of 500 IT decision-makers surveyed in the UK, France, Spain. 
and Germany reported that their employees used free, unregulated cloud storage 
services with personal accounts, such as Dropbox or Google Drive to store 
company documents (NTT Communications, 2016). A similar issue occurs 
when workers use tools that synchronise end-to-end encrypted messengers, 
such as Signal or WhatsApp, to work devices (e.g., to use the bigger keyboard), 
as in the process, these tools store copies of received messages that were previously 
only on their phone.1

Making things even more complicated, some employers incentivise or 
even require their workers to connect their professional devices to personal 
cloud services (Schi#er, 2021). Take Jacob Preston, who was reportedly told 
by his manager when he started working at Apple that he needed to link his 
personal Apple ID and work account (Schi#er, 2021). We found it a strange 
request, knowing that his Apple ID was connected to his personal data, such as 
his messages. However — and in the context of the power imbalance between 
employer and employee — he linked his accounts. When he resigned a few years 
later, he was asked to return his work laptop without wiping the computer’s 
hard drive, which due to this linkage contained, as he explained, highly personal 
information. Despite his refusal, he was not permitted to completely wipe it, 
leaving that data in the hands of his former employer.

A related risk comes from installing employers’ cybersecurity monitoring 
systems, which are often prerequisites to connecting to an employer’s network 
from a personal device. Such tools as Microsoft Defender Endpoint or Crowdstrike 
Falcon can be set up to be highly invasive, scanning content, application usage, 
network usage, and even keystrokes, disclosing signi"cant information about 
individuals (Toch et al., 2018). Companies take more control over devices, even 
those that they do not own, by enrolling them in mobile device management 
(MDM) systems, such as those provided by Google (Endpoint) and Apple 

1. For example, one of the only ways to retrieve and export Signal messages from a phone is to 
take a copy synchronised from a computer using a tool such as sigtop. See the source code for 
this at https://github.com/tbvdm/sigtop
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(Platform Deployment), which give employers some control over workers’ devices 
and the data on it (Yamin & Katt, 2019). !is has been heightened by concerns 
around ransomware, particularly in organisations, such as schools, which may 
not be able to a#ord work mobile devices. As a result, a range of workplace 
monitoring systems have become popular in an attempt to ensure that malware 
cannot enter the network and sensitive data cannot leave it.

Even if both the employer and the employee think that a separation of 
professional and private information in the workplace would be best, the 
contemporary technological landscape does not easily facilitate this. !e 
diligence required to separate data in an always-online world can be enormous, 
and time-poor workers have limited bandwidth to navigate this given both the 
pace of contemporary life and the lack of digital literacy (and organisational 
transparency) as to who data is transferred to, when and how. !is can be 
best understood through the lens of the extensive literature on the failures of 
privacy self-management and individualistic control of data, as the logistics 
of data management in the workplace are no di#erent, and potentially even 
more daunting, than the management of data in personal settings (Barocas & 
Nissenbaum, 2014; Bietti, 2020).

Individuals’ awareness of monitoring or potential monitoring undertaken 
by their employers is low (Rosengren & Ottosson, 2016, p. 189). So, it follows, 
is any ability to navigate and manage the private–professional divide amidst these 
technologies. Considering these features, it is obvious that work and personal 
life are blurred in ways that could not have been envisaged in the past when 
work materials would be in people’s o%ce at work, and private materials would 
be at home, and the mechanics by which they are transferred were visible and 
predictable. Today both work and private materials are accessible through work 
and private devices. Some companies sell “solutions” designed to try to restore this 
separation by creating a set of apps — for example, a separate corporate version 
of WhatsApp that automatically backs up to company servers (Microsoft, 2023). 
However, this is only within reach of large, high-capacity "rms, particularly in 
industries with signi"cant compliance obligations, and furthermore relies on the 
diligence of workers to re-establish the separation within their devices.2 If this 
separation fails, information that is private, such as people’s personal photos and 
communications, is at risk of being accessed or claimed by employers. !is is 
particularly the case when legal grounds to access information that falls within 
these blurred boundaries are established. !e section that follows turns to some 
of these legal grounds.

2. For example, the ex ante separation obligations we detail in s 4.1.
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III. LEGAL BASES TO REQUEST ACCESS

What makes this blurring of the lines more di%cult to navigate is that employers 
often have legitimate reasons to request access to devices or storage. !is may 
not only be for reasons of economic e%ciency, say as a way to measure workers’ 
productivity, which is often invoked as a basis to restrict workers’ rights. Requests 
to access private devices may also be based on the rights of third parties grounded 
in legislation. Many legal regimes provide for access to a variety of types of 
information that may be held on workers’ devices. We provide a non-exhaustive 
overview of some of these regimes below. It is important to explain that these 
regimes may at times be e#ective in serving worker-protective and other legitimate 
goals. However, the overarching point for the purposes of our argument is that 
they sometimes provide legitimate reasons and a legal basis to access employees’ 
data and devices. !e challenges we outline in this article are real, and cannot be 
written o# as artefacts of unjust regimes.

A. DATA PROTECTION

Data protection laws around the world o#er individual data subjects the right of 
access to personal data, namely information that relates to them and that renders 
them identi"ed or identi"able.3 In both the EU and the UK (as well as the majority 
of the 137 countries around the world with some form of data protection or 
privacy law and typically similar drafting) (United Nations Conference on Trade 
and Development, 2023), the scope of personal data is wide. It extends into the 
parts of the texts or emails concerning a person, including opinions about that 
person.4 Personal data includes large amounts of free text, which has increasingly 
entered the scope of the law as communication has digitised. Requests can be 
broad. Depending on the nature of the request, employers may then have a duty 
to go through documents, emails, or potentially even messages sent between two 
colleagues on a messenger such as WhatsApp.

Employers only have a duty to provide data if they are the relevant data 
controller. However, this concept is understood broadly, and the Information 
Commissioner’s O%ce in the UK notes that “if you [a company] do permit sta# 
to hold personal data on their own devices, they may be processing that data on 

3. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 
on the protection of natural persons with regard to the processing of personal data and on 
the free movement of such data, and repealing Directive 95/46/EC (General Data Protection 
Regulation), OJ 2016 L 119/1, articles 4(1), 15 (hereafter GDPR).

4. Case C434/16 Nowak ECLI:EU:C:2017:994, para 34.
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your behalf,” which will lead to a determination of controllership (Information 
Commissioner’s O%ce, 2023). In practice, as the scope of personal data is wide, 
it is becoming practically impossible to forbid sta# from holding personal data 
on their own devices, as such data could even consist of a message between two 
colleagues about a third in a work context. If an individual requests this type of 
information, an employer’s duty will quickly extend to messages in these spaces. 
Non-sta# members, such as non-executive directors or trustees, are also likely to 
be in scope, and these individuals rarely have work devices due to their less active 
engagement (Tan & Leech, 2021). Of consideration is also whether an employee 
or director is acting in a “rogue” manner, or whether they are doing so on behalf 
of their employer.5

Courts examining such subject access requests have found that the 
employer’s duty to supply this information is subject to a test of proportionality: 
the employer does not have to “leave no stone unturned.”6 Yet this search e#ort 
can still be costly, with one case regarding emails in a dispute at the University 
of Oxford incurring search costs of over £116,000.7 !e process of the search 
for relevant materials can also be intrusive of personal folders and documents. 
While there are grounds to refuse to provide data in an access request, such as 
in cases where providing the data might interfere with rights of others, such 
as privacy or intellectual property, these only apply after the search has been 
carried out. For our purposes, the concern is the process of the search itself by the 
employer, rather than the outcome of the request. While the data subject may 
be successfully prevented by the data protection regime from receiving private 
information of another, the employer may still have had to examine potentially 
sensitive information in order to make that determination. !is search is itself an 
interference with privacy.

B. FREEDOM OF INFORMATION

Freedom of information (FOI, sometimes FOIA) laws also exist around 
the world in di#erent forms. Public sector workers and other individuals 
holding information on behalf of an authority with FOI duties can "nd their 
correspondence subject to these rules.8 While some public sector organisations 

5. Harrison v Cameron [2024] EWHC 1377 (KB) [84].
6. Ittihadieh v 5-11 Cheyne Gardens RTM Company LTD & Ors; Deer v Oxford University 

[2017] EWCA Civ 121, para 103.
7. ibid., para 26.
8. King’s College, Cambridge v IC [2013] UKFTT EA/2012/0049 (GRC); University of 

Newcastle v IC and BUAV [2011] UKUT 185 (AAC).
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operate tight operational security, the long tail of entities within scope, such 
as tiny parish councils, have next-to-no IT capacity, or chance of being issued 
work devices. University workers, in jurisdictions including in the UK, New 
Zealand, and some US states, can also "nd their correspondence at risk of being 
requested, which has long drawn criticism in relation to impact upon academic 
freedom, particularly concerning political or corporate retaliation for research 
(Woodbury, 1994).

!is tension has become further apparent as FOI requests have hit up against 
government business carried out through “non-corporate communication 
channels” such as WhatsApp or Signal, particularly with “disappearing messages” 
enabled, a form of ephemeral messaging where both senders’ and receivers’ 
records are erased after being viewed or after a preset amount of time has 
elapsed.9 Attempts to evade FOI law using private email accounts have been 
happening for many years, leading to increased clarity from regulators that there 
are conditions under which such private channels can fall within the scope of the 
law (Cook, 2011).10

A more arcane ancestor of FOI law created a BYOD tension in 2019 in 
the UK, as the Member of Parliament Dominic Grieve sought to use the broad 
parliamentary power to call for papers, taking the form of a “humble address to 
the Crown,” in order to force Ministers to produce

[(…] WhatsApp, Telegram, Signal, Facebook messenger, private email accounts 
both encrypted and unencrypted, text messaging and iMessage and the use of both 
o%cial and personal mobile phones) to, from or within the present administration, 
since 23 July 2019 relating to the prorogation of Parliament […]

sent by listed individuals including the then-Prime Minister’s Chief of Sta#, 
Dominic Cummings.11 !e government resisted this part of the address on 
privacy grounds, stating that such use “goes far beyond any reasonable right of 
Parliament under this procedure,” that the “individuals have no right of reply, 
and the procedure used fails to a#ord them any of the protections that would 
properly be in place [and] o#ends against basic principles of fairness and the Civil 

9. !is functionality auto-deletes messages from both sender and recipient within a certain 
number of days. Some UK Government services have disappearing messages after 24 hours 
enabled by default; see R (All the Citizens & Anor) v Secretary of State for Digital, Culture, 
Media and Sport & Ors [2022] EWHC 960 (Admin) [29], [34]. In the US context, see 
generally Stewart (2019).

10. Information Commissioner’s O%ce, Decision Notice IC-40467-C7K2 (31 March 
2022), para 51.

11. Hansard. (2019, September, 9). House of Commons Debate (664), col. 522. On the 
procedure, see Erskine May: Parliamentary Practice (25th ed., 2019) para 7.31.
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Service duty of care towards its employees.”12 In the end, it seems that this saga 
fell by the wayside as the relevant Supreme Court case took centre stage.13 !at 
was not quite the end, however — a nearly identically worded FOI Act request 
relating to Cummings was upheld by the Information Commissioner, who found 
that the Cabinet O%ce should have undertaken searches of Cummings’ personal 
devices — but, by then, he had left the government.14

C. PROCEDURE

Private messages can become important evidence in legal proceedings, and are 
often at stake in employment disputes. Courts and tribunals regularly examine 
private messages, such as those on WhatsApp, in cases involving harassment at 
work and disciplinary action.15

Civil procedure disclosure rules provide a legal basis to request access to 
employees’ devices. Disclosure rules seek to ensure that all relevant documents 
are placed before a court for it to reach fair decisions and are therefore crucial. 
However, requests to access personal devices and materials can intrude into 
workers’ privacy. !e problem can be illustrated by the case Phones 4U Limited v 
EE Limited,16 which arose in the context of allegations of breach of competition 
law. Against the background of this dispute, employees and former employees 
were required, under Civil Procedure Rules section 31, involving disclosure 
and inspection of documents, to hand their personal devices and emails to the 
employer for inspection by the employer’s IT consultants. !e aim was to access 
work-related messages and emails in these personal devices, which could be 
relevant to the dispute. !e involvement of IT consultants was a measure that 
was meant to protect privacy interests. !e employees and former employees 
were not parties to the legal dispute but treated by the court as custodians of 
relevant personal materials.

!ey resisted the request on three grounds: they argued that the judge who 
ordered the disclosure did not have jurisdiction to do so, they claimed that the 
judge should have included in his order the fact that they had a right to refuse 

12. Letter from !e Rt Hon Michael Gove MP to !e Rt Hon Dominic Grieve QC MP (11 
September 2019) https://perma.cc/TG8E-699K.

13. R (on the application of Miller) v !e Prime Minister; Cherry and others v Advocate General 
for Scotland [2019] UKSC 41.

14. Information Commissioner’s O%ce, supra note 10.
15. See Mr D Case v Tai Tarian: 1601297/2018; Wells and Solari v PNC Global Logistics [2019] 

EWHC 2996 (QB); Forse & Ors v Secarma Ltd [2019] EWCA Civ 215; FKJ v RVT & Ors 
[2023] EWHC 3 (KB), (discussed further below).

16. Phones 4U Ltd v EE Ltd & Ors [2021] EWCA Civ 116.
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the request, and they posited that the mechanism that involved IT consultants 
was inappropriate and disproportionate. However, the Court of Appeal rejected 
these grounds. On the issue of privacy particularly, the Court said: “Whilst we 
accept that the vast majority of the documents on the devices in question will be 
potentially highly personal, it was the Custodians that will themselves have chosen 
to use them for business purposes in the !rst place” (emphasis added).17 !e Court 
recognised that the request interfered with the right to private life, including 
highly intimate aspects of personal life, and accepted that asking independent 
solicitors to conduct a search would have provided stronger protection.18 However, 
it accepted that having IT consultants perform the search was a proportionate 
measure and that, in any case, the custodians had a right to refuse the request to 
hand over their devices. As discussed above, the “choice” of an employee in these 
contexts is often hardly a choice at all.

IV. MODALITIES OF SEARCH

!e above regimes all (with the potential quirky UK constitutional exception 
of the “humble address”) have explicit limitations on the information supplied, 
particularly where it constitutes personal data of a third party, or may a#ect an 
individual’s right to private life. However, such limitations focus on the output of 
the right: the information to be disclosed. Such a test often requires the candidate 
information to be substantively appraised, and to do so, it needs to be obtained 
and analysed. !ese regimes discussed, however, illustrate that human rights 
concerns that might arise in the process of the search itself may be neglected. 
!e search itself can be an invasive activity, and can take di#erent forms. Below, 
we outline some of the forms such a search typically takes when it relates to 
individuals’ data and devices.

A. EX ANTE SEPARATION

!e "rst modality of search is not really a modality at all: it is to assume the 
information is separated and thus easy to transmit or search through without 
signi"cant privacy concerns. Some regulated sectors, such as "nance, have legal 
regimes requiring such separation. For example, in EU market regulation (MiFID 
II), certain investment "rms must “take all reasonable steps to prevent an employee 
or contractor from making, sending or receiving relevant telephone conversations 

17. ibid, para 36.
18. Ibid, para 44.
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and electronic communications on privately-owned equipment which the 
investment "rm is unable to record or copy.”19 Regulatory guidance on UK FOI 
law and on data protection law both urge demarcation between professional and 
non-professional information (Information Commissioner’s O%ce, n.d.).

Guidance has also been created and disputed in the wake of ephemeral or 
“disappearing” messaging services. After the COVID pandemic, UK government 
guidance counsels that ephemeral messaging services should rarely be used on 
BYOD devices for government business except for trivial or logistical matters, 
and even on government-managed devices, should only be used for certain 
classi"cations of business (HM Government, 2023). In the United States (US), 
discussion has centred on whether and under what circumstances in particular 
ephemeral messaging would violate the Federal Records Act and the Presidential 
Records Act, with some scholars arguing for the strengthening of the latter in 
particular in response to the widespread use of these tools (Pope, 2021). However, 
courts in the US have found that the Presidential Records Act creates no duty 
on the president to issue ex ante guidelines on the use of ephemeral messaging, 
even though the use of these tools may fall foul of the laws.20 Such sagas highlight 
the grey zones that appear when attempting to regulate communications 
tools in practice.

Ex ante separation, while useful, is unlikely to be a watertight or realistic 
strategy. Smaller organisations cannot e#ectively manage such complex technical 
separations in the face of constantly changing technologies, particularly without 
oversight of individuals’ devices. Workers themselves may have di#erent capacities 
or levels of digital literacy to be able to navigate and separate content, and may 
be under signi"cant pressure, which does not allow them to spend much time 
managing this boundary. Personal and private information does blend with 
professional information systems as much as the other way around, particularly 
for some sectors or job types. Individuals working for many organisations in 
scope of di#erent search regimes may not, in practice, put down tools for one and 
start work for another. !eir responsibilities and duties can blur, and they can be 
organising elements of one job while working in, and using the tools, of another.

19. Directive 2014/65/EU of the European Parliament and of the Council of 15 May 2014 
on markets in "nancial instruments and amending Directive 2002/92/EC and Directive 
2011/61/EU OJ L 173/349, article 16(7). Interestingly, in the UK, the Financial Conduct 
Authority increased the scope of this Directive during transposition beyond just investment 
"rms. See Cor"eld (2018); in reference to Financial Conduct Authority, FCA Handbook: 
Senior management arrangements, Systems and Controls (12 April 2023), rule SYSC 10A.1.7.

20. Citizens for Resp & Ethics in Wash (CREW) v Trump, 302 F Supp 3d 127, 135 (DDC 2018), 
a"d, 924 F 3d 602 (DC Cir 2019) (United States).
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!is complexity has been recognised by regulators. Information 
Commissioner’s O%ce (2022) found that the Department of Health and Social 
Care was “not clear about circumstances under which [sta#] could use private 
communication channels.” In that case, the Department did not regulate BYOD 
devices, nor did they restrict sta# from using personal accounts on corporate 
devices (Information Commissioner’s O%ce, 2023). In practice, not only 
have individuals continued to use private accounts, but they have done it in 
situations where their employers should have been reasonably aware that they 
were doing so, thus clearly bringing such information in scope of searches under, 
for example, FOI law.21

E#ectively, we are in a position where ex ante separation is clearly encouraged 
by regulators as an attempt to reduce future tensions. However, this is a poor 
strategy for robustly avoiding such tensions in the "rst place.

B. INDIVIDUAL SEARCH

Regulatory guidance often counsels that individuals should be instructed to search 
for information within the scope of a search themselves, on their own devices 
(Information Commissioner’s O%ce, 2023, n.d.). If individuals instructed to do 
this conceal or erase records with the intention of preventing disclosure, they can 
be liable to prosecution under both FOI and data protection laws, or may be held 
in contempt of court in the case of disclosure under civil procedure.22

!is initially seems like a plausible route out of the maze of issues raised so 
far. However, in practice, many obstacles arise. !e scope of information types 
such as personal data, or information subject to FOI, is notoriously unclear, 
and will be di%cult for individuals to navigate, particularly those with little 
legal or digital literacy and lacking regulatory training. Search functionality on 
many apps and devices is poor, which has led to an entire industry of expensive, 
centralised “e-discovery” tools to attempt to compensate for these de"cits.23 !is 
is particularly the case for encrypted messenger services, which often make it 
di%cult to retrieve or save data from them systematically in order to protect 
the e%cacy of functionality such as the aforementioned ephemeral messaging 
(MacDermott et al., 2022). !is is one reason that complex access requests 
through communication records can cost tens or hundreds of thousands of 
pounds to execute.

21. Information Commissioner’s O%ce, supra note 10, para 52.
22. Freedom of Information Act 2000 (United Kingdom) s 77; Data Protection Act 2018 

(United Kingdom) s 173.
23. For example, Microsoft Purview eDiscovery.
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Furthermore, while many of the situations covered by the above regimes 
are where employer and employee interests are aligned — both are subject to 
a third-party obligation they are unlikely to be intrinsically keen to address — 
there can be more adversarial situations. In such situations, particularly where 
the content of the messages may have consequences for the worker or for another 
person, incentives may point in di#erent directions, and the employer may be 
taking a high risk of non-compliance by delegating the search to an employee 
with ulterior motives to conceal the information requested.

C. SUPERVISED SEARCH

Regulatory guidance sometimes alludes to a supervised search, where one or more 
people responsible for compliance — potentially a third party — are present with 
a worker to guide them through the process. !is again is promising, but brings 
hurdles. !e "rst hurdle, naturally, is cost, both in terms of worker time and 
of the compliance team. !e second is logistics: workers not co-located with a 
compliance team can struggle technically to provide access to a personal device. 
To do so may require the employee to install further software that has privacy 
implications, such as screen-recording software. Such software is furthermore 
restricted in some messaging apps precisely to stop screenshots of content, such 
as apps like Con!de that use the ScreenShieldKit library which restricts both 
screenshots and screen recording, or Signal for Android that provides screenshot 
protection (ScreenShieldKit, n.d.; Signal, n.d.). Furthermore, while in-person it 
might be viable for the individual whose data is being searched to browse an app 
for data and then physically and selectively show it to an individual only when 
nothing sensitive is visible, this kind of discretion can be di%cult when the search 
occurs remotely using a screensharing tool. However, some of these aspects can 
be worked around by using a camera and a video call, for example, presuming 
the worker has a second device that they can use which, by de"nition, is far from 
guaranteed in a BYOD context. Skill of search and completeness can remain a 
problem where the worker takes the lead.

However, despite these $aws, this modality has signi"cant potential for 
balancing interests naturalistically.

D. DEVICE OR DATA SEIZURE

Perhaps the most extreme modality of search is the seizing of relevant data or 
device. Sometimes this “seizure” may be silent — as in the case of iCloud above, 
or in the case of mobile device management techniques, whereby employers 
may already have access to "les through a centralised enterprise system. At other 

501

Mantouvalou and Veale: Bring Your Own Device — Now Hand It Over! Rescuing Workers’ Priva

Published by Osgoode Digital Commons, 2025



(2025) 45 COMPARATIVE LABOR LAW & POLICY JOURNAL502

times, data will need to be extracted from the device, potentially through taking 
an image of the drives on the device, or a copy of the backup for analysis.

In the UK, device extraction has been most controversial in relation to its 
use by law enforcement. While labour law and the investigation of suspects does 
not compare well due to the interests at stake, it compares quite analogously 
to the main issue that arose during these debates: the searching of the data and 
devices of victims of crime, particularly victims of sexual o#ences. Mobile phone 
extraction technologies such as “cyber kiosks” have been used by law enforcement 
for this purpose (Privacy International, 2018). !is has been highly controversial, 
because the legal basis used by law enforcement for this data processing has been 
that of consent. However, consent is di%cult to establish validly in a position 
where vulnerable individuals are asking a police force to investigate an o#ence 
against them, and not at all valid in relation to the many individuals to whom 
data on a personal device may relate (!e Law Society Commission on the Use of 
Algorithms in the Justice System, 2019). !e Information Commissioner’s O%ce 
(2020) wrote a particularly damning report on the practice, recommending deep 
reform of this process, which led to a change in statute and a statutory code of 
practice (Home O%ce, 2022).24

!is saga highlights some of the severe and signi"cant problems with device 
extraction. Data on devices relate to many people, not just the individual to 
whom the device belongs, and so authorisation often cannot be given to provide 
that data (Home O%ce, 2022, para 43). Data on the device may be privileged 
or subject to duties of con"dentiality, particularly in employment "elds such 
as law and journalism (Home O%ce, 2022, para 100). Individuals may simply 
be unaware of the sheer volume and invasiveness of data on their devices, 
particularly in the context of the (often illegal) mass data collection fuelling 
the online advertising industry, to which app and operating system creators are 
often party. !is is typi"ed by the role of cookies and similar technologies in the 
global surveillance regime, including by national security (Armitage et al., 2023). 
If the data is breached, the consequences for the individual can be dire, such as 
the signi"cant risk of identity fraud or compromised credentials. !e process 
of extracting data from phones in its entirety — needed to access some types of 
messaging devices and other data — can utilise security vulnerabilities that can 
leave devices exposed or out of warranty later on (Privacy International, 2019). 
!ese tools, developed for criminal law contexts where collateral damage may be 
acceptable, are not well suited to the employment context.

24. Police, Crime, Sentencing and Courts Act 2022, s 37.
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Cloud data extraction is typically non-damaging to devices, as once technical 
access is possible (which it may already be to an employer), a copy can be made 
silently. However, this is likely to contain data that workers do not expect. Apps 
often “auto-backup” contents to cloud services silently and in close integration 
with the operating system, which can include messages and photos. Even when 
apps are deleted from a device, this does not necessarily propagate a deletion 
into the cloud, meaning that something that is visibly unavailable to a user 
may nonetheless be available to an employer. !is in turn prevents users from 
e#ectively appraising what data they might be granting access to without having 
highly technical skills to probe the “back end” of applications and, in e#ect, 
peruse the same "le systems that apps themselves use for storage. Such "le systems 
are rarely designed for easy human interpretation (because that is the point of 
the app itself ), but are parse-able by the type of enterprise software tools that 
employers use to search this data.

V. PRIVATE LIFE

Given how invasive the searches that we examine here can be, this section 
considers further their interference with the right to private life when it comes 
in con$ict with the interests and rights of employers and third parties. Data 
protection law, which is engaged in the UK and EU when such a search is carried 
out, does not provide clear guidance on how to balance the con$icting interests. 
When the right to access devices is engaged, the explicit safeguards are only at 
a high level of generality: a balance needs to be struck between ensuring that 
this right does not “adversely a#ect the rights and freedoms of others” (such 
as the individual whose device is being searched)25 and yet does not lead to “a 
refusal to provide all information to the data subject.”26 !is three-way tension 
— the obligations of the employer, the rights of the searched individual, and the 
rights of the third-party requestor — is practically di%cult to resolve, and there 
appears to be little further concrete guidance on how to balance these interests 
within the law.

25. GDPR, supra note 3, article 15(4).
26. GDPR, supra note 3, recital 63. See also Case C-579/21 Pannki S ECLI:EU:C:2023:501 

[80]. Where other laws create search obligations, the legal basis allowing this interference 
with the right to data protection should, in principle, itself de"ne the scope of the 
limitation on the exercise of the right concerned — see Case C-311/18, Schrems II 
ECLI:EU:C:2020:559 [175]. !ey do not typically do so, however, we leave the 
consequences of this clash for future work.
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However, we can "nd some principles in the case law of the European Court 
of Human Rights (ECtHR), which should be a signi"cant in$uence on national 
courts in assessing how to address the con$icting interests.27 On the basis of 
this case law, we propose that in the instances addressed in this article, the right 
to private life ought to be understood as a right to supported separation of work 
and private contexts, as well as a right to control the process of a search of data and 
devices. Such control has a number of elements as well as a number of challenges.

!e ECHR is a promising basis. First, the right to private life in the ECHR 
is set in abstract terms, and the ECHR is a “living instrument.”28 !is facilitates 
interpretation in ways that can capture challenges set by changes in technologies 
and practices. Second, the ECtHR has explored the right to private life speci"cally 
in the employment context in a line of cases and interpreted it in a manner 
that is far broader than the right to informational privacy that we "nd in data 
protection law alone, as we explain below. For instance, in the context of the 
workplace, the right to private life has been described as a right to autonomy and 
dignity (Collins, 2021), and has even been found to protect a right to work.29 For 
this reason, it can constitute the basis for rede"ning the boundaries of workers’ 
private life when the employer interferes with it in such ways as we explore here.

Article 8 of the ECHR provides that everyone has the right to private life. 
!is is not an absolute right, but a quali"ed one, able to be restricted subject to 
a test of proportionality. From early on in its case law, the Court ruled that the 
right to private life is not limited in a person’s home but that it can also cover the 
workplace. In Niemietz v Germany,30 the Court recognised that the line between 
work and private life is blurred but said that there is

[…] no reason of principle why this understanding of the notion of “private life” 
should be taken to exclude activities of a professional or business nature since it 
is, after all, in the course of their working lives that the majority of people have 
a signi"cant, if not the greatest, opportunity of developing relationships with the 
outside world. !is view is supported by the fact that […] it is not always possible 
to distinguish clearly which of an individual’s activities form part of his professional 
or business life and which do not.31

27. All EU Member States, as well as the UK, are signatories to the ECHR, which currently 
has 46 Parties.

28. See the discussion in Letsas (2013).
29. Sidabras and Dziautas v Lithuania, App Nos 55480/00 & 59330/00 [2004] ECHR 

395. On the right to privacy at work, see generally Hendrickx & Van Bever (2013); 
Otto (2016, p. 82).

30. Niemietz v Germany, App No 13710/88, Judgment of 16 December 1992.
31. ibid., para 29.
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Niemietz was decided some decades ago, before the technological 
developments upon which we focus, and before much of the extreme blurring of 
personal and professional boundaries that we highlight in this article. !is has 
not eased analysis, but has heightened the importance of this principle. Building 
further its conception of private life in an expansive way, the Grand Chamber 
explained more recently that the right to private life

[…] covers the physical and psychological integrity of a person. It can therefore 
embrace multiple aspects of the person’s physical and social identity. Article 8 
protects in addition a right to personal development, and the right to establish and 
develop relationships with other human beings and the outside world.32

Additional evidence of the breadth of the right to private life in the 
ECHR can be found in the case law on activities that take place in public space 
(Mantouvalou & Collins, 2009).33 Such activities may be covered by the right to 
private life. !is further disconnects privacy from a spatial conception that only 
views as private what the worker physically conceals from the employer and the 
broader public. For our purposes, this opens up opportunities to consider how 
to address situations when there is no spatial separation, such as when workers 
have not attempted to keep their private device away from work, their WhatsApp 
messages away from their work computer, their home cloud storage isolated 
from their work device or their work cloud storage isolated from their home 
device. When the circumstances are such that the two are blurred, which is often 
the case nowadays, and worker have not taken active steps to conceal personal 
documents and other materials, the right to private life is still applicable. !is 
would obviously cover activities taking place at home and outside working time. 
But what else could it cover?

A. WHAT SHOULD WORKERS REASONABLY EXPECT?

When considering the applicability of the right to private life, the main criterion 
that the ECtHR employs is that of a “reasonable expectation of privacy.”34 Even 
though this could be a good starting point because it does not focus on a spatial 
conception of privacy,35 it needs to be scrutinised carefully. In the employment 

32. Denisov v Ukraine, App No 76639/11, Grand Chamber judgment of 25 September 2018.
33. Von Hannover v Germany, (2005) 40 EHRR 1; Pay v UK, App No 32792/05, Admissibility 

Decision of 16 September 2008.
34. Bărbulescu v Romania, App No 61496/08, Grand Chamber judgment of 5 September 2017. 

On this, see Atkinson (2018).
35. For discussion and analysis of the spatial approach to private life in the employment context, 

see Mantouvalou (2008).
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context, the problem is that the idea of the reasonable expectation of privacy 
may be taken to mean that to the extent that there is a clear privacy policy set 
in an employee handbook, however intrusive this policy may be, it can limit the 
workers’ private life for there will no longer exist an expectation of privacy. In the 
instances that we examine here, it may mean that given that there is legislation 
that forms a legitimate basis for interfering with the right, and in the case where 
potential modalities of search are laid out (e.g., in an employee handbook), 
there is no reasonable expectation on the part of employees that their devices are 
private. Workers simply need to be informed in advance.

Being informed that one is or that one may be monitored or that one’s data 
or device will be searched is, of course, crucial. However, in a relationship that is 
characterised by inequality of power, such as the employment relationship, the 
fact that workers may know and may even have explicitly consented to employer 
interference should be far from determinative.36 It is well known that there is 
a relation of submission and subordination at work (Collins, 2018; Davidov, 
2016), and that workers have limited power to question workplace rules set 
by employers. !is is more acute when it comes to precarious workers, such as 
workers on zero-hour contracts, whose bargaining power is even more limited for 
they have fewer legal rights. Unless the legitimate expectation of privacy criterion 
is viewed as an objective standard (not one that is set according to the employer’s 
whim), it is of limited use in the employment context. What are the implications 
of this for practices that we examine here, which blur the divide between work 
and private life?

A landmark judgment on this matter, Bărbulescu v Romania,37 developed a 
clear test to be applied in cases involving privacy at work. Bărbulescu examined 
the applicant’s dismissal for using his work Yahoo Messenger for private 
communications. He had set up the account at his employer’s request and even 
though he had agreed not to use it for private purposes, the employer found out 
that he had used it for private, even intimate communications with his wife and 
brother, and dismissed him.

In Bărbulescu, the Court outlined a list of requirements with which the 
employer should comply when there is an intrusion in workers’ privacy. !e 
requirements are clear advance noti"cation of and/or consideration as to: (i) the 
nature of the monitoring; (ii) the extent of the monitoring and the degree of 
intrusion; (iii) whether the employer has provided legitimate reasons to justify 

36. For thoughtful analysis of the value of consent in the employment context, see Niezna & 
Davidov (2023).

37. Bărbulescu, supra note 34.
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monitoring and accessing the information; (iv) examination of possibility of 
using less intrusive methods; (v) the consequences of the monitoring for the 
employee subjected to it and the use of the results of the monitoring; (vi) whether 
the employee has adequate safeguards; and (vii) access to a remedy before a 
judicial body that can determine how these criteria are observed and whether the 
measures are lawful.

Having established these conditions, then, the Grand Chamber of the 
Court added that workers’ “private social life” at work “cannot be reduced to 
zero.”38 !is makes it clear that there is a normative threshold for privacy at work, 
an objectively de"ned core, which cannot be wiped out by noti"cation by the 
employer and other related criteria. !e considerations that determine the extent 
of workers’ private social life at work which cannot be reduced to zero need to be 
investigated further.

!e topic at hand is a potent space to explore these considerations. While 
the topic of this article might seem rare and arcane for the average employee 
(compared to, say, general employee monitoring), it is a moment where the 
employer has the possibility, if not precluded by appropriate safeguards, 
to rummage through not just aspects of the worker’s private life occurring within 
the workplace, but aspects of the worker’s life that are distinct from the workplace 
but, due to technological practices, have become informationally entwined with 
work activities. Unlike dismissal for social media activity, the nature of much 
of the information in this search could never seriously be considered “public.” 
Unlike searching through what a worker might have said, this situation is more 
analogous to an employer searching through a person’s home.

What more precise safeguards may be needed when the employer accesses a 
worker’s device or cloud storage? !e closest case at the ECtHR to this is Libert v 
France,39 a case that also involves a work device that contained personal material. 
!e applicant, who was in charge of general surveillance at the national railway 
company SNCF, found out that during a period that he had been suspended 
from work, his work computer had been seized and searched. A large number of 
pornographic images and "lms — over 700MB — were found on the hard disk. 
!e search occurred despite that he had stored these materials in a folder named 
“fun” (“rires”) within the D:/ drive, and that the label for this entire drive he had 
renamed “personal data.” As a result of this "nding, he was dismissed.

!e applicant claimed that the fact that the hard drive was searched without 
him being present violated his right to private life under the ECHR. !e "rst 

38. Bărbulescu, supra note 34, para. 80.
39. Libert v France, App No 588/13, Judgment of 2 July 2018.
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question for the Strasbourg Court was whether the search was in accordance with 
the law. !e ECtHR observed that the French Cour de Cassation had ruled in a 
separate case that for a search of "les that are labelled as “personal” to take place, 
the employee had to be present unless there is a serious risk or other exceptional 
circumstances.40 !is followed a string of domestic cases in France which started 
from a high level of worker privacy, and has been diluted over time (albeit still 
to a clearer place than many jurisdictions). In Nikon, a presumption of privacy 
within professional computer messaging was established on the basis that an 
employee cannot legally be prevented from having private communications on 
a work device, even if the employer wishes to mandate such a prohibition.41 
However, French courts moved away from such a protective presumption over 
time — to the delight of employers — settling eventually in Monsieur X v Y & R 
on a position that only "les explicitly marked as personal by the employee should 
bene"t from a position of prohibition of search by default.42 Such a position is 
re$ected in the guidance of the French data protection authority, the CNIL. 
!ey indicate that while employers have a duty to search through data to identify 
personal data, if a data protection subject access request is made by a worker, there 
is a special situation where they come across a "le that individual had marked 
as “personal,” whereby they should return the email to the requestor without 
inspecting it (Commission Nationale de l’Informatique et des Libertés, 2022).

Even though Libert had separated out his "les, marking both the drive as 
personal (although using the language of the Cour de Cassation of “personal data” 
rather than of his employer who said that it should be marked “private”), the 
ECtHR accepted that SNCF could mount a search in accordance with the law 
because marking the whole drive as personal left them little other choice, and that 
the choice of words (“personal” versus “private”) di#ered from their own policies.

On the question of whether the employer had a legitimate aim in Libert, the 
Court accepted that this was the case given that the employer has a right to ensure 
that work equipment is used in line with its contracts and other regulations. 
When it came to the test of proportionality for the restriction of Libert’s right, 
the Court referred to its margin of appreciation, considered the rulings of the 
national courts which had taken into account the right considerations (such as 
the fact that the nature of his job would have required him to be a role model in 

40. ibid., para 44.
41. Cour de cassation, chambre sociale, du 2 octobre 2001, 99-42.942.
42. Cour de cassation, civile, chambre sociale, 19 juin 2013, 12-12.138, 

ECLI:FR:CCASS:2013:SO01103.
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that respect and the fact that the pornographic materials took a lot of space on the 
D:\ drive), and found that there had been no violation of the right to private life.

!e fact that Libert involved pornographic materials made the case more 
di%cult than had it been about other private materials, such as personal, private, 
and intimate photos, and probably a#ected the Court’s decision to recognise a 
margin of appreciation to the French authorities.43 A better approach to searches 
of private materials on a work device is to be found in FKJ v RVT44 of the High 
Court of England and Wales. !is involved alleged hacking of WhatsApp 
messages by a solicitor’s former law "rm in the context of a legal dispute between 
her and a partner of the law "rm. In the employment tribunal, about 18,000 
WhatsApp messages were used as evidence against her. She brought a case to the 
High Court alleging that her former employer hacked her WhatsApp messages, 
and that this constituted misuse of private information. !e Court explained that 
“[i]t cannot be seriously contested that the claimant had a reasonable expectation 
of privacy in her WhatsApp messages,”45 while it also emphasised that even if she 
voluntarily downloaded these messages on her work computer, they would not 
lose their character as private materials. It explained that the material obtained 
enabled the defendants to “rove through several years of the claimant’s day-to-day 
communications on all aspects of her life with those closest to her,”46 as the 
claimant’s lawyers put it, and highlighted that out of the 18,000 messages that 
they obtained, only 40 were used before the employment tribunal.47

!e case law of the ECtHR, to conclude this subsection, contains a number of 
principles that are sensitive to the particularities of the employment relationship 
and provide a good basis to further develop our inquiry. !ese principles include 
the idea that the employee is an autonomous person who has a right to private 
life at work, including when using the employer’s resources, that the employer 
can only limit the right to private life if there is a legitimate aim, subject to a strict 
test of proportionality and with a number of safeguards in place, and "nally, that 
in any case privacy at work cannot be reduced to zero, particularly when some of 
the most intimate aspects of private life are involved.

43. It is common for courts to do this in cases that may raise sex-related issues. See also Pay v 
UK, App No 32792/05, Judgment of 16 September 2008.

44. FKJ v RVT & Ors [2023] EWHC 3 (KB).
45. ibid., para 11.
46. ibid., para 13.
47. ibid., para 11.
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B. SEARCHING FOR SAFEGUARDS FOR SEARCHES

Against this background and drawing on the above worker-protective principles 
on worker privacy, given that often in the cases that we discuss in this article 
the employer may have a legitimate ground to seek access to private devices, 
messages, or storage, it is important to develop a right of the worker to privacy 
understood as a right to supported separation and a right to control the process 
of a search. We "rst consider practices that can give this power ex ante — before 
the obligation to search is invoked — in order to limit the frequency of the 
problem. We then turn to safeguards that need to exist ex post, namely after the 
legal obligation to search arises, for example, during a search of someone’s private 
device or storage where there is no clear separation of work and private materials.

1. THE RIGHT TO PRIVATE LIFE AS A RIGHT TO SUPPORTED SEPARATION

For all workplaces, employers should inform workers about the importance of 
such separation, and should support their digital literacy, providing training 
that explains the dangers of the blurring and ways in which workers can protect 
their private materials and communications. To some degree, this interplays 
with emerging legal regimes around the right to disconnect, which are designed to 
give workers greater freedom to re$ect upon and strengthen the divides between 
personal and private life.48

Yet, as discussed above, such separation may often not happen because 
it is impracticable, time-consuming, and for other such reasons. Individuals 
increasingly practice complex personal forms of digital separation of di#erent 
aspects of their lives, particularly to avoid “context collapse,” where these areas 
fall into each other, but they are not always successful in doing so (Boyd, 
2002; Marwick & Boyd, 2011). !e tools that workers use may simply not be 
easily equipped to facilitate some of the separation that could support them 
in maintaining their privacy during a search. Consider the marking of "les as 
“personal” in accordance with the case law of the French Cour de Cassation. 
As part of their jobs, many workers no longer interact with "le systems, which 
have become increasingly mediated through applications that abstract away 
the management of information, and make it unclear what is being saved as a 
record and when. Younger generations reportedly struggle to understand the old 
metaphors of "les on computers, as platforms like iOS hide their "le systems 
from users’ view (Chin, 2021). For users of mobile devices, in one study, 20% 
had never renamed a "le on their phone, and the process is often quite hidden, for 

48. See, e.g., Fair Work Act 2009 s 333M (Australia); on European regimes, see generally 
Lerouge & Trujillo Pons (2022). See also Collins (2025).
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example, "les within WhatsApp (Adavi & Acker, 2023). While “sensitivity labels” 
exist and can be applied on emails in Microsoft Outlook (about which workers 
may not know), no such similar labels exist for messages on Microsoft Teams, 
WhatsApp, or similar individual messages, and it is not clear how workers would 
exclude such messages from a search. Legal regimes that require explicit renaming 
and relabelling seem to be at odds with contemporary technological practices.

!is situation may call for more than simply providing education to 
employees. Law could and should play a role in facilitating a world where 
separation of work and life is practically easier. A few methods might promote 
this. At the supply-side, a design obligation could be placed on certain operators 
of designated tools that are common in the workplace to oblige them to make 
separation both easy and possible. !is broadly falls in line with literature in 
human–computer interaction, which calls for designers to better facilitate the 
separation and management of di#erent contexts, whether it be work or personal, 
di#erent friendship groups, or friends and family (Nouwens et al., 2017; Van 
Kleek et al., 2015). Such supply-side law is increasingly common in technology 
law. For example, the EU AI Act places obligations designed to support 
fundamental rights on providers of monitoring systems to employers, but does 
not place many obligations on employers themselves. !e logic is that such law 
can help motivated employers, intrinsically or by other laws, to uphold human 
rights.49 Standardisation processes may be useful in this regard, insofar as they 
might identify state-of-the-art methods for this (which could, for example, include 
automatic classi"cation or prompting of users based on language modelling of 
their messages that happens privately, on their devices). A co-regulatory approach 
would be a softer method (Marsden, 2011), which would see industry actors 
encouraged to create an adequate standard in the shadow of a legal regime 
that could apply were they not to do so su%ciently. In contrast, a demand-side 
obligation might see employers required to only purchase tools that adequately 
allow individuals to split the professional and the personal. However, not only is 
purchasing power often limited in the face of large technology behemoths, but 
this would also not tackle the issues caused by shadow IT infrastructures such as 
those described in Section II, as employers by de"nition do not procure these, 
and therefore have little power over them. A combination of both supply and 
demand methods is possible too, and may be appropriate given that the best 

49. Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 
2024 laying down harmonised rules on arti"cial intelligence and amending Regulations (EC) 
No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 
and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 
(Arti"cial Intelligence Act) OJ L, title III and annex III, para 4.
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manner of dividing the personal and the professional may be context-sensitive 
and may need to be worked out in situ rather than in the abstract.

2. THE RIGHT TO PRIVATE LIFE AS A RIGHT TO CONTROL THE PROCESS 
OF A SEARCH

Ex post, then, and during the process of a search of private devices, a central 
condition that needs to be met is that workers should not only be generally 
informed, or even concretely informed about a search that will take place, but 
that they either undertake the search themselves, or they should be present so 
that they give access only to materials that are strictly relevant to the search. !e 
fact that often we are talking about people’s private devices or communications, 
which may contain a vast amount of highly personal and sensitive documents 
and materials, makes it essential for workers to be present and in control of the 
situation. In a case such as Libert, had the device that was searched been private, 
the search and resulting dismissal would have been a clear violation of his right 
to private life. Moreover, in contrast to what the Court of Appeal ruled in Phones 
4U Ltd v EE Ltd, which we discussed earlier,50 when a court examines potentially 
illegal conduct, it should not be agents of the employer undertaking a search 
of personal devices (in that case, the "rm’s IT consultants), but independent 
third parties who can guarantee fairness in the process of a search and minimal 
intrusion with highly personal and irrelevant materials to the alleged illegal 
conduct (such as independent solicitors).

Such provisions could be enacted in a variety of ways. Courts might develop 
them on the basis of principles of workplace privacy that we identi"ed in the case 
law above. In addition, the most promising way that we see, at least in the UK 
and EU, would be to add national safeguards in data protection law. In the UK, 
these can be easily achieved through primary legislation. Turning to EU Member 
States, Article 88 of the General Data Protection Regulation (GDPR) allows 
them to add additional safeguards in the context of employment through either 
collective agreements or through national law (Abraha, 2024). Such an approach 
could also deal with concerns from scholars that data protection law deals poorly 
with employee–employer dynamics in a number of areas (Albin, 2025).

A challenge here is that technologies are often not designed to be easily 
searchable, even with supervision. Current tools for “e-discovery” and similar 
compliance technologies do not envisage co-operative, privacy sensitive discovery 
with workers, but typify centralised managerialism and co-ordinated control. 

50. Mr D Case; Wells and Solari; Forse & Ors; FKJ, supra note 15.
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We could imagine similar design obligations to those we described above helping 
us out here — perhaps a “searchability by design” to accompany “data protection 
by design,” “privacy by design,” or “security by design” — an obligation on 
employers to have regard to tools that enable compliance in ways that are 
sensitive to the right to privacy. However, this too becomes di%cult because by 
de"nition we are talking about private storage and communication channels over 
which the employer does not have design responsibility. Governance of private 
communications channels already seems like a daunting task (and one that digital 
labour platforms must somehow navigate in the Directive on Platform Work) 
(Veale et al., 2023).51 Obligations of this kind would have to be structured in 
such a way that would propagate broadly and support individuals even when 
using technology that was not chosen by their employers.

VI. CONCLUSION

In this article, we have identi"ed a new and serious challenge for workers’ right 
to privacy. !is is partly due to technological advancements that have made work 
more e%cient, and partly due to a range of legal regimes that promote legitimate 
aims but that can also ground a legitimate request to access workers’ data and 
devices. We have explained that workers’ private life is blurred with their work 
life in ways that most people do not appreciate, and that employers may interfere 
with privacy in order to secure the rights of others. As we have seen, UK and EU 
law do not contain clear and su%cient safeguards to protect workers during the 
process of searching data and devices, leaving workers vulnerable to intrusions 
with some of the most intimate aspects of their private life. However, the scope 
of private life at work as it has been interpreted thus far in European human 
rights law is capacious. On its basis, we have suggested ways in which privacy 
should further be developed as a right to have supported separation of work and 
private contexts, as well as a right to control the process of a search of data and 
devices. Technology creates possibilities, and can empower workers. However, 
it also increases the power of employers. Legal regimes that mediate can create 
and facilitate undesirable power dynamics, but have so far been understudied 
in that context. It is therefore crucial that there are clear safeguards in place to 
protect workers from interference with their personal and even most intimate 
aspects of their private life, particularly where many competing legitimate rights 
are in play and at stake.

51. Directive (EU) 2024/2831 of the European Parliament and of the Council of 23 October 
2024 on improving working conditions in platform work [2024] OJ L.
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