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Galaxy clusters provide a unique probe of the late-time cosmic structure and serve as a powerful
independent test of the ACDM model. This work presents the first set of cosmological constraints derived
with ~16, 000 optically selected redMaPPer clusters across nearly 5000 deg® using DES year 3 datasets.
Our analysis leverages a consistent modeling framework for galaxy cluster cosmology and DES-Y3 joint
analyses of galaxy clustering and weak lensing (3 x 2pt), ensuring direct comparability with the DES-Y3
3 x 2pt analysis. We obtain constraints of Sg = 0.864 & 0.035 and Q,, = 0.26570 ;] from the cluster-based
data vector. We find that cluster constraints and 3 x 2pt constraints are consistent under the ACDM model
with a posterior predictive distribution (PPD) value of 0.53. The consistency between clusters and 3 x 2pt
provides a stringent test of ACDM across different mass and spatial scales. Jointly analyzing clusters with
3 x 2pt further improves cosmological constraints, yielding Sg = 0.8110 (55 and Q,, = 0.294700:3, 224%
improvement in the Q,, — Sy figure of merit over 3 x 2pt alone. Moreover, we find no significant deviation
from the Planck CMB constraints with a probability to exceed (PTE) value of 0.6, significantly reducing
previous Sg tension claims. Finally, combining DES 3 x 2pt, DES clusters, and Planck CMB places an upper
limit on the sum of neutrino masses of » _ m, < 0.26 eV at 95% confidence under the ACDM model. These
results establish optically selected clusters as a key cosmological probe and pave the way for cluster-based
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analyses in upcoming stage-IV surveys such as LSST, Euclid, and Roman.

DOI: 10.1103/3dzh-d8f5

I. INTRODUCTION

The standard ACDM model of cosmology has been
successful in explaining a wide range of observational
results [1-14] (see [15-19] for reviews). However, recent
evidence has started to hint the limitation of ACDM.
Specifically, tension has emerged in the measurements of
the Sg parameter, the amplitude of the matter density

fluctuations, defined as Sg = 0g4/€,,/0.3. The measure-
ments of Sg derived from the cosmic microwave back-
ground (CMB) [8], when converted to today’s values, tend
to be higher than the late-universe values directly measured
from large-scale structure [20-27]; see [28-30] for
reviews. Possible explanations of the tension range from
unexpectedly strong baryonic feedback to beyond ACDM
physics [31-33]. Another hint arises from measurements of
the Hubble constant using local distance ladders, which
yield a higher value than the one inferred from the CMB
[e.g., [34]]. Moreover, recent combinations of Type-la
supernovae (SN), baryonic acoustic oscillations (BAO),
and CMB show hints that the dark energy, which drives the
Universe’s accelerated expansion, might not be a cosmo-
logical constant (A) [35,36].

To confirm or resolve the tension and to seek new
physics beyond ACDM, we must examine the Universe
from multiple perspectives. Galaxy clusters (CL), galaxy
clustering (GC), and weak gravitational lensing (WL)

“Contact author: des-publication-queries @fnal.gov

are each sensitive to different aspects of the late-time
cosmic structure. Consistently analyzing, comparing, and
combining insights from all these probes forms the foun-
dation of multiprobe cosmological analysis and is a key
goal of the Dark Energy Survey [10,36-38]. Among these
probes, galaxy clusters are megaparsec scale structures that
probe the late-time cosmic structure and have long been
recognized as a powerful cosmological probe [16,39-42].
Cosmological analyses have been conducted using clusters
identified in x-ray [43—47], millimeter [48—50], and optical
surveys [51-56].

Wide-field imaging surveys, such as the Dark Energy
Survey (DES), the Hyper Suprime Cam (HSC), and the
Kilo-Degree Survey (KiDS), simultaneously provide a
large sample of optically identified clusters and the gravi-
tational lensing signal for cluster mass calibration.
Forecasts have shown that the clusters have a statistical
power comparable to that of combined CMB + SN +
BAO + WL in stage-IIl and stage-IV experiments [16].
However, despite its superb statistical power, optical cluster
samples face unique challenges in systematic uncertainties.
Previous analyses have revealed that clusters selected
by optical richness tend to suffer a selection bias in
lensing [57]. Specifically, without taking the selection bias
in lensing into account, the cosmological constraints of og
and Q_, in the DES-Y1 small-scale analysis [57] can be
biased by more than 2. Recent analyses have treated the
cluster selection bias using either analytic or simulation-
based approaches [55,58,59].
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FIG. 1. Summary of the different components in this analysis.
The data in this paper consist of cluster abundances (N) and six
two-point correlation functions derived from galaxy density (),
weak gravitational lensing shear (y), and cluster density (6..). The
correlation functions include cosmic shear (yy), galaxy-galaxy
lensing (8,y), galaxy clustering (5,6,), cluster-galaxy cross-
correlation (6.9,), cluster autocorrelation (5.6,), and cluster
lensing (6.y). To facilitate the reader, we add references to
supporting papers in the figure [10,60-63].

In this paper, we present the cosmological constraints
from galaxy clusters using the first three years of obser-
vations from the Dark Energy Survey (DES-Y3).
Specifically, we jointly analyze the cluster-based data
vector (CL + GC! hereafter), including cluster abundan-
ces, large-scale cluster lensing, large-scale cluster-cluster-
ing, large-scale cluster-galaxy correlation functions, and
large-scale galaxy-galaxy correlations, measured for DES-
Y3 dataset (see Fig. 1 for a summary). As demonstrated in
DES-Y1 [11], this combination of data vectors enables
efficient and robust extraction of cosmological information
from galaxy clusters. Specifically, cluster-galaxy cross-
correlations, cluster clustering, and galaxy clustering con-
strain cluster masses through the halo bias-halo mass
relation, while cluster lensing provides an independent
mass constraint. Together, these observables self-calibrate
selection effects and yield precise cluster mass estimates.
The resulting constraints on cluster mass and abundance
lead to competitive cosmological constraints.

The DES-Y3 cluster sample consists of ~16 K
redMaPPer” clusters across nearly 5000 deg?, nearly
tripling the sample size of DES-Y1. This increased stat-
istical power necessitates the advancements in our model-
ing framework beyond DES-Y1 [11,58]. Our updated
analysis, validated for the precision expected in the full
DES dataset [60], addresses selection biases through a
combination of optimized scale cuts and an improved
analytic model. This approach is further validated through

'We note that this was referred to as 4 x2pt+ N in
DES-Y1 [11].

redMaPPer stands for the red-sequence matched-filter
probabilistic percolation cluster finding algorithm.

analytic calculations and simulations [61]. Additionally, we
employ a specially designed machine learning-based like-
lihood inference tool [64], reducing computational costs by
a factor of 10. Parallel to this paper, the DES Galaxy
Cluster team is working on extracting cosmology from
small-scale cluster lensing while addressing systematics
impacting small-scale lensing [59,65-73].

Leveraging this new cluster-based constraint alongside
galaxy clustering and weak gravitational lensing measured
from DES-Y3, we perform a stringent test of the ACDM
model. Uniquely, our cluster cosmology analysis employed
a fully consistent model with DES-Y3 3 x 2pt,3 and we
have homogenized analysis choices between clusters and
3 x 2pt. This enables relatively straightforward compar-
isons between cluster constraints and those from 3 x 2pt, as
well as the joint analyses. Similar to DES-Y1, our joint
analyses fully account for -cross-covariance between
different cosmological probes. The full data vector
(CL + 3 x 2pt* hereafter) includes all data in CL + GC,
high redshift galaxy clustering, galaxy-galaxy lensing, and
cosmic shear (see Fig. 1 for a summary). We find that
adding clusters leads to 24% improvements in cosmologi-
cal constraints in the Q, -Sg plane.

This paper is organized as follows. We first present the
dataset in Sec. II and then the measurement and modeling
in Sec. III. We discuss our blinding strategies in Sec. I'V.
The cosmological results are presented in Sec. V. We
conclude in Sec. VI. Appendix A presents a DES-Y3
catalog update. Appendix B shows the full sets of data
vectors. Appendix C details the calculation of the posterior
predictive distribution, which has been used to quantify the
goodness of fit and the tension between correlated datasets.
Appendix D discusses the constraints on the mass-richness
relation. The constraints on nuisance parameters are pre-
sented in Appendix E.

II. DARK ENERGY SURVEY DATA

In this paper, we use a number of data products from the
Dark Energy Survey year 3 (DES-Y3) dataset, which
comprises data taken in the first three years of DES
between 2013 to 2016. The foundation of the data products
described here is the DES-Y3 Gold catalog described in
[74], from which we derive the three samples of objects:
the redMaPPer galaxy cluster sample (Sec. I A), the
Metacalibration source galaxy sample, and the
Maglim lens galaxy sample (Sec. II B). We note that
the source and the lens galaxy samples have been described
in detail in previous work [see [10] and references therein],
so we therefore only summarize briefly the key aspects of
the samples.

The 3 x 2pt refers to the joint analyses of cosmic shear,
galaxy clustering, galaxy-galaxy lensing.

“We note that this was referred to as 6 x 2pt+ N in
DES-Y1 [11].
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A. DES cluster samples

For this analysis, we use a volume-limited sample of
galaxy clusters detected in DES-Y3 photometric data [75]
with the redMaPPer cluster finder (v6.4.22 + 2).
The redMaPPer algorithm operates on a subset of
high-quality objects selected from the DES-Y3
Gold catalog. To ensure data quality, we exclude
objects flagged with FLAG_GOLD = 8, 16, 32, or 64.
We further select extended objects using the criterion
EXTENDED_CLASS_MASH_SOF > 2. For photometry,
we adopt the “single-object fitting” (SOF) measurements
in the g, r, i, and z bands to identify clusters. Notably, this
approach differs from DES-Y1 analyses, which relied on
the multiepoch, multiobject fitting (MOF) composite model
(CM) galaxy photometry. We opt for SOF photometry in
this study because it demonstrates greater stability for
bright central galaxies.

redMaPPer identifies galaxy clusters as overdensities
of red-sequence galaxies. The cluster-finding process
involves two main steps. First, the algorithm constructs
an empirical red-sequence model, which relates galaxy
colors to redshift. This model is derived using spectro-
scopic redshifts from the 14th data release of the Sloan
Digital Sky Survey (SDSS DR14) [76] and the Australian
Dark Energy Survey Global Redshift Catalog (OzDES
GRC). Second, the algorithm iteratively identifies over-
densities of red-sequence galaxies through a matched-filter
technique. The matched filter consists of galaxy colors,
positions, and luminosities, which are calculated from the
SOF photometry and the red-sequence model.

Each detected galaxy overdensity, known as the
redMaPPer cluster, is then assigned a photometric red-
shift (z;), a mass proxy (richness, 1), and a central position
based on the matched-filter likelihood. These properties
form the basis for our subsequent cluster analyses.

In this analysis, we only use galaxy clusters with 4 > 20
to ensure > 99% purity of the sample [77,78]. We further
restrict the samples to redshift intervals z; = [0.2,0.65].
The redshift lower limit mitigates the degradation of
redMaPPer performances due to the lack of u-band
data, and the redshift upper limit ensures a relatively
constant footprint across redshift and consistency of
redMaPPer redshift bins and the galaxy samples used
for cross-correlations. With these restrictions, a total of
18,005 galaxy clusters are included in the DES-Y3
redMaPPer cosmology catalog. Among 18,005 clusters,
1514 of those are removed after applying a joint mask used
by the 3 x 2pt analyses. This is 2.5 times as many clusters
compared to the cosmological sample in DES-Y1 [57].

The redMaPPer v6.4.2242 algorithm used in this
analysis is similar to the one used in DES-Y1 analyses
[57,79] with one important update. The percolation radius,

The catalog is released at https://des.ncsa.illinois.edu/
releases/y3a2/Y 3key-cluster.
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FIG. 2. Photometric redshift performance of DES-Y3 red-
MaPPer cluster catalog. Upper panel: gray contours show 1o and
20 confidence intervals, and orange stars show 5 outliers.
Bottom: photo-z bias and uncertainties evaluated with available
1955 spectroscopic central galaxies. The orange line is estimated
via the standard deviation of spectroscopic redshifts. The blue
line is evaluated based on the reported redshift uncertainties
estimated by redMaPPer.

the radius used to deblend overlapping redMaPPer
clusters, is updated from 1.5 x (4/100)%2h~! Mpc to
1.95 x (1/100)%*h~! Mpc to be more consistent with
the halo exclusion criteria in [80].

We further investigate the performance of DES-Y3
redMaPPer using available spectroscopic samples and
DES-Y1 redMaPPer cluster samples. Figure 2 shows the
redshift performance of the redMaPPer samples. We
compare z; with the available central galaxies’ spectro-
scopic redshift to estimate the redshift biases and scatters.
In total, 1955 of DES-Y3 redMaPPer clusters have a
spectroscopic central galaxy, and 194 of them have red-
shifts greater than 0.6. Using these samples, we find nearly
unbiased redshifts with tight scatter o(z;)/(1 + z;) ~
0.006, consistent with [79]. Next, we compare in
Fig. 3 the richness and redshifts of redMaPPer samples
in DES-Y3 and DES-Y1 that have central galaxies within
0.5 arcmin separation.6 In this comparison, we use the
DES-Y1 redMaPPer with 4 > 5 to avoid loss of clusters
from the sample due to scattering across the 4 = 20 cut in
DES-Y3 redMaPPer samples. We find that the two
samples have consistent redshift but slightly different
richness distributions. While the median values of the
redshift ratio and richness ratio between DES-Y3 and
DES-Y1 are similarly consistent with 1, we find that the
scatter of the richness ratio is much more asymmetric and
skewed toward larger values. This is likely due to
differences in photometries and percolation radius used
in the redMaPPer algorithm.

We note that the performance of DES-Y3 redMaPPer
has been investigated in several companion papers. The
centering efficiency is studied using XMM-Newton and

®We find a consistent result with 0.1 arcmin.
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FIG. 3. Comparison of DES-Y1 redMaPPer and DES-Y3

redMaPPer samples that have central galaxy with < 0.5 arcmin
seperation. Top panel: ratio of redshifts. Bottom panel: ratio of
richness. Contours show 1o and 20 scatters. Black solid lines
show the median.

Chandra x-ray imaging in [71]. The fraction of correctly
centered redMaPPer clusters is 0.87 £ 0.04. The distri-
bution of radial offsets of miscentered clusters is modeled
as a gamma distribution with a characteristic length scales
of 0.23 4+ 0.05R,, where R; is the cluster radius estimated
by redMaPPer. References [71,81] investigate the x-ray
temperature-richness scaling relations, finding a tight
relation with a scatter of 0.23 +0.01 and 0.21 £+ 0.01,
respectively. Further, in [82], the authors quantify the
performance of the redMaPPer cluster finder by cross-
matching DES-Y3 clusters with detections from three
South Pole Telescope surveys (SZ, pol-ECS, pol-500d).
Specifically, they confirm a ~20%—-40% bias on the rich-
ness estimate due to systems in projection [57]" and rule out
significant contamination by unvirialized objects at the
high-richness end (4 > 100).

Finally, we quantify the selection function using a
customized random catalog following the method
in [83]. This random catalog is essential when constructing
cluster-related two-point correlations. A key challenge in
constructing cluster randoms is that clusters are extended
objects whose detectability depends on their size, redshift,
and survey boundaries. To address this, we generate
redMaPPer randoms by sampling cluster richness-red-
shift pairs from the data and placing them at random
positions. In this process, we ensure that each cluster is
assigned a location where it could have been detected based
on the survey redshift mask, a footprint-dependent redshift

"We specifically test the impact of this bias in richness on
cosmological constraints in [60].

upper limit below which all cluster member galaxies are
above the detection limit. We then apply the same selection
cuts as the redMaPPer cosmology sample, removing
clusters whose masked fraction exceeds 0.2 or whose
richness falls below 20. To correct the impact of these
cuts on the redshift and richness distributions, we reweight
each remaining cluster with the following procedure. Each
cluster richness-redshift pair is repeatedly positioned at
different places within the survey footprint 1000 times. We
calculate the fraction of the 1000 repeated samples that pass
the selection criteria mentioned above. This fraction is then
used as the weight for that simulated cluster. This procedure
ensures that the final random catalog has a consistent
selection function as the cluster cosmology sample while
properly accounting for survey boundaries and depth
variations.

B. DES source and lens galaxy samples

We use the same source and lens galaxy samples as those
used in [10] (see Appendix A for a minor update to the
source catalog). Using the same sample is the key to cleanly
and coherently combining the cluster information with the
3 x 2pt information.

The Metacalibration source sample is derived from
the Metacalibration algorithm [84] and rigorously
examined in [85]. The final catalog consists of ~100 M
galaxies divided into four tomographic bins. The weighted
source number density is 7. = 5.59 gal/arcmin?,
with a corresponding shape noise of ¢, = 0.261. The
redshift distribution and its calibration using independent
methods based on photometry as well as clustering
information is described in [86,87]. Using image simula-
tions, [88] quantified the uncertainty in the shear calibration
as well as its coupling with the redshift distribution due to
blending.

The Maglim lens sample is constructed via a redshift-
dependent magnitude selection from the DES-Y3 Gold
catalog and is designed to have the maximum statistical
power while maintaining control over the redshift uncer-
tainties [89]. To minimize spurious clustering coming from
spatially varying systematic effects, [90] derives a large-
scale structure weight that is included with the catalog. The
definition of the bins as well as the redshift distribution and
its uncertainty are derived using the directional neighbor-
hood fitting (DNF) algorithm [91]. The original sample
includes six tomographic bins. In [10], only four out of six
redshift bins were used in the final cosmology analysis due
to poor fits in the high-redshift bins. In this work, we
further exclude the highest-redshift bin (bin 4) when cross-
correlating with the cluster sample due to the lack of
overlap in redshift.

Table I lists the key characteristics of the source and lens
sample, while Fig. 4 shows the redshift distribution of the
samples. Constraints on the shear and redshift calibration
parameters are listed in Table II.
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TABLE 1. Basic characteristics of the source galaxy samples,
lens galaxy samples, and cluster samples. The cluster sample has
three tomographic bins, while each galaxy sample has four
tomographic bins. For the lenses, we list the redshift range, total
galaxy number counts, and number density. For the sources, we
list the total number of galaxy counts, as well as the effective
number density and shape noise for weak lensing. The area of the
survey is 4, 143 deg?.

redMaPPer clusters

Bin Redshift range N luster
1 [0.2, 0.4] 5,632
2 [0.4, 0.55] 6,308
3 [0.55, 0.65] 4,551

Maglim galaxies

Bin Redshift range Nl Ngy (arcmin™2)
1 [0.2, 0.4] 2,236,473 0.1499

2 [0.4, 0.55] 1,599,500 0.1072

3 [0.55, 0.7] 1,627,413 0.1091

4 [0.7, 0.85] 2,175,184 0.1458

Metacalibration source galaxies

Bin Ngal Nege (arcmin=?) o,

1 24,940,465 1.476 0.243
2 25,280,405 1.479 0.262
3 24,891,859 1.484 0.259
4 25,091,297 1.461 0.301

III. DATA VECTORS AND MODELING STRATEGY

A. Measurements

We split the sample of 16,491 DES-Y3 clusters within
the DES-Y3 3 x 2pt footprint into three redshift bins in the
range 0.2 < z < 0.65. Within each tomographic bin, the
clusters are further split into four richness bins,
20<21<30,30 <1 <45,45 <21 <60,60 <A. The cor-
responding number counts N are shown in Appendix B;
these 12 data points have a combined signal to noise (SNR)
of 94.5. For all summary statistic measurements, presented
in the figures shown in Appendix B, each panel shows the
data points in the upper part and the fractional difference
between the data and the mean of the predictions from the
CL + GC chains, normalized by the PPD prediction scatter
(Appendix C). Data points excluded from the analysis by
scale cuts are shown in light opacity.

We use the TreeCorr code [92] to measure two-point auto-
and cross-correlation functions of the DES-Y3 cluster sam-
ple, the Maglim lens sample, and the Metacalibration
source sample. As mentioned in Sec. II B, the CL + GC
analysis restricts the lens galaxy sample to Maglim
tomography bins 1-3, as Maglim bin 4 does not
overlap with the cluster redshift range 0.2 < z < 0.65, and
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FIG. 4. The Metacalibration source galaxy (top), Ma-
glim lens galaxy (middle), and redMaPPer cluster (bottom)
redshift distributions.

we do not detect a cross-correlation at the sensitivity in this
analysis.

The resulting two-point statistics are y. (), the tangential
shear profile per cluster richness bin and cluster-source
tomography bin combination (with 404 data points after
scale cuts and a SNR of 31.8), w,., the angular clustering of
clusters across richness bins within each tomography bin
(with 149 data points after scale cuts and a SNR of 18.8),
and wg,, the angular cross-clustering of clusters and
galaxies per cluster richness bin and cluster-galaxy tomog-
raphy bin combination (with 124 data points after scale cuts
and a SNR of 39.6). We use measurements of the Maglim
angular correlation function w,, from [90] (31 data points
after scale cuts and a SNR of 52.5), which we reproduce in
the figure presented Appendix B to illustrate the fractional
difference between wy, and the mean of the predictions
from the CL + GC chains. All two-point measurements are
presented in Appendix B.

B. Modeling strategy

The theoretical model for the CL + GC and CL+ 3 x 2pt
analyses is described in detail and validated in [60], building
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on the 3 x2pt model [62,93]. Briefly, the 3 x2pt
model is based on a model for the nonlinear matter
power spectrum, linear galaxy bias, the tidal alignment tidal
torquing (TATT) intrinsic alignment model [94], which is an
extension of the nonlinear alignment (NLA) model. The
massive neutrinos are modeled as three degenerate species
of equal mass. Our model further included magnification of
lens galaxies, photometric redshift uncertainties parame-
trized by a shift parameter (Metacalibration) or shift
and stretch parameters (Maglim), and multiplicative shear
calibration uncertainty; nonlocal contributions to galaxy-
galaxy lensing from the mass distribution below the scale cut
are marginalized out, which we implement as a parametric
marginalization (“point mass”). The theoretical predictions
for the cluster observables are calculated using a log-normal
richness-mass relation and an empirical, scale-dependent
model for redMaPPer selection effects (see Sec. C5 of [60]
for details). The model for cluster 2pt-statistics (7, Wee, Weg)
is an extension of the 3 x 2pt model, with the linear bias of
each cluster richness bin computed from the observable-

mass relation and the halo bias-mass relation. The cluster
lensing goes through a linear transformation based on the
relation of the tangential shear profile (AX) and the projected
surface density (X) to localize the signal [95]. Scale cuts for
cluster (cross-) clustering and cluster lensing are determined
to control the impact of nonlinear biasing and uncertainties
in the modeling of the nonlinear matter distribution.

The model parameters and priors are summarized in
Table II. We note that compared to the DES-Y3
3 x 2pt analysis presented in [10], we implement two
changes for consistency with the upcoming DES year 6
analyses: The matter power spectrum model is updated
to HMCode2020 [96], and we employ weakly informative
priors on the redshift evolution of intrinsic alignments
(1, 1) to reduce prior volume effects.

Simulated analyses of noise-less model vectors indicate
that marginalized parameter constraints should only be
weakly affected by prior volume effects, with the 2D
marginalized constraint on Q,, and Sg biased by less than
0.3 of the statistical uncertainties.

TABLE II. Parameters and priors considered in this analysis. “Flat” represents a flat prior in the given range,
“Gauss (p, 6)” denotes a Gaussian prior with mean g and width o, and “Fixed (X)” means that the parameter is fixed
at X.

Parameter Prior Varied in CL 4+ GC Varied in CL + 3 x 2pt
Cosmology

Q. Flat (0.1, 0.9) v v
A, x 10° Flat (0.5, 5.0) 4 v
ng Flat (0.87, 1.07) 4 v
Qp Flat (0.03, 0.07) v v
h Flat (0.55, 0.91) v v
Q, n? Flat (0.0006, 0.00644) 4 v
Galaxy bias

b}, Flat (0.8, 3.0) v v
b3, Flat (0.8, 3.0) 4 v
b3, Flat (0.8, 3.0) v v
bt Flat (0.8, 3.0) v
Intrinsic alignment

a; Flat (-5.0,5.0) v v
m Gauss (0, 3) v v
a, Flat (-5.0,5.0) e v
1 Gauss (0, 3) v
bra Fixed (1) e
Maglim photo-z

Al x 10 Gauss (—0.9,0.7) v v
AZ x 107 Gauss (—3.5,1.1) v v
A3 x 10 Gauss (—0.5,0.6) v v
A? x 107 Gauss (—0.7,0.6) . /
wh Gauss (0.98, 0.06) v v
W?,l Gauss (1.31, 0.09) v v
w3, Gauss (0.87, 0.05) v v
w* Gauss (0.92, 0.05) v

zl

(Table continued)
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TABLE II. (Continued)

Parameter Prior Varied in CL + GC Varied in CL + 3 x 2pt

Maglim magnification

C} Fixed (0.42)

C? Fixed (0.30)

G} Fixed (1.76)

ct Fixed (1.94)

Point-mass marginalization

B Flat (-1.0, 1.0) v

Source galaxy photo-z

Al x 102 Gauss (0.0, 1.8) v v/

A2 x 107 Gauss (0.0, 1.5) v v
3% 107 Gauss (0.0, 1.1) v v

A x 10? Gauss (0.0, 1.7) v v

Shear calibration

my x 10? Gauss (—0.6,0.9) v v

my x 107 Gauss (—2.0,0.8) v v

my x 102 Gauss (—2.4,0.8) v v

my x 102 Gauss (—3.7,0.8) v v

redMaPPer richness-mass relation

In A Flat (2.0, 5.0) v v

A Flat (0.1, 1.5) v v

Blni Flat (—50, 50) / /

Ointrinsic Flat (01, 10) |/ |/

redMaPPer selection effect

by Flat (1.0, 2.0) v v

by Flat (-1.0, 1.0) v v

7o Flat (10, 60) v v

redMaPPer magnification

Ci, Fixed (—2)

The likelihood inferences are performed using a cus-
tomized sampler LINNA [64]. LINNA automatically builds
a theory emulator, iteratively modifies the training sample,
and performs MCMC analyses. The accuracy of LINNA for
3 x 2pt, CL + GC, and CL + 3 x 2pt has been validated to
the expected constraining power of LSST-Y10.

IV. BLINDING AND UNBLINDING

In this paper, the CL + GC portion of the analysis is done
in a blinded fashion to avoid any implicit decisions based on
the results from the data. The blinding and unblinding
protocol was defined before making any measurements with
data and followed to minimize any unintentional analysis
decisions being affected by the data results. The philosophy
follows what was done in [10,53]. Below, we describe the
blinding strategies, the findings during unblinding, and any
changes in the analysis after unblinding.

A. Blinding

As this analysis is done after the 3 x 2pt analysis is
unblinded [10], there is no catalog or data vector-level
blinding. We only perform blinding at the parameter level.

That is, we run chains directly on the unblinded data
vectors, but the output chain samples are shifted before
being saved and analyzed.

For the cosmological parameters of interest (Q,,, &, €y,
ng, Ag, >, m,), we apply a random shift drawn from a
uniform distribution with an upper limit of 5S¢ of the
posterior of that parameter and a lower limit of 0. For the
four mass-observable relation parameters (In Ay, Ay, 1, Binis
Ointrinsic) and the three galaxy bias parameters (only the first
three lens bins were used in the CL 4 GC part), we apply the
same procedure but with an upper limit of 2¢ of the posterior.

Note that we do not blind all other parameters or the >
values. We are allowed to plot the unblinded data vector and
best-fit model without blinding, as well as the blinded contours.

B. Unblinding

To unblind, we have defined a list of tests that need to be
passed. There are three main categories of tests that we
describe below:

(1) Modeling tests: These tests check that we can

recover unbiased cosmology with our modeling
choices. In particular, they verify that with the scales
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FIG. 5.

used in the analysis, we can recover unbiased
cosmology even with uncertainty in some of the
modeling choices. Most of these tests are carried out
and thoroughly checked in [60] using simulated data
vectors. In this paper, we conduct one additional test
of the model.

(a) Redshift-dependent selection effect. We inves-
tigate whether the redshift evolution of the
selection effect needs to be explicitly modeled.
To do this, we introduce a redshift-dependent
parameterization of the selection effect ampli-
tude, by, [for the equation of the selection effect
model, see Eq. (23) of [60] ]

1+z\%
b 5 ac )
“(1.45)

where b, is a free parameter governing the red-
shift evolution. If b, is consistent with 0 within
30, we do not consider a redshift-dependent
selection effect model. Repeating our CL + GC
cosmological analysis with this modification,
we obtain a marginalized lo constraint of
b, = —0.047027 consistent with zero. The re-
sulting cosmological constraints remain consis-
tent with our fiducial analysis, as shown in the
second row of Fig. 5. This result indicates that
redshift evolution in the selection effects is
negligible and has minimal impacts on cosmo-
logical constraints.

(1)

(2) Data-level tests: These tests empirically examine

whether there are any unexpected data behaviors. All

the tests are thus run directly on the data itself. There

are a number of tests here that we summarize.

Overall, our results are summarized in Fig. 5, and

we find that there are no significant issues in the data

that prevent us from unblinding.

(a) Systematics weights. We test the effect of vary-
ing survey conditions, which might imprint an
artificial clustering signal on the large-scale two-
point correlation functions. We expect this effect
to be negligible for the CL + GC analysis due to
the reasons below. First, cross-correlations such
as cluster-galaxy cross-correlations and cluster
lensing have much higher signal-to-noise than
clustering of clusters. As long as the survey
systematics on the galaxy sample are removed,
the cross-correlations are immune from this
systematics even if we do not correct the impact
on the cluster density field. Second, the cluster
randoms are constructed by injecting fake clus-
ters on real data and rerunning the detection.
This process is expected to remove most of the
survey systematics for the relative density of
clusters and randoms. To validate these expect-
ations, we conduct an explicit test using DES-Y3
data. We first match redMaPPer, redMaPPer
randoms, and broad-y? redMaGiC samples [97]
in DES-Y3 by their positions. The broad-y?
redMaGiC sample, one of the two lens galaxy
samples in the DES-Y3 3 x 2pt cosmology

ICIL-;—CI%C —_——— —e— ——i
Bsel (Redshift Evolution) B ——i ———i
Systematic Weight P ——i ——i
Y1 Lensing choice N ——i ——
Exclude r<5Mpc/h I ——i —_——
Scale-dependent Response o ——i ——
Exclude z>0.4 P — —— —————t
Exclude z<0.4 —_— ——i ——
Exclude A>30 . —— —_—
Exclude A<30 i 00 f—a——i ———i
.D.ES.Y.1.4.X2.p.t+.'\!.........|....|....|.. A AP B i i L
0.25 0.3 0.35 0.8 09 1.0 0.8 09 1.0
Qm Sg = 05(Q/0.3)%> Og

Summary of marginalized constraints (mean and 1o confidence interval) on Sg, €, and og in ACDM. The first section shows
additional modeling tests beyond those presented in [60]. The second section shows the impact of cluster lensing analysis choice, while
the third section shows the consistency of different data splits. The final section shows the constraints from DES-Y1 data as a
comparison.
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analyses, is selected for its color consistency
with the redMaPPer red sequence model. We
apply its systematic weights, which correct
survey systematics in the redMaGiC galaxy
density fields, to both the redMaPPer sample
and its randoms. Using these weights, we gen-
erate a new data vector and compare the result-
ing cosmological constraints to those from our
fiducial analysis. Because galaxies should be
more affected by survey systematics than galaxy
clusters, the difference between the two analyses
sets an upper bound on the impact of systematics
on the clustering signal for CL + GC. Since we
expect negligible changes in cosmological con-
straints, our requirement for this test is that Sg
and Q,, constraints should shift within 0.36. We
find that the difference in Sg and Q,,, constraints
between the two analyses is 0.068¢, confirming
that survey systematics have a negligible effect.

(b) Cluster lensing estimator. Our analysis choices

for cluster lensing are different from those of
DES-Y1. We apply a linear transform [95] to
localize the cluster lensing signal [60], and we
adopt a scale cut (2h~! Mpc on the transformed
cluster lensing) that is different from Y1
(8h~! Mpc on y.). We first test our analysis
with DES-Y1 analysis choices [11,58], where
we do not perform localized transform but adopt
8h~! Mpc as our scale cut. We then assess
whether including small-scale cluster lensing
biases the cosmological constraints by repeating
the analysis with the cluster lensing signal
removed at 2 — 5h~! Mpc. Since it is difficult
to define the requirements for these tests, we
qualitatively examine the posterior. If the shift in
the Q,,,-Sg plane is greater than 3¢ of the fiducial
analysis, we investigate further.

As shown in Fig. 5, we find that Y1 analysis
choices lead to higher Q,, (mean Q, = 0.27 to
0.28) but lower oy (mean og = 0.92 to 0.87).
Reference [95] has shown that galaxy-galaxy
lensing measurements contain one-halo contri-
bution even at 12h~! Mpc. Because structures
near clusters are more nonlinear, we expect that
cluster lensing contains even more one-halo
contribution at 124~! Mpc. The Y1 analysis
likely overestimates the lensing signal due to
this residual one-halo contribution, leading to a
bias toward higher €, and correspondingly
lower og to maintain the same cluster abundance.
While adopting the DES-Y1 analysis choices
does not fully shift the DES-Y3 cosmological
constraints to match DES-Y1 results [11],
the trend is consistent. The remaining difference
is well within expectations from statistical
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fluctuations. Additionally, removing small-scale
cluster lensing only mildly shifts the cosmologi-
cal constraints, highlighting the robustness of
our constraints to small-scale systematics once
the cluster lensing signal is localized.

(c) Scale-dependent Metacalibration re-
sponse. We check whether using scale-depen-
dent Metacalibration responses impacts
our results. While the analyses of the South Pole
Telescope (SPT) [49] and eROSITA [98] adopt a
scale-dependent response, we choose to adopt a
scale-independent response as our fiducial
analysis choice. This is because it is unclear
whether the measured scale-dependent response
is due to the contribution of cluster member
galaxies, which do not contribute to the lensing
signal. Adopting a scale-dependent response
could lead to a bias in cluster lensing measure-
ment. Since it is unclear whether a scale-depen-
dent response should be adopted, it is difficult to
define the requirements for this test. Our thresh-
old for unblinding is that the shift in the Q,-Sg
plane between analyses with and without scale-
dependent responses is less than 3o of the
fiducial analysis. We show in Fig. 5 that this
analysis choice leads to negligible impacts on
our cosmological constraints.

(d) Data split test. We perform the cosmological
inference with a subset of the data to check for
consistency. In particular, we split the cluster
sample according to redshift (z < 0.4 and
z > 0.4) and richness (1 < 30 and 4 > 30). We
also split the two-point data vector into subsets that
contain lensing and clustering. Since it is difficult
to define the requirements for this test, we quali-
tatively examine the posterior. Our threshold for
unblinding is that the shift in the €,-Sg plane
between analyses of two subsets of the data is less
than 3¢ of the fiducial analysis. As shown in Fig. 5,
all splits yield consistent cosmological constraints,
reinforcing the robustness of our result.

(e) Covariance matrix. We check that the imple-
mentation of the shape noise component in the
covariance is consistent between an analytical
calculation and that from randomly rotating the
galaxies.

Goodness-of-fit tests: We want to test whether our

model is a good description of the data. We have to

predefine a course of action in the scenario that our
model does not fit the data so that we do not make
decisions in favor of the model we considered. In
particular, we use the posterior predictive distribu-
tion (PPD) methodology described in Appendix C to
evaluate the goodness of fit in a fully Bayesian way.
We set the threshold for unblinding to be 0.01.
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Once all the tests above were passed, we unblind the
cosmological constraints for CL 4+ GC. There have been no
changes in the analysis after unblinding.

V. COSMOLOGICAL CONSTRAINTS

We employ DES cluster measurements and a thorough
analysis pipeline presented in Sec. III to test the currently
favored ACDM model (the five-parameter ACDM model
with a varying neutrino mass). One unique aspect of
DES-Y3 cluster constraints is that we homogenize analysis
choices and systematic models between DES-Y3 clusters
and DES-Y3 3 x 2pt cosmological analyses, enabling an
apples-to-apples comparison between different cosmologi-
cal probes and, eventually, joint analyses. In this section,
we first discuss the robustness of DES cluster cosmology
results and compare them with other optical, x-ray, and
millimeter cluster cosmology constraints. We then discuss
the consistency between DES clusters and other DES
cosmological probes. Finally, we present results from joint
analyses of clusters and 3 x 2pt and compare them with
cosmology from external datasets. Throughout this section,
we use the PPD methodology to assess goodness-of-fit and
evaluate consistency between different data vectors within a
fully Bayesian framework (see Appendix C for details). A
low PPD value (e.g., 0.01%) signals potential inconsisten-
cies between the model and data or among different
datasets.

A. DES-Y3 CL +GC cluster cosmology

In Fig. 6, we show the marginalized CL 4+ GC con-
straints from the DES-Y3 redMaPPer clusters for oy, Sy,
and Q. The numerical values of the constraints are shown
in Table III. We find that ACDM well describes DES-Y3
cluster measurements. Using the PPD metric [99] to
quantify the goodness of fit (see Appendix C), we find
p(CL 4+ GC|ACDM) = 0.39. Marginalized over 28 astro-
physical parameters, CL + GC constraints on the key
parameters are

Sg = 0.864 + 0.035
Q, = 0.2657 001
oy = 0.9227000. (2)

The figure of merit’ on ©,,—Sg of DES-Y3 CL + GC to
DES-Y1 CL + GC is 1.52, which is expected by the
improved statistical power [11].

We now compare our results with other optical cluster
cosmology analyses in Fig. 6. Reference [55] calibrates
redMaPPer clusters detected in SDSS using HSC-Y3

¥Note that this is the unblinding criteria of the DES-Y3 3 x 2pt
analysis [10].
°The figure of metrit is calculated as 1//det(Cov(Sg, Q).
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FIG. 6. Marginalized constraints on the three parameters oy,

Sg = 031/Q,/0.3, and Q, in the ACDM model from stage-1II
optical cluster cosmology analyses. Contours show 68% and
95% confidence intervals.

weak lensing data, obtaining constraints that are broader
but consistent with our CL + GC results. Similarly,
Ref. [54] analyzes optically selected clusters in the
KiDS survey using KiDS-DR3 weak lensing. While their
constraints are also broader and consistent with DES
CL + GC, they find a slightly lower value of Sg. While
we focus on comparisons with the latest results from optical
clusters, we show comparisons of various DES cluster
cosmology analyses in Appendix F.

Figure 7 extends this comparison to cluster cosmology
constraints from different wavelengths. Reference [49]
analyzes clusters detected in the SPT-SZ and SPTpol
surveys, with mass calibration performed using DES-Y3
and HST weak lensing. Reference [47] studies clusters from
the western Galactic hemisphere of eROSITA’s first All-
Sky Survey (eRASS1), calibrating masses with DES-Y3,
KiDS, and HSC weak lensing datasets [98,100]. The figure
of merit on Q, -Ss of DES-Y3 CL + GC to SPT and eRASS
is 0.75 and 0.2, respectively. We find that our constraints
are consistent with eRASS1 and SPT. The central value of
Sg from DES-Y3 clusters is similar to that of eRASS1 and
is somewhat higher than SPT. Interestingly, the mean mass
of DES-Y3 clusters is more similar to that of eRASS1 than
SPT (see Fig. 18), and the redshift range of eRASSI1
(z = 0.1-0.8) and DES-Y3 (z = 0.2-0.65) is more similar
than SPT (z = 0.25-1.78). The consistent deviation of
DES-Y3 and eRASS1 from SPT could suggest a mass-
dependent or redshift-dependent trend in Sg constraints
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TABLE III. Summary of the marginalized parameter constraints in ACDM. The mean and 68% confidence
interval are provided for each cosmological parameter. Parameters that are not constrained are indicated by a center
dots.

Parameter 3 x 2pt CL + GC CL + 3 x 2pt CL + 3 x 2pt + Planck CMB
Q 0.332:004 0.2651003; 0.294100%3 0.317:000

A, (x107%) 198870232 2.5271938 2.0687978 2.092750%%

> my, (eV) e e < 0.258(95%CL)

oy 0.74820 063 0.922700% 0.822 £ 0.053 07907910

Sy 0.784 4 0.022 0.864 4 0.035 0.811100% 0.812:0017

derived from galaxy clusters. However, given the current
statistical precision of DES-Y3, this remains an intriguing
possibility rather than a definitive conclusion.

The DES-Y3 cluster cosmology analysis differs in key
ways from most other cluster studies. For example, KiDS,
HSC, eRASS, and SPT all rely on cluster lensing at scales
below 2h~! Mpc for mass calibrations, while DES-Y3
clusters remove those scales for analyses. DES-Y3 clusters
uniquely incorporate cluster-galaxy cross-correlations for
mass calibrations. DES-Y3 clusters consider the full mod-
eling complexities of DES weak lensing analysis, while
others simplify some of the modeling choices, such as
intrinsic alignment, magnifications, etc., although we note
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FIG. 7. Marginalized constraints on the three key parameters

og, Sg = 031/,,/0.3, and Q, in the ACDM model from cluster
cosmology analyses, including DES-Y3 clusters (blue),
SPT-SZ + SPTpol clusters with DES-Y3 weak lensing mass
calibrations (gray), and eRASSI1 clusters with DES-Y3, HSC,
and KiDS weak lensing mass calibrations (purple). Contours
show 68% and 95% confidence intervals.

that our analysis approach is slightly more sensitive to these
effects. Despite these differences, the level of consistency
between DES-Y3 cluster cosmology and results from
independent optical, x-ray, and SZ-selected cluster analyses
is remarkable. This agreement, across diverse datasets and
modeling assumptions, highlights the reliability and the
great potential of galaxy clusters as a cosmological probe.

B. Consistency between CL +GC cluster cosmology
constraints and 3 x 2pt in DES-Y3

We now turn to check the internal consistency
between different DES cosmological probes. Using the
PPD metric, we find p(£4|CL+ GC)=0.04 and
p(&+ + y,[first three bin]|CL + GC) = 0.07. We note that
we cannot calculate the PPD of full 3 x 2pt and CL + GC
because of shared galaxy clustering data vectors and the
lack of the bias value of the highest redshift bin of Maglim
in CL 4 GC analyses. Finally, we check that the ACDM
model fits to the combined data vector, obtaining
P(CL + GC|ACDM) = 0.53. With all these tests, we
established that DES-Y3 clusters and DES-Y3 3 x 2pt
are consistent under the ACDM model. This consistency
itself is a remarkable cosmological test of the ACDM
model because of the widely different masses and scales
probed by different observables.

C. Cosmology from joint analyses of cluster
abundances, weak lensing, and galaxy clustering

Having checked the consistency, we jointly analyze
cluster abundances and all possible two-point correlation
functions between cluster density, galaxy density, and weak
lensing shear field, known as the CL + 3 x 2pt probes. The
marginalized constraints on Q,, Sg, and og are shown in
Fig. 8 and summarized in Table III. Marginalized over 37
astrophysical parameters, the DES CL + 3 x 2pt con-
straints on the key parameters are

Sg = 0.8117005
Q,, = 0.29470022
og == 0.822 4 0.053. (3)
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FIG. 8. Marginalized constraints on the three key parameters
oy, Sy =03/Qn/0.3, and Q, in the ACDM model from
different DES cosmological probes, including DES-Y3 clusters
(blue), DES-Y3 3 x 2pt (green), and joint analyses of DES-Y3
clusters and DES-Y3 3 x 2pt (orange). We further show com-
bined analyses of SPT clusters and DES-Y3 3 x 2pt (purple).
Contours show 68% and 95% confidence intervals.

The ratio of the figure of merit on €,,—Sg of DES-Y3 CL +
3 x2pt to DES-Y3 3 x2pt is 1.24. In addition to the
improved constraining power, CL 4 3 x 2pt favors a higher
Sg and smaller Q,, value than that of 3 x 2pt. In Fig. 8, we
also compare our CL + 3 x 2pt constraints with the com-
bined analysis of SPT and DES-Y3 3 x 2pt and find
consistent results. The slightly better constraints of SPT
and DES-Y3 3 x 2pt are mostly due to a more orthogonal
degeneracy direction between SPT and DES-Y3 3 x 2pt
than CL 4 GC and DES-Y3 3 x 2pt.

Comparing the CL + 3 x 2pt with the prediction of
ACDM based on Planck CMB TT, EE, TE likelihood
reanalyzed with DES prior [10], we find that the parameter
difference tension metric [101] yields a PTE of 0.6 (0.850).
The Sg of CL + 3 x 2pt is 0.58¢ lower than Planck under
ACDM as shown in Fig. 9.

Because DES-Y3 CL + 3 x 2pt and Planck CMB are
consistent, we combine the two analyses to obtain tighter
constraints on the cosmological parameters, which are
summarized in Table III. In addition to the improved
constraints on Sg and Q,, we show the constraints on the
sum of neutrino masses in Fig. 10, where the neutrino mass
and density Q, are related via > m, = 93.14Q, h* eV. As
shown in Fig. 10, the DES-Y3 CL + 3 x 2ptis able to break
the degeneracy between Q, and > m, in the Planck-only
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FIG. 9. Marginalized constraints on the three key parameters

og, Sg = 03/Q,/0.3, and Q,, in the ACDM model from the
joint analysis of DES-Y3 clusters and DES-Y3 3 x 2pt (orange).
This measurement is further compared with the predictions from
Planck CMB (gray). Given the consistency between different
probes, we further show the combined constraints from DES
CL + 3 x 2pt and Planck CMB (purple). Contours show 68%
and 95% confidence intervals.

constraint. Combining the DES CL + 3 x 2pt and Planck
CMB leads to an upper limit

> m, <026eV  (95%CL). (4)

This is a ~#65% reduction compared to DES-Y3 3 x 2pt +
Planck [10] due to a greater constraining power of Q.
Interestingly, the marginalized posterior of ) m, peaks at
0.1 eV, consistent with the combined constraints of SPT
clusters and DES-Y3 3 x 2pt [50].

Finally, we compare the €, constraints from the DES-Y3
CL + 3 x 2pt analysis, DDES-Y3 SN [12], DES-Y6 BAO
[36], and DESI-Y1 BAO constraints [13] in Fig. 11. We find
that the CL + 3 x 2pt constraints obtain a tighter constraint
on Q, than 3 x 2pt and pull the value toward DESI BAO
constraints. Compared to DES-Y5 SN, the CL + 3 x 2pt
obtains an Q, value 2.04¢ lower than that of DES-Y5 SN.
This is a potentially intriguing deviation—[102] showed that
the differences between the €, from DES-Y5 SN and DESI-
Y1 BAO under ACDM could be due to the evolution of dark
energy equation of state. It would be interesting to investigate
whether the difference between the Q,,, from DES-Y5 SN and
DES-Y6 CL + 3 x 2pt is consistent with the prediction of
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FIG. 10. Marginalized constraints on the sum of neutrino
masses »_m, and € in the ACDM model. We show DES
3 x 2pt (green), DES CL + 3 x 2pt (orange), Planck (gray), and
DES CL + 3 x 2pt and Planck CMB (purple). Contours show
68% and 95% confidence intervals. The upper panel shows
marginalized posteriors for ) m,, with shaded regions showing
the 68% confidence interval. The right panel shows marginalized
posteriors for €, with shaded regions showing the 68% con-
fidence interval.

the favored w, — w, model in the joint analyses of DESI-Y 1
BAO, DES-Y5 SN, and Planck CMB. However, our current
model is not validated for the wy, — w, model; thus, we leave
this investigation to future work.

While we have been focusing on discussions of cosmo-
logical parameters, the CL + 3 x 2pt also provides a
stringent constraint on the several nuisance parameters,
which are presented in Appendix E. In Appendix D, we
further show the inferred mass-richness relation of the
DES-Y3 cluster samples based on the CL + 3 x 2pt analy-
sis and detail the associated calculation.

T T T T T T
DESY3 3x2pt DESIY1 BAO

: DESY3 CL+3x2pt DESY6 BAO+6,+BBN :
L DESY5 SN
y ]
oo} -
g [
Qo+
~ |
Q i
024 032 040
Qm
FIG. 11. Marginalized posteriors on ,, in the ACDM model.

We show DES 3 x 2pt (green), DES CL + 3 x 2pt (orange),
DESI-Y1 BAO (gray, [13]), DES-Y6 BAO + 0, + BBN (blue,
[36]) and DES-Y5 supernovae (purple, [12]).

VI. CONCLUSIONS

This work presents the measurement, calibration, and
cosmological constraints of cluster abundances and all
possible two-point correlation functions between clusters,
galaxies, and weak gravitational lensing shears measured
in the first three years of DES data. Since DES-Y1 [11],
we have improved our analysis framework [58] to
meet the accuracy requirement of the much more con-
straining datasets, which covers about three times the sky
area of that of DES-Y1. This improved analysis frame-
work is described in detail and validated to meet the
accuracy requirement of the full DES data in [60]. The
computationally intensive analysis framework is enabled
by a customized likelihood inference tool [64]
that reduces the computation needs by a factor of 10,
making the computation consumptions of the project
manageable.

In the first phase of this work, we performed a blinded
analysis on the cluster-based data vector (known as the
CL + GC analysis): the combination of cluster abundances,
cluster lensing, cluster clustering, cluster-galaxy cross-
correlation functions, and galaxy clustering. While carrying
out the analysis, we shifted key cosmological and nuisance
parameters by a random number. This allows us to test the
robustness of our analysis and make decisions without
knowing the actual cosmological parameters we would
obtain. These decisions include the selection-effect model,
survey systematics mitigation scheme, cluster lensing scale
cuts and the analysis method, the tension metric, and the
criteria for the goodness of fit. The blinding and unblinding
processes are described in detail in Sec. [V. We do not alter
any of the analysis after we unblind.

With~16,000 optically detected clusters, our cluster-
based cosmological constraint is the most powerful cos-
mological constraint from an optically selected cluster
sample to date. We have achieved ~50% improvements
in the constraints on the key cosmological parameters from
our result in DES-Y1. We find that the ACDM model is
consistent with our cluster-based data vector with con-
straints on the clustering amplitude Sg = 0.864 £ 0.035
and matter density Q,, = 0.265f8.'831?. Comparing to cluster
cosmological constraints in x-ray [47] and SZ [49], we find
that our cluster cosmological constraints are consistent with
those analyses but have a slight preference for low Q,, and
high Sg.

Under the ACDM model, we find that our cluster
cosmology constraint is consistent with the DES-Y3 3 x
2pt constraints presented in [10]. As clusters and DES-Y3
3 x 2pt probe the Universe in different environments and
scales, the consistency of the constraints is itself a strong
test of the ACDM model. Given the consistency of the
probes, we then perform a joint analysis of the DES-Y3
cluster and DES-Y3 3 x 2pt, known as the CL + 3 x 2pt
analysis. Marginalizing over 41 nuisance parameters,
we find constraints on the clustering amplitude
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Sg = 0.81170 52 and matter density Q, = 0.29470022. We
have achieved 24% improvements relative to DES-Y3 3 x
2pt on the figure of merit on the Q,-Sg plane, similar to
what we found in DES-Y1 [11]. Our Sg constraint is 0.58¢
lower than Planck under ACDM, which significantly
weakens the claimed Sg tension from some previous work,
where the clustering amplitude measured by low-z mea-
surements tends to be 2 — 3¢ lower than the prediction of
Planck CMB under the ACDM model. Our Q, is tighter
than DES-Y3 3 x 2pt, with the central value pulled toward
DESI-BAO, and is ~2¢ lower than that of DES-Y5 SN.

Given the strong consistency between our cosmological
constraints and those from Planck CMB, we further
combine DES-Y3 CL + 3 x 2pt and Planck CMB. We
find a mild preference for a nonzero sum of neutrino masses
with an upper limit > m, < 0.26 eV [95% confidence
interval] under the ACDM cosmological model. This is
consistent with the findings in the combined analyses of
SPT, DES-Y3 3 x 2pt and Planck CMB.

This analysis presents the latest joint analyses of galaxy
cluster abundances and 3 x 2pt in overlapping surveys,
fully accounting for the cross-covariance between different
cosmological probes. Our analysis framework has proven
to reliably extract cosmological information from galaxy
clusters detected in optical surveys and consistently deliver
competitive constraints through the two stages of the DES
analysis [11]. We note that the analysis framework devel-
oped is not only useful for combining optical clusters with
3 x 2pt but also facilitates other combined analyses of
clusters and 3 x 2pt [50]. The novel advancement of the
modeling and validation plan since DES-Y1 sets the
foundation for future low-redshift multiprobe cosmological
analyses in Stage-IV lensing surveys such as the Euclid
mission, the Vera C. Rubin Observatory’s Legacy Survey of
Space and Time, and the Nancy Grace Roman Space
Telescope.
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APPENDIX A: CATALOG UPDATE FROM [10]

After the publication of [10], it was discovered that
there was an inconsistency between the tomographic
binning of the source catalog used for the data vector
measurements and the redshift distribution used for the
cosmological inference. The updated catalog has since
been used by [104].

In this work, since we would like to combine the cluster
probes with the 2 x 2pt probes, we also present the updated
cosmological constraints to [10] using the corrected source
catalog. Figure 12 compares the constraints from [10]
(black) and the updated data vectors running through the
same analysis pipeline (red). We find that the updated
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constraints shift a negligible amount (0.11¢ in ., and
0.320 in Sy) from the published results, demonstrating that
the cosmological constraints from [10] remain robust.
Interestingly, though perhaps expected, the new constraints
also have a much better goodness of fit, going from a p
value of 0.07 to 0.47.

To facilitate the connection of this work with the
published results in [10], in Fig. 12, we plot again the
updated constraint and compare with the constraints using
the same data vector but analysis pipeline adopted by this
work (see Sec. III and [60]) implemented both via CosmoSIS
and CosmoLike. We find that CosmoSIS and CosmoLike give
consistent cosmological constraints (0.07¢ in Q,, and 0.2¢
in Sg), while CosmoLike is somewhat broader than that of
CosmoSIS. Given that the two analyses use sufficiently
different samplers and modeling codes, this level of
discrepancy is expected. We further compare the difference
between CosmoSIS and CosmoLike predictions and find a
difference of Ay = 0.20 for 3 x 2pt and Ay? = 0.06 for
2 x 2pt, similar to the findings in [105].

APPENDIX B: DATA VECTORS

We show in Figs. 13—17 the full set of data vectors used
in this work. For all figures, each panel shows the data
points in the upper part and the fractional difference
between the data and the mean of the predictions from
the CL + GC chains, normalized by the PPD prediction
scatter (Appendix C). Data points excluded from the
analysis by scale cuts are shown in light opacity.
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FIG. 12. Left: Comparison of the 3 x 2pt cosmological constraints from [10] (black) and the same inference pipeline with the updated
shear catalog (red). Right: Comparison of the updated 3 x 2pt constraints using inference pipeline in [10] and that used in this work,

implemented through both Cosmosis (black) and CosmoLike (red).

083535-17



T.M.C. ABBOTT et al.

PHYS. REV. D 112, 083535 (2025)

Zc bin: 3

4000 ————
2000 T

- 1000 F +
500 — T
200 L ! ey ! T !

T T B T T T T

Heo—
—e—i
—e—

2 L +

O L T T T
r t 1 }

—2f 14

An/oy

——i

e

20 30 4560
A

FIG. 13.

15020 30 4560

15020 30 4560 150
A A

Measured cluster abundances for each tomographic bin. Each panel in column i corresponds to measurements using

redMaPPer clusters in tomographic bin i. The shaded region represents 1o uncertainties. The lower part of each panel shows fractional
differences between the data and the mean prediction from the CL 4+ GC chains, normalized by the prediction scatter. Shaded bands

denote the 1o confidence interval.

APPENDIX C: POSTERIOR PREDICTIVE
DISTRIBUTION (PPD)

Here, we briefly summarize the PPD calculation. We
refer the readers to [99] for a more in-depth description and
only focus on the differences in this section. Throughout
the paper, we have used PPD for two purposes:

(1) To quantify the goodness of fit between model (M)

and data (d).
(2) To quantify the consistency between two data
vectors (d; and d), given a model (M).
To carry out these two calculations, we need to evaluate two
probabilities P(d|M) and P(d|d,, M), respectively. We
approximate each probability as a Gaussian Mixture
Model, written as

P(d|d;, M) = > ¢'Gauss(d — pp; — C5/ C7/ (d; — py 1),

Cyp - C21C1_11C12), (C1)

P(A[M) = " ¢'Gauss(d — ;. C),

1

(C2)

where i runs over the steps of the MCMC chains, ¢’ are
arbitrary normalization constants, Gauss(x,y) denotes a
multivariate Gaussian distribution with mean x and covari-
ance y, C is the covariance matrix of the data vector, and
C,, x, 1s the covariance matrix between data vector x; and
X,. In the above expression, g; is the theory prediction at
step i of the MCMC chain. For simplicity, we use P(d, M)
to denote P(d|d;, M) when testing the consistency of data
and P(d|M) when testing the goodness of fit of the model.
To evaluate the consistency or the goodness of fit, we
need to estimate whether the data at hand (d,) is consistent
with a random draw from the P(d, M). We calculate the
posterior predictive distribution (PPD) defined as

PPD(d,|M) := P(P(d,|M) > P(d,|M)) (C3)

PPD(d,|d;. M) := P(P(d,|d;.M) > P(d,|d;. M)), (C4)

where d, is a random sample from P(d|M) in Eq. (C2) and
from P(d|d;, M) in Eq. (C1). We numerically calculate the
above probability with 15,000 random draws from
P(d,M). A low PPD value indicates that the data at hand
is not a random draw from P(d|M), while a high PPD value
could indicate a problem in the model, such as an
overestimation of the covariance matrix.

Finally, with a large number of draws, P(d,) can be
approximated as a Gaussian distribution. We can evaluate
the mean and the standard deviation from the P(d,) and
compare it with the data vector at hand d,. While less
accurate, this comparison can be used as a visual check on
whether the data and model are compatible. We plot this
comparison in the lower panel of Figs. 13—17 and do not
find any obvious deviation.

APPENDIX D: MASS-OBSERVABLE RELATIONS

We calculate the mass distribution of our samples using
the posterior from the CL + 3 x 2pt analysis. Specifically,
the mass distribution of a cluster given a richness bin A4, at
redshift z can be calculated as

n(M,z)P(AM, z)dA
(0|0 e O PUIM. )1
f,leM”(MaZ)dﬂ

where n(M, z) is the halo mass function, and P(4|M, z) is
the richness-mass relation. The mass distribution of
redMaPPer is shown in Fig. 18. We further show
comparison with SPT-Pol [106] and eRASS1 [47]. To
facilitate the comparison, we use the coLossus [107]
package to convert Msgy. to Myyy,, and assume an
NFW profile with a concentraion-mass relation [108].

(D1)
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FIG. 14. Measured y,. correlation functions for each tomographic bin combination. Each panel in row i and column j represents the
measurement using clusters from tomographic bin i and source galaxies from tomographic bin j. Colors indicate different richness bins,
with error bars denoting 16 uncertainties. Faint dots indicate data points excluded from the analysis. The lower part of each panel shows
the fractional differences between the data and the mean of the predictions from the CL 4 GC chains, normalized by the prediction
scatter. For clarity, each richness bin is artificially shifted by 3. Shaded bands represent the 1o confidence interval.

Further, the CL + 3 x 2pt leads to a stringent constraint on the mean halo mass—richness relation. Marginalized over
cosmological and nuisance parameters, the mean mass of redMaPPer clusters is constrained as

Y > 1.053+0.031 (1 + ZA) —0.667+0.194

M ) = 1014.399i0.011 -

M.
40 Mo

Since the richness changes between DES-Y1 and DES-Y3 (Fig. 3), it is hard to compare this value with existing literature.
However, we note that while the normalization changes, we find that the constrained slope of the mass-richness relation is
consistent with those in the literature [11,109].
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FIG. 15. Measured w,. correlation functions for each tomographic and richness bin combination. Each panel in row i and column j

represents the measurement using clusters with richness i and clusters with richness j. Colors indicate different redshift bins, with error
bars denoting 1o uncertainties. Faint dots indicate data points excluded from the analysis. The lower part of each panel shows the
fractional differences between the data and the mean of the predictions from the CL + GC chains, normalized by the prediction scatter.
For clarity, each richness bin is artificially shifted by 3. Shaded bands represent the 1o confidence interval.
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FIG. 16. Measured w,, correlation functions for each tomographic and richness bin combination. Each panel in row i and column j
represents the measurement using clusters from tomographic bin i with richness j and Maglim galaxies from tomographic bin i. Colors
indicate different richness bins, with error bars denoting 1o uncertainties. Faint dots indicate data points excluded from the analysis. The
lower part of each panel shows the fractional differences between the data and the mean of the predictions from the CL 4 GC chains,
normalized by the prediction scatter. For clarity, each richness bin is artificially shifted by 3. Shaded bands represent the 1o confidence
interval.
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Maglim galaxies in tomographic bin i. Error bars represent 1o uncertainties, with faint dots indicating data points excluded from the
analysis. The lower part of each panel shows fractional differences between the data and the mean prediction from the CL + GC chains,
normalized by the prediction scatter. For clarity, each richness bin is offset by 3. Shaded bands denote the 1o confidence interval.
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FIG. 18. Distribution of redMaPPer cluster mass in each richness bin. The width of the bands corresponds to the 68% confidence
interval of the distribution sampled from the posterior of the CL + 3 x 2pt analysis. Dashed lines show median mass of the samples in
each redshift, including redMaPPer (blue), eRASS1 (purple), SPTpol (gray).
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APPENDIX E: ALL PARAMETERS

We show constraints of nuisance parameters in Fig. 19. The one-dimensional mean and 1o confidence intervals of the
nuisance parameters are summarized in Table I'V. Interestingly, we find that the selection bias is consistent with 1, indicating
no detection of selection effect on large scales. This is consistent with our findings in DES-Y1 [11].
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FIG. 19. Summary cosmology and selected nuisance parameters for CL + GC (blue), 3 x 2pt (green), and CL + 3 x 2pt (red).
Contours show 68% and 95% confidence intervals. For lens galaxies, we only show parameters related to the third Maglim bin, which
is the highest redshift bin for CL 4 GC analysis. For source galaxies, we show parameters related to the fourth
Metacalibration bin.

083535-23



T.M.C. ABBOTT et al.

PHYS. REV. D 112, 083535 (2025)

TABLE IV. Summary of the mean and 1o confidence interval
of the nuisance parameters constrained by CL 4 GC and
CL + 3 x 2pt. Parameters that are not constrained are indicated
by a center dots.

Parameter CL + 3 x 2pt CL 4+ GC
Galaxy bias
bil 1.194t§;§§§ 1 .356t§;§§§
081 :
by, 1.49455%5 1.562%41
b3, 15197598 17099923
b, L630°0 1%
Intrinsic alignment
a 1.717 £ 0.604 0.203*145
n 0.735 + 2.346 0.255 +2.276
a - —0.403286%22
(E o 2.02015 559
Point-mass marginalization
B° o 0.008- 5007
B! e —0.001 £ 0.008
B2 e 0.011 + 0.009
B3 e 0.006 £ 0.010
redMaPPer richness-mass relation
In 4y 3.87410187 4.12210-1%2
Anns 0.903+0937 0.953* 9037
By 0.16315,%2 04621537
Ointrinsic 0238:())?28 02221—8(1)%

redMaPPer selection effect

by 1.12810:00 112319901
bo 0.06725059 0.08620 654
o

APPENDIX F: COMPARISONS WITH PREVIOUS
DES CLUSTER ANALYSES

Figure 20 compares DES cluster cosmology analyses.
The comparison of the large-scale-based analysis between
DES-Y1 and DES-Y3 was discussed in Sec. IV B.
Specifically, the analysis of Y3 data with Y1 cluster lensing
analysis choices shifts the contour toward DES-Y1 con-
straints. However, we believe that Y1 cluster lensing
analysis has residual contaminations from small-scale
cluster lensing due to the lensing estimator being nonlocal.
We decided to adopt the Y3 analysis choice as fiducial
before we unblind the parameter constraints. As a com-
parison, we also show constraints from DES-Y1 cluster

T T T T | T T T T | T T T T | T T
- Large-Scale 7
1.2 DES-Y3 CL+GC (Y1 lensing choice) 7}
i DES-Y3 CL+GC ]
i DES-Y1 4x2pt+N
1.0 - .
© I ]
o) I ]
0.8 .
0.6 | Small-Scale ]
I DES-Y1 small-scale CL B
e
0.90 .
o 0.75F =
0.60 - .
i 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 I-

FIG. 20. Comparison of DES cluster cosmology analyses,
including DES-Y3 CL + GC analysis (blue), DES-Y3 CL +
GC analysis with Y1 lensing analyses choices (orange), and
DES-Y1 CL + GC analysis (gray, [11]). We further compare with
the analysis based on small-scale cluster lensing and cluster
abundances (purple, [70]).

analyses using small-scale cluster lensing information,
presented in [70]. These constraints differ slightly
from the fiducial constraints presented in [57], with a
0.50 shift in the Q-0 plane, which is due to differences in
the sampling methods and the adopted richness-mass
relations. The DES-Y1 cluster analyses using small-
scale cluster lensing are known to be affected by selection
effects [57,109] and are inconsistent with the large-scale
analyses.
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