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Abstract

Unreinforced masonry (URM) structures subjected to moderate-to-severe earthquake
ground motion often experience a poor performance, characterised by extensive crack-
ing phenomena and the activation and development of collapse mechanisms. This pro-
duces high repair costs and a severe threat to human life. Furthermore, outward projection
and accumulation of debris may reduce road serviceability, undermining rescue efforts
and increasing post-event downtime. In this study, the suitability of the Applied Element
Method — a discrete crack, rigid body and springs-based numerical technique — to capture
damage spread, collapse mechanism activation and debris projection phenomena is tested
against experimental data. Fracture energy-based softening laws are employed, improv-
ing numerical accuracy over the standard brittle failure models commonly implemented
within AEM tools. The validated models are then used to assess the seismic performance
of URM buildings under varying masonry quality, and hence mechanical properties. The
study leverages on the inherent advantage of the AEM, that is, explicit simulation of
cracking phenomena and body fragmentation with lower computational demand than other
advanced numerical techniques, in order to: (i) simulate complex failure mechanisms,
eventually leading up to collapse activation and subsequent stages of debris formation and
accumulation; (ii) introduce novel damage measures that are able to explicitly quantify
crack propagation and severity in URM load-bearing structures.
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1 Introduction

Unreinforced masonry (URM) buildings subjected to moderate-to-severe earthquake load-
ing conditions typically experience a poor performance, as observed during several seismic
events such as the 2009 L’ Aquila earthquake (Augenti and Parisi 2010; D’ Ayala and Paga-
noni 2011). The occurrence of partial or complete structural collapses is a foremost cause
of human life losses in earthquake scenarios, with fatalities being mainly caused by factors
such as: (i) crushing or suffocation under collapsed structural elements; (ii) asphyxiation
due to collapse-generated dust; (iii) delay in search and rescue operations (see, for instance,
(Kuwata et al. 2005). Outward projection of debris is a major concern as well, because
it may result into reduced road serviceability, potentially undermining rescue efforts and
post-event recovery. On the other hand, extensive cracking phenomena, while not neces-
sarily constituting a threat to residual vertical load-bearing capacity, may still significantly
compromise building usability and make repair or retrofit interventions economically unfea-
sible. Such aspects may be quite hard to account for through standard tools typically used
for structural assessment of URM buildings, such as Equivalent Frame modelling (EFM)
or limit analysis (LA). While less computationally demanding than other structural model-
ling strategies, EFM, based on structural discretisation through deformable Timoshenko
beams jointed with rigid end offsets that simulate spandrel-pier intersection zones, suffers
from several drawbacks, critically highlighted in works such as (Quagliarini et al. 2017).
These include: (i) difficulties in the modelling of highly irregular geometries, even in single
walls with openings (see, e.g., (Parisi and Augenti 2013); (ii) the disregard of bond pattern
effects; (iii) inability to account for actual crack patterns. On the other hand, while bond
pattern effects can be implemented within limit analysis tools to analyse both out-of-plane
and in-plane ultimate response (D’Ayala and Speranza 2003; D’Ayala 2005, 2013), their
use is limited to the identification of the most likely collapse mechanism and associated
load multiplier; crack width evaluation and post-failure phenomena remain, thus, unad-
dressed. Higher accuracy in these regards can be pursued through more advanced modelling
techniques. According to the taxonomy established in (Lourengo 1996), these techniques
fall within two broad categories: macro and micro-modelling approaches. Within macro-
modelling approaches (Fig. 1a) the mechanical response of all constituents — masonry units,
joints and their contact interfaces — is lumped into that of one equivalent material; masonry
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texture is disregarded, treating masonry as a homogeneous medium. This approach seems
reasonably adequate in the case of masonry typologies such as adobe masonry, in which
similar mechanical properties are found for both units and joints (Parisi et al. 2019; Candi-
tone et al. 2023). When more remarkable discontinuities are found (e.g. strong unit-weak
joint configurations, such as fired brick and lime mortar masonry), an accurate modelling
of the masonry fabric (micro-modelling) may be more suitable, to capture bond pattern
effects on damage onset and propagation. This may be pursued either through an advanced
approach (see Fig. 1b), according to which all individual constituents are explicitly mod-
elled and characterized, or through a simplified approach (see Fig. 1c¢), in which mortar and
unit-joint interface behaviour is lumped into zero-thickness interfaces, and units expanded
in size to accommodate mortar joint presence.

With regards to Finite Element Method (FEM), the incorporation of cracking effects
within the numerical model is generally feasible only within a small strain and/or displace-
ment range. While cracking can be simulated phenomenologically by means of smeared
crack approaches, numerical instabilities may in fact occur in the large strain and/or dis-
placement field due to excessively distorted meshes. Model remeshing could deal with such
issues, albeit at substantial computational costs. Another technique lies in the use of zero-
thickness discontinuities, embedded within the continuum domain, to act as potential slip
planes (so-called discrete crack approaches). However, to ensure nodal compatibility, FEM
solvers must either (i) rely on complex algorithms to accommodate large strains/displace-
ments within the original mesh, or (ii) generate new nodes along element slip and/or rota-
tion paths. The latter calls for the reassembling of the global stiffness matrix, all the while
leading to an increase in DOF number, substantially increasing computational burden. The
simulation of heavily damaged structures undergoing fragmentation and impacts, as well as
quantification of the extent and distribution of debris, remains thus a challenging task within
a FEM framework (Grunwald et al. 2018).

Such limitations may be overcome through explicitly discontinuous formulations, such
as the Discrete Element Method (DEM) or Applied Element Method (AEM). Both methods
are based on the discretisation of a structure into a set of semi-independent discrete bod-
ies; these interact with each other by means of contact points, automatically generated and
distributed along contact interfaces. Forces, deformations and other interactions are calcu-
lated directly at a limited number of contact points, rather than along continuous contact
surfaces. This enables DEM and AEM to bypass many of the numerical challenges associ-
ated with standard FEM in the large strain and/or displacement fields. The transition from a
continuum into a discontinuous system, in fact, occurs by tracking finite displacements and
rotations of discrete bodies, updating contact positions and checking conditions for separa-
tion and new contact generation as calculation progresses. This enables the simulation of
crack propagation and post-failure collapse dynamics with lower computational burden,
and greater accuracy, than continuum-based techniques. While originally developed within
the field of rock and soil mechanics (Cundall 1971, 1988), DEM use has been expanded
to URM analysis in works such as (Livesley 1992; Bui et al. 2017; Pulatsu et al. 2020,
2022), addressing computational efficiency, uncertainties, and spatial variability of material
properties (Pulatsu et al. 2023a, b). On the other hand, AEM was initially formulated for
linear elastic structural analysis (Meguro and Tagel-din 2000) and subsequently extended
to nonlinear problems such as fracture propagation and buckling (Meguro and Tagel-din
1997, 1999). Works dealing with URM simulation by means of the AEM can be found in
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(Malomo et al. 2019; Adhikari and D’Ayala 2020; Calo et al. 2021; Adhikari et al. 2023;
Canditone and Parisi 2024). A comprehensive review on the use of discontinuum tools for
URM seismic assessment can be found in (Malomo and Pulatsu 2024).

Based on the above discussion, the present study aims at expanding knowledge on and
implementation of AEM simulation of URM structures under seismic actions, assessing the
sensitivity of collapse configuration and capacity of URM buildings under varying masonry
type, and hence its mechanical properties. While past research experience has showcased
AEM suitability in capturing the complex damage progression and failure mechanism of
URM elements, assemblies and buildings, fewer works have addressed its accuracy in sim-
ulating the dynamic behaviour of severely damaged structures and accurately reproduce
collapse activation and subsequent dynamic evolution, including phenomena of debris pro-
jection and accumulation. Thorough validation of this numerical technique against avail-
able experimental data may significantly support future works aimed at simulating complex
progressive collapse phenomena and predict extent and trajectories of structural debris. Fur-
thermore, within the present work, explicit simulation of cracking phenomena through the
AEM is employed to introduce novel damage measures (DMs) able to quantify (i) damage
propagation, based on the occurrence of tensile and/or shear failures, in terms of cracked
masonry volume percentages, and (ii) damage severity, based on residual crack displace-
ments, within a repairability-based framework. By quantifying damage based on crack
severity and propagation within the structural volume, these DMs provide a more nuanced
assessment of structural degradation compared with traditional, displacement-based crite-
ria. Furthermore, the use of such measures may not be limited to earthquake ground motion
scenarios, allowing other loading conditions and tasks (including, e.g., vulnerability and
fragility assessments) to be evaluated. This paper is thus organised as follows. Section 2
provides an overview of AEM formulation, along with a focus on the implementation of the
adopted simplified micro-modelling approach within a commercially available AEM soft-
ware package, Extreme Loading for Structures (ASI 2021). Section 3 then briefly focuses on
the criteria which led to the selection of benchmark cases, and the rationale behind the anal-
yses here performed. Sections 4 and 5 presents the results of nonlinear time history analy-
ses, aimed at the simulation of shaking-table tests at wall assembly and building scales,
respectively. In Sect. 6, validated models are then employed to predict seismic performance
of non-engineered URM buildings, assessing their sensitivity to masonry type and associ-
ated mechanical properties. Structural performance is then discussed through novel Dam-
age Measures, aimed at quantifying crack distribution, severity and potential repairability.
Finally, Sect. 7 presents some concluding remarks.

2 Simplified micro-modelling of URM in an AEM framework

Within a simplified micro-modelling approach, masonry is represented as a set of discrete
bodies, jointed through zero-thickness contact interfaces (Fig. 1¢). Two different approaches
can be employed to capture composite response, namely, an explicit and an implicit
approach. Within explicit approaches, the behaviour of mortar and unit-joint interfaces is
lumped into the interfaces between units; unit deformability and potential failure modes are
then accounted for through either continuum mechanics or potential crack planes assigned
to the units themselves, treated as sub-assemblies of rigid bodies. The explicit approach —
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which was adopted in, for instance, (Pulatsu et al. 2020, 2022) — may produce high compu-
tational burden due to high DOF number. This may be unnecessary in weak joint-strong unit
masonry types, the mechanical response of which is mainly controlled by joint behaviour;
in such cases, an implicit, more expeditive approach may be pursued, treating units as non-
deformable elements and assigning composite scale (i.e., macroscopic) properties to their
contact interfaces. This approach — which enables capturing bond pattern effects on damage
onset and propagation while limiting input data to masonry texture and composite scale
properties — has been proven not to hinder accuracy, while reducing computational burden
(Calo et al. 2021; Adhikari et al. 2023; Malomo and Pulatsu 2024). Indeed, the rigid body
hypothesis significantly reduces computation time by limiting DOF number to the three
translations, u;, and three rotations, 8, of element centroids.

As strong unit-weak joint behaviour was observed in the two experimental studies consid-
ered herein (Magenes et al. 2010c; Candeias et al. 2017), an implicit approach was adopted.
As per Fig. 2, two adjacent rigid units are assumed to be connected through an m X n grid
of contact points, in which contact springs are automatically generated. Regarding contact
point spacing, it should be noted that coarser spring discretisation does not hinder accuracy
under axial loads, but may affect rotational stiffness; nonetheless, such errors become negli-
gible if m x n>10 (Meguro and Tagel-din 2000). Within this work, the adopted contact point
number per each contact plane is equal to 25. Assuming d as the distance between the two
centroids, and the contact plane to be described by the units’ height % and thickness ¢, the
generic spring will thus account for the deformability of a finite volume J,, given by Eq. 1:

Ge=d- 6 -on=d- (%) (Z) (1)

Normal (k,) and tangential (k) stiffness values of a single spring can be taken according to
Egs. 2 and 3, based on masonry axial and tangential moduli (£ and G), and the parameters
defining J,;:

grid of m x n contact points
o~ and axial and tangential springs

y
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Fig.2 Domain discretization within the AEM: element DOFs, contact point and spring distribution, finite
volume J,, accounted for by an individual spring
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These stiffness values are then subsequently updated based on spring strains and the adopted
constitutive models. Uniaxial material behaviour (Fig. 3a) was here described through para-
bolic hardening-softening functions in compression (Feenstra and De Borst 1996) and a lin-
ear elastic with linear softening law in tension. The Feenstra & De Borst compression model
has already been used within discontinuum-based URM analysis — namely, via the so-called
M-DEM (Macro-Distinct Element Method) — in works such as (Malomo and DeJong 2022).
Within the referenced work, a piecewise, fracture energy-based multilinear compression
stress —strain relationship was adopted. Within the present work, reference is instead made
to the fully nonlinear, fracture energy-based parametric equations adopted, for instance, in
the Finite Element software package DIANA (TNO DIANA 2009). These uniaxial curves
serve as the backbone; all unloading and reloading paths, for instance due to load reversals,
are, hence, bounded within such envelope. In both tension and compression, unloading is
herein assumed to be bilinear, with a damaged unloading branch that is linear till zero stress
followed by a horizontal branch till zero strain. The damaged unloading stiffness is taken
as a function of peak masonry strain, in order to simulate the significant stiffness losses and
strength degradation typically experienced by URM assemblies. On the other hand, reload-
ing is linear with damaged secant stiffness corresponding to the last-reached point in either
tension or compression. It should be noted that, within the AEM, compressive and tensile
failure mechanisms are represented via inter-block penetration and interface opening/slid-
ing, respectively.

Behaviour in shear, on the other hand, is assumed to be linear till the attainment of maxi-
mum shear strength, z;,,,, described through a Mohr-Coulomb formulation. Shear stress is,
hence, considered a function of cohesion ¢, friction coefficient u, and normal stress o,, the
latter here assumed to be positive in compression and negative in tension. Post-cracking
shear stiffness is taken based on the initial ratio between E and G, and the damaged E value.
While shear failure is assumed as brittle, post-peak behaviour in tension and compression is
described here through tensile and compressive fracture energies, G/ and G¢, which are esti-
mated according to equations proposed in (Lourengo 2009), based on material tensile ( f;)
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Fig. 3 Quasi-brittle uniaxial constitutive models (a) and adopted failure criterion (b)
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and compressive (f,) strength. To ensure mesh objective results, fracture energies were then
divided by the cubic root of cuboid volume, assumed as characteristic length or crack band-
width A. It should be noted that the use of fracture energy-based softening laws produces
a significant improvement over the standard brittle failure models commonly employed in
AEM applications (Malomo and Pulatsu 2024), as outlined in the following sections on dis-
cussion of analysis results. Failure envelope is described by means of a Mohr-Coulomb for-
mulation with cut-offs in tension and compression, as shown in Fig. 3b. This criterion, the
AEM-oriented mathematical formulation of which is described in further detail in (Malomo
et al. 2018), enables accounting for brittle failures in tension-dominated states, sliding fail-
ure in shear-dominated states, and crushing failures in high compression states. The initial
envelope is yielded by c=1,, that is, cohesion equal to initial pure shear strength (i.e., under
zero confining stress). If either shear strength t,, is reached or tensile/compressive strength
is exceeded, material cracking occurs and cohesion drops to a residual value 7,,,, which can
be set to either zero (case of smooth cracks) or a fraction of the original value to simulate
residual interlocking at course cracked surfaces (Van Der Plujm 1993; Augenti and Parisi
2011).

While spring strains in tension, compression and/or shear are reversible within the elastic
stage, excursion into tensile or compressive inelastic stages and/or achievement of shear
strength leads to discrete inelastic displacements. Springs thus enter a cracked state, that is,
a state in which they may develop frictional residual shear strength and post-peak tensile
strength that linearly decreases till zero between cracking strain, ¢, and ultimate tensile
strain, &,,. Cracked springs are, meanwhile, still able to withstand compressive loads, poten-
tially recovering crack displacements due to, for instance, load reversals. Both maximum
and residual crack widths may then be directly computed via the numerical model. Springs
may continue to deform at residual strength till the condition expressed in Eq. 4 is met:

VEZH T+ Ty = & “

that is, when the norm of spring axial and tangential strains is found equal to a user-defined
separation strain &;. While this value may be considered as a calibration parameter (Adhikari
and D’Ayala 2020), it may be taken, for most quasi-brittle materials, as 0.10 (ASI 2021).
If Eq. 4 is verified, the individual spring enters a separated state, so its stiffness is set to an
almost null value to simulate significant stiffness loss. If all springs on a contact plane enter
this separated state, bodies are free to slide due to reduced contact stiffness and eventually
detach from and collide on each other.

3 Objectives and rationale for benchmark selection

As previously discussed, the main features of the AEM — i.e., rigid body and spring dis-
cretisation, efficient handling of nonlinear contacts, numerical stability under large strains
and/or displacements, and ability to simulate cracking and fracture processes — make it
particularly appealing for collapse analysis of quasi-brittle structural systems such as those
made of masonry. The method may in fact be not only employed to simulate damage distri-
bution and failure mechanism, but also post-collapse debris spatial distribution, which holds
significant implications for emergency planning and structural retrofitting. However, thor-
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ough numerical validation against experimental data, performed by matching key response
parameters such as damage patterns and collapse modes, is needed to establish confidence in
AEM results. To this end, two different benchmark case studies were selected. The first case
study is a series of shaking-table tests carried out by (Candeias et al. 2017) on a C-shaped,
brick masonry wall assembly, which was characterised by non-symmetrical openings’ lay-
out. The referenced study offers a detailed description of damage progression within the
URM specimen, which incurred into the full development of an out-of-plane (OOP) failure
mechanism, with subsequent debris projection. Thus, the simulation of this experimental
benchmark first allows shedding further light onto AEM simulation of URM buildings that
suffer OOP collapse, which is relatively unexplored within discontinuum-based analyses
(Malomo and Pulatsu 2024) when compared with in-plane (IP) loading conditions. Fur-
thermore, the simulation of that experimental tests assesses the AEM accuracy in correctly
capturing the volume involved in the mechanism and debris trajectories. The reduced scale
of the first case study does not however allow evaluating whether the AEM would correctly
capture the interaction of URM walls with floor and roof systems, and how this may affect
damage propagation at building scale. To this aim, a second benchmark was selected in
(Magenes et al. 2010c). The specimen was also characterised by non-symmetrical openings’
distribution, but it consisted of a two-storey full-scale building with timber floor and pitched
timber roof. Even though no full collapse was observed, the second benchmark offers the
possibility to assess AEM accuracy in capturing IP-OOP interaction, as well as damage
distribution within a more complex structure, bridging the gap between assembly-scale and
building-scale analyses.

4 Simulation of LNEC shaking-table tests on a brick masonry mock-up
4.1 Experimental benchmark description

The first benchmark consists of a series of shaking-table test that was performed on a brick
masonry wall assembly at LNEC (Laboratdrio Nacional de Engenharia Civil, Lisbon, Por-
tugal), as described in (Candeias et al. 2017). The work was aimed at the characteriza-
tion of the OOP response of asymmetrical masonry assemblies up to complete collapse.
To that aim, the testing protocol consisted of multiple tests under increasing shaking inten-
sity, using a real ground motion recorded during the February 21, 2011, Christchurch (New
Zealand) earthquake. Specimen walls were 235-mm-thick and rested over a 200-mm-thick
reinforced concrete slab. Masonry was fabricated according to English bond pattern, using
235x70x 115 mm?® (length x height x thickness) clay bricks assembled through hydraulic
lime mortar joints with thickness of 15—18 mm. Six wallets, 1000 x 1000 x 235 mm? (length
x height x thickness) were likewise assembled. Three wallets were subjected to uniaxial
compression tests to evaluate Young’s Modulus £ and compressive strength f, of masonry,
whereas the remaining specimens were tested under diagonal compression to evaluate ten-
sile strength f,. Material properties and their coefficients of variation (CoVs) are summarised
in Table 1.

The wall assembly specimen, having the plan view and elevation schematically repre-
sented in Fig. 4, was characterized by a 3.50 m long, 2.85 m tall fagade (East wall), with a
central 0.80 x 0.80 m? opening and gable end. The fagade is connected to two 2.25x2.25
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Fig. 4 Schematic representation of LNEC brick house specimen’s geometry (dimensions in m)

m? return walls (length x height), one being solid (South wall) and the other (North wall)
sporting a 0.80 x 1.05 m? window opening. A complete description of the experimental setup
and dynamic characterization, which is outside the scope of this paper, can be found in
(Candeias et al. 2017). A frequency f=21.3 Hz was observed for Mode 3, which is associ-
ated with the OOP-dominated experimental response of the specimen when subjected to
the planned E-W load protocol. The original ground motion record was applied 8 times on
the E-W axis, scaling the signal up to 300% to increase intensity. Although good agreement
between reference and shaking-table signal was obtained with regards to displacements, the
latter reached higher PGA values than intended (maximum PGA=1.27g, 50% larger than
the target). The specimen developed an approximately linear elastic response during the
first four tests, that is, below PGA=0.40g. Moderate cracking — less than 1 mm in width —
was observed after Test 05 (0.51g) near openings corner and later spread both in the North
return wall and fagade during Test 06 (PGA=0.78g). As these cracks further developed,
sub-horizontal cracks also formed at the base of the IP loaded piers of the return wall and the
OOP loaded NE corner pier, due to torsional effects. All cracking occurred in mortar joints,
with no significant damage being observed into masonry units. Collapse took place during
Test 08 (PGA=1.27g) and its sequence can be described as follows according to (Candeias
et al. 2017): (i) out-of-plane overturning of a large portion of the gable, which fell eastward;
(i) rocking and rotation of the NE pier at specimen’s front, with the NW pier subjected to
simple rocking; (iii) development of a three-body mechanism for the IP loaded piers and
spandrel, leading to loss of lintel stability and separation between those elements; (iv) back-
ward fall of NW pier, and of the spandrel above, both falling down out of the shaking table;
and (v) OOP failure of the remaining gable portion. The NE corner pier, which suffered
relevant rocking and rotation, remained into an unstable equilibrium condition.
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4.2 AE model description

As only limited instances of unit cracking were observed in the tests, a choice was made
to disregard potential failure surfaces within the units and represent the specimen’s Eng-
lish bond pattern by means of 1,734 8-node rigid elements, each accounting for an indi-
vidual unit (see Fig. 5). All nonlinearities were lumped into unit-unit interfaces, which were
assigned material properties according to experimental data in (Candeias et al. 2017). Ten-
sile strength and cohesion were taken as the average experimental value (f, = ¢ = 0.10 MPa),
which was characterised by means of diagonal compression tests. Only Young’s modu-
lus E had to be calibrated. As observed in other numerical works dealing with the same
benchmark (Silva et al. 2020; Kita et al. 2020; Khattak et al. 2023), calibration of E was
needed to improve the numerical-experimental agreement in terms of both elastic displace-
ments and natural frequencies, leading to the adoption of the lower experimental bound
(E=3,671 MPa). Timber lintels were modelled by means of 40 8-node rigid elements, with
mechanical properties (E= 10,000 MPa, G=3,846 MPa, p=>590 kg/m?) inferred from litera-
ture data. The shaking table was modelled by means of a 0.20 m thick 8-node element, and
elastic mortar properties were assigned at specimen-slab interface because no sliding was
experimentally observed. A total of 10,650 DOFs was considered.

Push (Y*)

Bagy

Fig.5 AE model for the LNEC brick masonry mock-up
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4.3 AE analysis results

This section deals with numerical results from both linear and nonlinear, static and dynamic
analyses. Eigenvalue analyses were first run to check whether experimental modal behav-
iour could be captured and to calibrate masonry stiffness accordingly. It was found that,
to correctly capture the specimen’s natural OOP mode (Mode 3) in terms of frequency,
Young’s modulus value had to be reduced to 1,364 MPa, reaching a numerical-experimental
deviation 4f=—8%. This was also observed in the paper by (Khattak et al. 2023), who made
use of the same modelling technique. However, such a lower value of Young’s modulus was
later observed to overestimate the elastic displacements yielded by nonlinear time history
analysis (NLTHAs) by up to 50%. Thus, £=3,671 MPa (lower experimental bound) was
found to be a trade-off value, which yielded 15% error on elastic Peak Roof Displacement
(PRD), measured at gable top, and 40% error in the initial frequency, an admittedly large
error which was deemed acceptable to get a more accurate displacement response. Non-
linear static analyses (NLSAs) were then run to assess the numerical model’s base shear
capacity and compare it with experimental failure PGA. A maximum numerical base shear
coefficient a,=1.17g was found, which is 8% lower than its experimental counterpart.
Experimental failure patterns, namely, flexural cracks at NE corner pier base and gable base
cracks, were captured. Notably, some unrecorded mechanisms emerged, such as tensile fail-
ure at the return wall interface under outward loading (EW, Y™) loading and a sub-vertical
crack within the gable centre under inward (EW, Y*) loading, as observed also previous
numerical studies addressing the same benchmark (Kita et al. 2020; Khattak et al. 2023).
NLTHAs were then performed, to check whether dynamic behaviour, damage progression
and collapse mechanism could be captured. As the first four shaking-table runs were met
with a linear elastic response, a choice was made to simulate acceleration time histories
starting from this seemingly undamaged condition. Experimental ground motion retrieved
from shaking-table response were used as input acceleration time history for the numeri-
cal model, simulating Test 04 to Test 08. This allowed to remove filtering effects of the
shaking-table system. Average ground motion duration was 21.9 s; a timestep 41=0.005s
was adopted, with 5 step subdivisions, resulting into a total of 114,575 steps. Analyses were
run using a 16 GB RAM, AMD Ryzen 7 4700U (2 GHz) processor-equipped machine and
took approximately 5 h. Numerical-experimental comparison in terms of response displace-
ment time-histories at gable top is shown in Fig. 6 for selected test runs. The overall trend is
captured for both quasi elastic behaviour (Fig. 6a, Test 4, PGA=0.40g) and highly inelastic
behaviour (Fig. 6b, Test 7, PGA=0.84g). For instance, both positive and negative peaks of
Test 4 are captured with about 4% error. Similar errors were met with regards to Test 7, the
positive and negative peak displacements of which were captured with about —3% and +8%
errors, respectively. Lower agreement was found for Test 8 (Fig. 6c, PGA=1.27g). While the
first negative peak was captured, this was not the case for later positive oscillations, which
were underestimated. While past research experience (De Jong 2009) has shown rocking
impacts to be best reproduced through stiffness-proportional damping schemes, it should
be noted that the AEM makes use of a zero-damping scheme. Thus, energy dissipation only
occurs through joint failures (hysteretic damping) and impacts (physical damping). Dis-
crepancies in the latest analysis stages may be thus motivated, on one hand, by the numeri-
cal simulation of damage mechanics (here influenced both by fracture energies as well as
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the definition of a separation strain &), and on the other, by numerical handling of rocking
impacts through the coefficients of restitution and post-separation contact stiffnesses.

With regards to damage progression, onset of numerical cracking occurred at openings
corner under 0.40g, as observed during experimental tests. Both IP and OOP damage sub-
sequently spread towards the corners during Tests 5 and 6 (0.51g and 0.78g PGAs). Crack
width progression was also checked by monitoring crack displacements; crack widths lower
than 1 mm were observed till Test 7, in agreement with experimental records. This threshold
was eventually overcome, leading to full crack development, by Test 7 (PGA=0.84g), again
in good agreement with the experimental crack pattern, eventually evolving into a collapse
mechanism for PGA=1.27g. The resulting collapse mechanism, which developed during
Test 8, was close to experimental results (see Fig. 7). The development of the simulated
collapse mechanism (Fig. 7) could be described as follows: (i) first, OOP gable overturning
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Fig. 7 Comparison between numerical collapse mechanism and damaged configuration after Test 8,
adapted from (Candeias et al. 2017)

was observed; (ii) a sub-vertical crack within the gable acted as a hinge, allowing a small
relative rotation between the two gable portions; (iii) relative rotation between the two gable
portions also led to NE corner rocking and rotating, simultaneously with the development
of the IP three-body kinematic within the return N wall. The trajectories of wall debris were
found to be matching with experimental data, with the NW pier falling backwards and the
gable overturning eastwards, both out of the shaking table. Post-processing of AEM results
according to elements’ volume and coordinates yielded an estimate of the total volume
involved in the numerical failure mechanism, which was found approximately equal to 1.57
m’; an analytical estimate of its experimental counterpart, based on the analysis of the crack
pattern in Fig. 7, yielded a value of approximately 1.50 m®.

It should be noted that, in (Candeias et al. 2017), the gable did not develop a sub-vertical
crack, but rather a symmetrical base crack; the NE pier, therefore, did not interact with the
gable during its collapse, and thus managed to remain in a precarious equilibrium posi-
tion till the end of the test. It should be noted, however, that such failure mechanisms are
more strongly associated with the absence of torsional irregularities; see, e.g., (D’Ayala et
al. 2019). On the other hand, an irregular layout of openings is often associated with a non-
uniform load distribution, and hence, an asymmetric failure mechanism (Parisi and Augenti
2013). This was, in fact, observed in other numerical studies dealing with the same specimen,
such as (Al-Shawa et al. 2017; Chécara et al. 2017, 2018; Silva et al. 2020). Thus, the actual
failure mechanism may have resulted from the presence of local vulnerabilities associated
with, for instance, spatial scatter in material properties, which was not considered here. To
this end, spatial stochastic analyses, such as those developed in (Pulatsu et al. 2022, 2023b),
may be considered. Despite these shortcomings, it should be mentioned that the present work
captured displacement time-histories with an accuracy degree comparable to (Al-Shawa et
al. 2017; Chacara et al. 2018; Silva et al. 2020), which employed FEM micro-modelling,
FEM macro-modelling and distinct macro-elements (M-DEM), respectively. Furthermore,
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displacement trends were captured with higher accuracy than (Malomo and DeJong 2022;
Khattak et al. 2023), both of which used discontinuum methods and underpredicted displace-
ment peaks for Test 7. With regards to damage pattern and failure mechanism, the present
work achieved comparable accuracy with other numerical works, such as (Al-Shawa et al.
2017; Chacara et al. 2017, 2018; Silva et al. 2020), which also obtained a gable crack pattern
characterized by an asymmetric damage at gable base and the formation of a sub-vertical
crack. However, in this study, the AEM simulation is also able to track dynamic collapse
evolution and debris projection, which could not be observed in the other works due to
the employed numerical formulations (i.e., distinct macro-elements, FEM micro-modelling,
FEM macro-modelling) being numerically unstable under large displacements. Finally, the
present study also achieved greater accuracy compared to (Khattak et al. 2023), who also
employed AEM. Similarly to the present study, (Khattak et al. 2023) successfully captured
the IP three-body pier-spandrel kinematics; interestingly, it also captured the development
of the previously mentioned sub-vertical hinge within the gable, highlighting the effects
played by torsional irregularities over the crack pattern and failure mechanism. Despite sig-
nificant OOP deflection, however, the gable and front pier themselves were not involved in
the numerical collapse mechanism. As a similar accuracy degree was, supposedly, pursued
with regards to specimen geometry, masonry block pattern, boundary and loading condi-
tions, it is the authors’ opinion that differences between the two AEM outcomes may rather
be associated with material properties and constitutive behaviour. Differences may in fact
be motivated by the adoption, in (Khattak et al. 2023), of higher-than-experimental tensile
strength and cohesion values, to compensate for the use of brittle tensile and shear failure
models. By doing so, authors may over-strengthened the model, hence underestimating dam-
age spread and displacement peaks in the latest test runs — both of which appear to have been
more suitably captured using fracture energy-based softening laws.

5 Simulation of EUCENTRE shaking-table test on a two-storey stone
masonry building

5.1 Experimental benchmark description

A second, more complex experimental benchmark was selected to assess AEM suitability
in reproducing the experimentally observed near-collapse behaviour of URM buildings,
which was influenced by the complex interactions between IP and OOP loads as well as
the role of deformable diaphragms over structural response. To this aim, shaking-table
tests performed at the EUCENTRE laboratories (Pavia, Italy) were taken as benchmark
(Magenes et al. 2010c, 2013). Three full-scale, non-symmetrical, two-storey, stone masonry
buildings were tested under increasing severity of earthquake ground motion to investi-
gate the effects of timber floor/roof stiffening and wall connection improvement on seismic
response. This study focuses on the numerical simulation of seismic response of build-
ing specimen #1, which was characterised by a 5.80x4.40 m? rectangular plan and flex-
ible timber floor and roof systems. Approximately 320 mm thick walls were built; two
outer leaves were assembled through approximately prismatic 100-to-150-mm-wide and
200- to-300-mm-long stones, which were connected to each other via pre-mixed hydraulic
lime mortar joints. Smaller stones and mortar were employed to fill in the irregularities
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Table 2 Mechanical properties Statistics E G f, f, v

of masonry [MPa]  [MPa]  [MPa]  [MPa]  [kN/m’]
Mean 2,550 840 3.28 0.137 22.5
CoV 13.5% 14.8% 8% 21.8% -
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Fig. 8 Schematic representation of EUCENTRE stone house specimen geometry (dimensions in m)

between the two leaves, and good masonry interlocking achieved using passing-through
stones. Indeed, no debonding phenomena occurred at prism, pier or wall scale (Magenes
et al. 2010a, b, c). Passing-through stones were also employed at building corners and in
the proximity of openings. Experimentally evaluated masonry mechanical properties and
CoVs are summarised in Table 2 according to (Magenes et al. 2010a, b). The openings
layout in Fig. 8 was purposefully designed as asymmetric to increase torsional behaviour,
thus amplifying non-uniform demand on walls due to diaphragm load distribution. The two
5.80-m-long longitudinal walls were characterized by a different number and size of open-
ings: the East wall had two 1.20 x 1.80 m? door openings per storey, whereas the West wall
had only one 1.20 x 1.25m? window opening per storey. The same number, distribution and
size of openings also characterised the North fagade; by contrast, the South fagade was
solid. The two facades, about 6.00-m-tall, were characterised by gables due to the presence
of an approximately 37° inclined pitched roof. The roof was assembled through a set of
rafters, simply supported on a ridge beam and two spreader beams resting on top of the lon-
gitudinal walls. Planking was then nailed on top of the rafters. Similarly, the floor was built
through joists, simply supported by longitudinal walls, and planks nailed on top. Additional
3.2 tons masses were added over the floor by means of laminated rubber blocks; clay tiles,
each weighing about 3 kg, were instead nailed on top of the roof planks. The total weight of
the specimen is estimated in 679 kN, as a result of the following components: 616 kN for the
approximately 27 m® URM walls; 8.6 kN for the floor structure; 11 kN for the roof structure;
43.7 kN for additional masses, including the roof tiles. Further details on the specimen may
be found in (Magenes et al. 2010c, 2013; Guerrini et al. 2021).

A set of accelerometers was installed to monitor a total of 43 DOFs, complemented by
a system of HD cameras which recorded the displacements of passive markers fixed on the
longitudinal (East and West) walls. The specimen’s natural vibration period was found to
be 7=0.13s (f=7.35 Hz) and was associated with OOP gable movements. The specimen
was tested in the longitudinal (N-S) direction under five acceleration records based on the
April 15, 1979, Montenegro earthquake (Ulcinj-Hotel Albatros station), generating OOP
displacement of the gable facades. Specimen damage progression is detailed in (Kouris
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et al. 2019). Spandrel cracking was detected during Tests 01-03 (0.07g to 0.32g PGAs),
particularly in spandrels at the lower storey and at the ends of upper-storey spandrels. Dur-
ing Test 04 (PGA=0.51g), the IP and OOP cracking developed to a greater extent: spandrel
cracks increased in width at both storeys, and severe OOP cracking of the facades also
developed. Base gable cracks were observed. A further test with a PGA=0.63g led to the
activation of the failure mechanism, which was characterized by slight overturning of the
two gables — connected by means of the ridge beams — and IP mechanisms for piers and
spandrels. Testing was temporarily stopped to install tie-rods and to check structural perfor-
mance in a retrofitted configuration; subsequent results were not simulated within this study,
so they are not discussed below.

5.2 AE model description

The specimen considered in this study was also a subject of previous numerical investiga-
tions based on EFM (Tomi¢ et al. 2021) inverse engineering in a FE framework (Kouris
et al. 2022), and rigid multi-body dynamics (Costa et al. 2015). An AEM model of a sub-
assemblage, coinciding with the elements involved in the collapse mechanism, was also
developed in (Morandini 2022). In (Tomi¢ et al. 2021), masonry walls were discretised
into piers, spandrels and rigid joints according to EFM principles; notably, the employed
macro-element formulation accounted for OOP behaviour, which is not typically addressed
in EFM. Diaphragm IP stiffness was accounted for by means of a linear elastic ortho-
tropic membrane with an equivalent shear stiffness value G, taken according to (FEMA
356 2000) formulations. In (Kouris et al. 2019), masonry walls were modelled by means
of deformable 8-node solid elements, with two-node beam elements and four-node shell
elements being used to simulate beams and planks, respectively. Nonetheless, that study
was aimed at capturing the experimental modal evolution described in (Kouris et al. 2019)
through model updating, so it did not delve into advanced fracture and damage simulation.
In (Costa et al. 2015), a system of rigid macro-blocks and nonlinear interfaces was devel-
oped according to the experimental crack pattern and subjected to the last experimental
shaking-table record (PGA=0.63g). The AEM model developed in (Morandini 2022) was,
similarly, aimed at capturing the activation of the collapse mechanism under PGA=0.40g.
Interestingly, the numerical model included damage originated in previous test runs (PGA
0.05g to 0.30g) by reducing tensile strength and cohesion along crack edges. However, the
model only included structural portions involved in the overturning mechanism, that is,
the roof, the upper part of the South fagade, the gable and second storey spandrels of the
longitudinal fagade. Therefore, the present study is the first attempt to capture the complex
experimental response of the selected building specimen via an advanced, full-scale discon-
tinuous numerical model (see Fig. 9). Admittedly, the mechanical response of URM ele-
ments and structures is known to be strongly influenced by masonry bond pattern; see, e.g.,
the discussion in (Szabo et al. 2023). Thus, an inaccurate modelling of URM bond pattern
may significantly affect numerical accuracy. This recently motivated some researchers to
explore the possibility of automatic or semi-automatic generation of high-fidelity discon-
tinuous models, based on image processing (e.g., Milani et al. 2013; Griesbach et al. 2024).
However, due to the lack of high-quality vision data, a choice was here made to simulate
the slightly irregularly coursed masonry texture of the specimen by means of regular 8-node
rigid elements (200 x 125x320 mm?® in size). Preliminary analyses were first carried out
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Fig. 9 AE model developed for the EUCENTRE full-scale specimen

at pier scale, benchmarking the numerical model against experimental results described
in (Magenes et al. 2010b), hence showcasing the suitability of this approach. Given that
the walls developed monolithic behaviour, no cross-sectional meshing was adopted, sig-
nificantly reducing computational burden. Corner interlocking was simulated by means of
125 %350 x 320 mm?® elements, arranged in a staggered pattern along the vertical axis. Tim-
ber lintels and the structural members of both the floor and roof systems were explicitly
modelled according to their actual spacing and size; planking was also considered by means
of an idealised discretisation. Increased density was assigned to plank elements to account
for distributed additional masses. Such detailed modelling of the diaphragms was pursued
as the interaction between timber members and masonry elements had been proven, both
experimentally and numerically, to significantly influence both damage propagation and
gable displacement capacity (Tomassetti et al. 2019; Calo et al. 2021). This detailed model-
ling of the building specimen resulted into 3,463 rigid elements with 20,778 DOFs. This
derived from modelling of 2,634 stone units (including 148 corner units), 128 elements for
timber lintels, 176 elements for floor joists, 100 elements for floor timber boards, 340 ele-
ments for roof structural members, and 85 elements for roof planking.

The masonry behaviour in tension, shear and compression was modelled following the
approach discussed in Sect. 2.2. After some preliminary simulations, experimentally based
strength values were complemented with stiffness properties for roughly dressed stone
masonry listed in the Italian Building Code (D.M. 17.01.2018, Circolare n°7,21.01.2019) to
match dynamic properties. The timber material behaviour was described by means of nonlin-
ear quasi-brittle constitutive models, following a study by (Khorsandnia and Crews 2015).

@ Springer



4736 Bulletin of Earthquake Engineering (2025) 23:4719-4753

The timber tensile strength, compressive strength, Young’s and shear moduli were assigned
values taken from the Italian Building Code (D.M. 17.01.2018, Circolare n°7, 21.01.2019)
for D24 timber class. This was inferred from average timber density, calculated according
to total weights given in (Guerrini et al. 2021). Planks were assigned an equivalent shear
stiffness G,,, which was based on values for single-sheathing boards simply nailed on top
of joists (FEMA 356 2000). It is noted that such a value matches those used in (Costa et al.
2015; Tomi¢ et al. 2021; Kouris et al. 2022). To avoid any unrealistic stress transfer between
the diaphragm and load-bearing walls, a gap was introduced between planking and masonry.
Due to the lack of information concerning the nailed connections, some assumptions had to
be made with regards to nails number, diameter and positioning. The nail stiffness k., was
taken according to Eurocode 5 (EC5 2004) by considering couplets of 3 mm diameter nails,
whereas experimental values of yielding load F, and peak load F},,,, were assumed accord-
ing to (Dolan 1992). Finally, given the uncertainty about nail distribution and spacing, a
simplified approach based on distributed equivalent springs was implemented, converting
nail load—displacement relationship into equivalent stress—strain relationships. The material
properties applied to the calibrated numerical model are summarised in Table 3, in which
values derived from the referenced experimental works (Magenes et al. 2010a, b, ¢, 2013)

are marked with *.
5.3 AE analysis results

A first set of analyses was carried out at pier scale to calibrate masonry material proper-
ties. Experimental results described in (Magenes et al. 2010b) were taken as reference, as
the tested piers were assembled using the same materials and bond pattern of the full-scale
building. The experimental behaviour of specimen CT02 was taken as a benchmark, due to
the availability of applied load protocol, backbone curve, and damage propagation data. The
specimen was 2.5 x 2.5 x 0.32 m® in size (length x height x thickness) and was first subjected
to 0.20 MPa pressure. Axial loads were then kept constant in the later testing phase, dur-
ing which the cantilevered specimen was subjected to cyclic displacements with increasing
magnitude on top, reaching a peak load and maximum displacement respectively equal to
154 kN and 15 mm (corresponding to 0.6% horizontal drift). The same boundary conditions
were implemented within the numerical model of the pier, where masonry was discretised
through 8-node rigid elements (200 x 125 x 320 mm?® in size). Both the numerical and physi-
cal specimens experienced diagonal shear failure; a comparison between the experimental
response, here shown in terms of envelope curve, and the simulated cyclic response can be
observed in Fig. 10a. While no calibration was needed with regards to strength and inelastic
parameters, elastic properties had to be decreased by about 40% to capture initial lateral
stiffness. Such considerable reduction could be justified by over-stiffening effects which
may occur within discontinuum-based numerical approaches such as AEM, which are well
documented in the literature on the topic (Malomo and Pulatsu 2024). It is worth pointing

Table 3 Mechanical properties employed within the numerical model

Material/component p E G f, fi=c i
[kg/m?] [MPa] [MPa] [MPa] [MPa] [-]
Unreinforced masonry 2,207* 1,500 500 3.28% 0.137* 0.57
D24 Timber 590* 10,000 700 21 14 0.40
Planks 590%* 7,000 12 16 7.2 0.40
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Fig. 10 Comparison between experimental and numerical data with regards to: a load-displacement re-
sponse and b relationship between horizontal drift and crack width

out that the calibrated values of £ and G fit well with those recommended in the Italian
Building Code (D.M. 17.01.2018, Circolare n°7, 21.01.2019) for this masonry typology. A
further comparison can be drawn with regards to crack widths; indeed, residual crack width
values along the diagonals were measured in (Magenes et al. 2010b) at the end of each load-
ing phase. As can be seen from Fig. 10b, the average numerical values approximate their
experimental counterparts with maximum errors in the 20% range, generally overestimating
them.

Based on such preliminary results, building scale analyses were then performed. The
full-scale model accuracy was first evaluated in terms of total mass, achieving a 3.7% dif-
ference to the analytical estimate. Then, eigenvalue analyses were run to match the experi-
mental dynamic behaviour by calibrating masonry stiffness accordingly. Both experimental
and numerical first modes of vibration point to significant OOP gable top displacements,
coupled with significant diaphragm distortions. However, a 23% overestimate of natural
frequency was found when using experimental masonry stiffness properties; error margin
dropped to 3% when adopting the values calibrated at pier scale, which yielded a natural
frequency of 7.61 Hz. It should be noted that stiffness values similar to those adopted here
(E=1,500 MPa, G=500 MPa) were also used in the numerical sub-assemblage AEM model
validated in (Morandini 2022), who adopted £=1,130 MPa and G=395 MPa. The model
was then subjected to the experimental shaking-table records. As the sampling frequency of
the instrumentation was 960 Hz, time step was set to 4¢=1/960Hz=0.001s, resulting in a
total of 120,000 steps to simulate the five 25-s-long records. Analyses were run using a 16
GB RAM, AMD Ryzen 7 4700U (2 GHz) processor-equipped machine and took about 9 h.
An overall fair agreement in displacement trend and peak response values was found both
for intermediate (Fig. 11a, Test 3, PGA=0.31g) and high (Fig. 11b, Test 5, PGA=0.63g)
acceleration values. Test 5 inelastic PRD in near-collapse conditions was captured with 4%
error. A deviation between experimental and numerical results was observed in terms of
residual displacements, due to a circa 5 mm permanent sliding of the spandrels and support-
ing lintels within the numerical model, which can be observed in Fig. 10b from circa 15 s
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onward. The numerical and experimental multi-linear envelopes are shown in Fig. 12. While
the numerical model developed a stiffer response in the first cycles, a better agreement was
obtained in later stages. Indeed, the numerical model achieved a near-collapse condition
during Test 5 (PGA=0.63g). Maximum capacity was estimated in about —4% error, and
residual capacity (both in the positive and negative directions) is appreciably close to its
experimental counterpart. Experimental damage progression, as described in (Kouris et al.
2019) was also captured: at the end of Test 3 (PGA=0.32g), cracking phenomena mainly
involved the spandrels according to experimental observations. In the subsequent tests, the
numerical model also experienced major cracking within the main gable fagade, in good
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agreement with experimental evidence. Ultimately, in Test 5 (PGA=0.63g), the OOP and
IP damage observed experimentally could be reproduced with good agreement by plotting
cracked springs (see Fig. 13), that is, springs which failed in tension and/or shear but may
still withstand compressive loads.

It is worth noting that the numerical crack pattern was able to capture experimental dam-
age of both the East and West fagades, mainly concentrated at spandrel ends and, at first
storey, within the spandrels themselves (see spandrels W-7 and W-8). Rocking failures of
West fagade piers were also captured (see piers W-2 and W-6). With regards to OOP dam-
age, numerical crack pattern highlights the occurrence of a gable mechanism in the North
fagade, though the numerical model did not capture the sub-vertical crack passing through
the gable. The sub-vertical crack in spandrel N-5 was also captured, particularly at spandrel
end rather than close to the centroid. The crack at the base of Pier N-1 was also hinted at.
With regards to the South facade, the model was able to capture its gable sub-vertical crack;
however, base gable cracks were not captured. This may be due to early sliding failure
between the ridge beam and the South gable, which may have reduced coupling between
the two gables and pre-empted full development of an overturning mechanism for the South
fagade. Other differences may be explained by the variability of material properties and the
effects of bond pattern irregularities, which could not be captured through a deterministic
approach (see, e.g., (Pulatsu et al. 2023a). Nevertheless, it should be noted that these dis-
crepancies do not seem to have undermined the numerical model’s performance in terms of
PRDs, displacement trend, and global shear capacity.

It is also noted that this benchmark was considered also in other studies based on dif-
ferent modelling strategies. However, no direct comparison can be drawn with regards to
(Costa et al. 2015; Kouris et al. 2022), as both studies had a different focus and did not delve
deep into fracture mechanics nor cumulative damage simulation. Some considerations can
be drawn, however, with regards to (Tomi¢ et al. 2021), who made use of EFM to simulate
the specimen’s damage progression and failure mechanism. With regards to displacement

North Fagade West Fagade South Fagade East Fagade
| |
: E5S
S-2 E-3 [ E4

Fig. 13 Comparison between the experimental crack pattern sketch, adapted from (Guerrini et al. 2021),
and the numerical cracked springs distribution. Only crack widths larger than 2.5 mm are shown)
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behaviour, a comparison is only possible in terms of PRDs, which were captured with com-
parable accuracy within both studies. The EFM model also captured the specimen’s collapse
mechanism, but detailed damage simulation within macro-elements themselves could not
be achieved, as it could instead be in a discontinuum framework such as the AEM approach
used in the present paper. Indeed, a good agreement was also obtained by the AEM sub-
assemblage model developed by (Morandini 2022), both in terms of failure mechanism
and displacement time history. Interestingly, the sub-assemblage model was also able to
capture the overturning of the South gable, which was not captured here due to reduced
coupling between the masonry and the ridge beam. Nonetheless, it should be noted that the
sub-assemblage model was subjected to a single ground motion record, with PGA=0.40g
and damage accumulated by the physical specimen during previous test runs being deter-
ministically incorporated within the AEM model. This may hold significant implications
with regards to the predictive capacity of the model. In the present study, on the other
hand, damage progression and accumulation were explicitly accounted for, starting from an
undamaged condition, showcasing the suitability of the AEM in satisfactorily reproducing
the experimental behaviour in terms of displacements, damage accumulation and failure
modes.

6 Sensitivity of seismic performance and damage to masonry quality
6.1 Assumptions

The validated model was further investigated to assess variations in seismic performance
and collapse mechanisms of the reference building, considered representative of Italian ver-
nacular architecture, as a function of masonry quality. Therefore, such a sensitivity analysis
allowed testing the AEM’s capability in predicting complex failure mechanisms of URM
buildings subjected to strong ground motion, accounting for the role of masonry quality and
associated properties. Furthermore, this also offered the opportunity to test the suitability
of novel damage measures, based on explicit cracking simulations, in seismic performance
assessment of URM buildings. To this aim, the reference values of masonry mechanical
parameters calibrated over the experimental results in (Magenes et al. 2010c) were sub-
jected to £10% variations till £50% as outlined in Table 4. All masonry properties were
amplified or de-amplified at once, to deterministically account for masonry quality varia-
tions due to the scatter in constituents and workmanship. This resulted into a range of mate-
rial properties which, in agreement with the (Circolare n°7, 21.01.2019), can be seen as
representative of various regularly and irregularly coursed stone masonry typologies found
in existing Italian buildings.

Ground motion recorded during August 24th, 2016, Amatrice earthquake was taken
as a reference strong shaking for collapse analysis. Based on specimen geometry and the
input ground motion characteristics, simulations are expected to yield complex OOP fail-

Table 4 Mechanical properties Value E G £ f,
. . . . <
Zrc:;lls}lgiesred within the parametric [MPa] [MPa] [MPa] [MPa]
Lower bound 750 250 1.64 0.07
Reference 1500 500 3.28 0.14
Higher bound 2250 750 4.92 0.21

@ Springer



Bulletin of Earthquake Engineering (2025) 23:4719-4753 4741

ure mechanisms, to be then compared with actual field data discussed in (Fiorentino et al.
2018; D’Ayala et al. 2019). Acceleration time histories recorded by AMT station (Amatrice,
42.632460° latitude, 13.286176° longitude, 950 m elevation, type B soil according to ECS8)
was selected due to station proximity (approximately 3 km) to the rupture fault. The original
record duration is 27.89 s, with a sampling interval 4¢=0.005 s. The two horizontal accel-
eration components were characterised by PGA values equal to 0.87g and 0.38g, respec-
tively. The two time-history records (Fig. 14) are referred to as ‘strongest’ and ‘weakest’,
respectively, with reference to the absolute peak values.

Both records were applied simultaneously and two analyses per numerical specimen
were run, rotating the ground motion components by 90° while keeping the same orienta-
tion. The aim was two-fold: (i) to generate stronger OOP loads on either the gables or the
longitudinal walls, depending on the direction of the strongest acceleration record; and (ii)
to observe a higher number of damage and/or collapse configurations. Therefore, the vari-
ability in ground motion direction and mechanical properties led to a total of 22 analyses
and multiple damage configurations. Analyses were run using a 16 GB RAM, AMD Ryzen
7 4700U (2 GHz) processor-equipped machine and took approximately 1 h each.

6.2 Proposal for novel crack width-based damage measures

The appealing feature of AEM to explicitly account for damage spread and fracture phe-
nomena motivated the formulation and testing of crack width-based damage measures.
According to the adopted constitutive laws, failure criteria and post-failure mechanical
behaviour, spring strains produce finite displacements, which can be easily extracted from
the AEM model in Extreme Loading for Structures software (ASI2021). Thus, performance
assessment in terms of damage spread and severity becomes possible, provided that mean-
ingful damage measures are identified. In this study, damage propagation in the masonry is
accounted for through a Crack Propagation Ratio (CPR) defined as per Eq. 5:

n
CPR = N Q)

where n is the sum of URM springs in either cracked (springs incurring into tensile fail-
ure, with residual compressive and frictional strength) or separated (strain norm exceeding
separation strain &) state, and NV is the total number of URM springs. CPR can be consid-
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Fig. 14 Acceleration time histories input for August 24th, 2016, Amatrice earthquake (AMT station)
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ered as a local damage index because it ranges between 0 and 100% and, in the hypothesis
of regularly spaced rigid elements, is directly proportional to cracked masonry volume.
The definition of DMs able to quantify cracking severity, on the other hand, may not be
as straightforward to define, as they are conditional on the adopted grading criterion. A
widely adopted framework in seismic damage assessments is that provided by the European
Macro-Seismic Scale (EMS-98, Griinthal et al. 1998), which categorises damage into five
damage grades (from Grade 1, negligible to slight damage, up to Grade 5, complete or
near-complete collapse). However, a notable shortcoming of EMS-98 lies in its reliance
on qualitative descriptions of damage. In this respect, it should be noted that, while crack
widths may be taken as quantitative indicators of structural damage, their relationship with
the residual load-bearing capacity or safety of structures is not yet fully explored and under-
stood. Further research into the topic is indeed required before crack width-based damage
grading criteria may be introduced. Indeed, researchers have only recently begun tackling
the issue of damage grading of URM structures within discontinuum frameworks (Korswa-
gen et al. 2019; Sarhosis et al. 2021). For instance, in (Korswagen et al. 2019), a dimen-
sionless damage parameter y was introduced and normalised based on crack number and
width. A notable shortcoming lies in this parameter having been calibrated only for crack
widths lower than 5 mm, that is, for slight damage conditions. It should also be consid-
ered that accounting for crack number may require the implementation of user-defined sub-
routines and lead to misleading results due to crack coalescence occurrence (which would
yield a lower crack number, and thus lower damage grading). In (Sarhosis et al. 2021), the
proposed dimensionless damage parameters account for both slip and tensile failures, as
well as achievement of ultimate drift, thus being mainly aimed at [P damage grading. Fur-
thermore, damage parameters are normalised based on crack lengths, which retrieval may
again require user-defined sub-routines. To overcome the issues above, a simpler approach
is proposed in this study and is based on simple mechanical observations on URM behav-
iour, coupled with a repairability-based approach. A negligible to slight damage condition
was associated with principal tensile strains between cracking strain ¢,,— defined as the ratio
between tensile strength and Young’s Modulus — and an ultimate tensile strain ¢, , associated
with complete bond degradation. Ultimate tensile strain is defined according to Eq. 6 as a
function of tensile strength f,, tensile fracture energy G’ and crack bandwidth 4, resulting
into crack widths between 0.1 mm and 0.2 mm, that is, the minimum crack widths (so-called
“hairline cracks”) observed by naked eye (Burland and Wroth 1974; Reagan et al. 2018).

2G*
Et,u = Tft (6)

According to (EC6 2005), crack widths lower than 10 mm may be sealed through mortar
repointing or cement grouting; thus, this was taken as a further crack width threshold to
denote a slight damage condition. Wider cracks may require more substantial intervention,
such as stitching or resetting units within new mortar. Excessive unit sliding over cracked
joints may then compromise stability, as displacements larger than 1/6 of unit length L or
1/6 of unit thickness ¢ may result into a loss of alignment, occurrence of additional bending
onto already cracked joints, localised unit crushing due to excessive axial stresses, and pos-
sible buckling or collapse under OOP loads. Accordingly, the transition from moderate to
severe damage condition is here associated with a 33 mm crack width (1/6 of unit length),
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which is associated in turn with the numerically calibrated separation strain value g,=0.15.
In this study, a choice was made to consider four different damage levels —negligible, slight,
moderate and severe — associated with the approximate principal tensile strain values and
crack width thresholds outlined in Table 5.

By considering the ratio between the number m of springs in any of these given condi-
tions, and the total number of failed springs n, four novel Damage Ratios can be introduced
as follows: Negligible Damage Ratio (NDR); Light Damage Ratio (LDR); Moderate Dam-
age Ratio (MDR); Severe Damage Ratio (RDR). This makes damage parameter normalisa-
tion more straightforward. Furthermore, both slight and severe damage is accounted for,
regardless of whether this is due to IP or OOP failures. Thus, although overall damaged
volume may be estimated through CPR (Eq. 5), severity of such damage can be attributed
to four separate damage ratios and accounted for by means of damage indexes comple-
mentary to each other. When coupled with repair or reconstruction unitary costs, DMs thus
conceived may be used to assess economic losses due to extension and severity of dam-
age. Furthermore, while such damage measures are here adopted to grade damage spread
and severity at the end of the analysis, these could also be used to grade cumulative dam-
age within methodologies such as Incremental Dynamic Analysis (IDA) or within fragility
assessment frameworks.

6.3 Challenges and opportunities in crack width-based damage grading

As previously noted, residual crack widths are an easily monitorable and measurable damage
indicator, both via simple tools such as crack gauges, as well as more advanced, visual data-
based methods; see (Korswagen et al. 2019, 2020; Asjodi and Dolatshahi 2023). Indeed,
damage grading approaches based on residual crack width are commonly used in structural
engineering, particularly after events like earthquakes, to assess structural condition. For
instance, FEMA 306 guidelines (1998) provide different residual crack width thresholds,
distinguishing between shear and flexural failures at macro-element scale, with reference
to four different damage conditions (insignificant, moderate, severe and extreme). A similar
approach is pursued in the AeDES guidelines (Baggio et al. 2007), which notes different
crack width threshold depending on damage level and the observed failure mechanism.
However, both referenced guidelines do not provide thresholds for higher levels of dam-
age, relying instead on a phenomenological description (e.g. attainment of crushing, fail-
ure mechanism activation, and so on). The relationship between failure mechanism, crack
width severity and distribution, and macro-element-scale residual stiffness and strength is
in fact, as previously noted, yet to be thoroughly explored. To this aim, several works have
been developed with an aim to establish correlations between residual crack width, maxi-
mum and/or residual macro-element drift and damage state attainment; see (Magenes et
al. 2010b; Korswagen et al. 2019; Rezaie et al. 2021; Asjodi and Dolatshahi 2023). Future
developments in these regards may significantly contribute to the applicability and reliabil-

Table 5 Pri_ncipal tensile str ain Damage description ~ Strain range Approximate crack width
and approximate crack width [%] [mm)]

ranges adopted within the pro-
posed damage grading procedure

Negligible to slight ¢, <e<g, =0.09 0<w<0.20

cr—

Light 0.09<£<4.60 0.20<w<10.00
Moderate 4.60<e<15 10.00<w<33.00
Severe e>g=15 w>33.00
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ity of crack-width-based damage grading, and may also be pursued via advanced numerical
modelling, as shown by the developments here discussed.

According to the previously referenced guidelines (FEMA 306, 1998; Baggio et al. 2007),
in the presence of a complex crack pattern, damage severity classification is governed by the
widest crack. It is noted, however, that maximum crack width may be significantly larger
than the average width of a series of parallel cracks, and may thus be, depending on crack
pattern features, better suited to describe localized damage, rather than element-scale or
building-scale damage severity. A further shortcoming resides in crack widths being often
only measurable on the outer faces of a masonry element, and, hence, not being able to fully
describe the internal damage condition of double leaf or rubble core masonry walls. Similar
issues also apply to plastered elements; interesting developments have been discussed, in
these regards, in (Calderini et al. 2015), which aimed at developing correlations between
structural damage and damage on artistic assets. A similar experimental investigation has
also been carried out in (Rezaie et al. 2021).

Despite the limitations discussed above, residual crack widths remain, however, a practi-
cal and widely applicable proxy for damage assessment, offering a balance between sim-
plicity, accessibility, and meaningful correlation with structural performance, particularly
when integrated with an understanding of crack patterns, failure mechanisms, element-scale
deformation parameters and complementary diagnostic methods.

6.4 Analysis results

The parametric analysis yielded multiple post-earthquake damage configurations, ranging
from complete collapse to moderate damage conditions and some degree of residual load-
bearing capacity being retained, depending on the activated failure modes. An analysis of
the observed damaged configurations at the end of time-histories was performed. Complex
failure mechanisms, resulting from a combination of elementary failure mechanisms at ele-
ment or wall scale, were observed. The failure mechanisms at element or wall scale are as
follows (Fig. 15): (a) IP response, associated with spandrel flexural failure; (b) second sto-
rey rigid body overturning; (c) second storey spandrel overturning; (d) corner overturning,
possibly involving adjacent spandrels: (e) gable failure due to overturning mechanism or
lintel stability loss. Such collapse mechanisms are in good agreement with those recorded in
(Fiorentino et al. 2018; D’ Ayala et al. 2019). Transition from IP- to OOP-dominated behav-
iour was observed under —10% variation in reference mechanical properties. The occur-
rence of OOP failures in lower quality masonry specimens is in good agreement with field
data (Fiorentino et al. 2018; D’Ayala et al. 2019), according to which poor-quality mortar
joints, poor connection between walls and floors, poor cross-sectional connections and poor
wall-to-wall connections were the main causes of OOP mechanism activation. Nonetheless,
it should be noted that the latter two aspects could not be here captured due to modelling
assumptions; indeed, the numerical modelling of rubble masonry and multi-leaf masonry
with rubble cores is an aspect which calls for further investigation, especially within dis-
continuum modelling techniques (Adhikari and D’ Ayala 2020; Malomo and Pulatsu 2024).

It should be noted, again, that these elementary collapse mechanisms may combine
with each other, leading to quite complex failure patterns. Figure 16 details one of such
instances, that, is, the simultaneous NE corner and W fagade overturning at the second
storey, which was observed to occur for the lowest quality model (reference mechanical
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Fig. 15 Elementary collapse mechanisms observed at the end of nonlinear time histories

properties decreased by 50%) in both loading scenarios (that is, regardless of whether higher
PGA values acted transversal or parallel to the facades). The combined effects of the pitched
roof thrust and transversal ground motion activated an OOP response of both the NE cor-
ner macro-element (Fig. 16a) and the West facade pier and spandrel elements at the upper
storey (Fig. 16b). This caused, in turn, the loss of support for the roof itself (Fig. 16c),
leading to debris impacts with the timber floor and floor failure. The final configuration can
be observed in Fig. 16d. Post-processing of AEM results, based on filtering of separated
elements according to their coordinates and volume, allowed the prediction of both inward
(4.5 m*) and outward (5 m®) debris projection, resulting in approximately 33% loss of total
structural volume.

The activation of second-storey wall overturning mechanisms (Fig. 15b) was found to
yield severe consequences, due to either the loss of support to roof structures or URM debris
projection over timber floors. Indeed, if spreader beams along longitudinal walls retain sim-
ple end support conditions, roof collapse may be prevented. Inward projection of URM
debris may still cause severe damage to the floors, causing their collapse and likely causing
many fatalities. It is noted that also gable failures (Fig. 15¢) may trigger progressive col-
lapse scenarios, due to loss of support to roof elements. By contrast, whenever OOP mecha-
nisms did not activate and/or roof connections did not fail, a more IP-dominated response
emerged through spandrel flexural failures. It seems thus apparent that lack of structural
redundancy within roof members and OOP failure activation may play a significant role
in collapse occurrence. Correlation between masonry quality, crack propagation and crack
severity can be qualitatively observed in Fig. 17, where damage distribution at the end of the
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b)

Reference - 50% Reference Reference + 50%

Fig. 17 Distribution of undamaged (green), negligibly damaged (yellow), lightly damaged (orange), mod-
erately and severely damaged (red) URM over specimen undeformed configuration

analysis performed under PGA, = 0.87g and PGA, = 0.38g is plotted over the undeformed
configuration for models with —50% variation (Fig. 17a), reference values (Fig. 17b) and
+50% variation (Fig. 17¢) of masonry quality, respectively. Both West wall and NE corner
overturning mechanism can be observed in Fig. 17a, whereas effects of masonry quality
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Fig. 18 Variability of the proposed novel damage parameters as a function of masonry quality varia-
tions: a CPR variability in both loading scenarios; damage severity ratios for b strongest ground motion
intensity along X-direction (PG4, = 0.87g, PGA, = 0.38g) and c strongest ground motion intensity along
Y-direction (PG4, = 0.38g, PGA, = 0.87g)

increase on the extent of undamaged masonry (green) and damage localisation within span-
drels can also be detected in Fig. 17b and c.

Remarkable differences in structural performance are outlined by the previously intro-
duced damage measures, CPR (Crack Propagation Ratio), NDR (Negligible Damage Ratio),
LDR (Light Damage Ratio), MDR (Moderate Damage Ratio) and SDR (Severe Damage
Ratio). Figure 18a details CPR variability as a result of negative (down to -50%) and posi-
tive (up to +50%) variations with respects to reference mechanical properties. The model
with reference mechanical properties achieved CPR values approximately equal to 67% in
both loading conditions. The CPR varies between 88% (50% decrease in masonry quality)
and 48% (50% increase in masonry quality). A clear trend emerges between increasing
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masonry quality and a reduction in damaged masonry volume, regardless of whether the
stronger ground motion is oriented parallel (PGA, = 0.87 g, PGA, = 0.38g) or perpendicular
(PGA, = 0.38g, PGA, = 0.87¢g) to the longitudinal walls in the X-direction. Figure 18b and
c highlight that the higher the masonry quality increase, the higher the extent of negligibly
damaged masonry volume, that is, the share of hairline cracks (w<0.2 mm); positive varia-
tions in mechanical properties can in fact be observed in association with a rise in NDRs.
By contrast, both LDR and MDR do not seem significantly influenced by masonry quality;
however, when coupled with a global reduction in CPR as a function of masonry quality,
these hint at a reduction of both slightly and moderately damaged masonry volume. Ulti-
mately, SDR can be observed to sharply reduce under —10% variation in masonry qual-
ity, which was also observed as a threshold between OOP-dominated and IP-dominated
response. Transition values of masonry properties were identified as follows: E=1,350
MPa, G=350 MPa, f. = 2.95 MPa, f, = 0.12 MPa. It should be noted that these values are
conditional on specimen geometry, boundary conditions and input ground motion, so care
should be paid before their possible use as a general reference.

Counter-intuitively, SDR seems to gradually increase as a function of masonry quality,
so its nature as a relative indicator should be taken into account to understand this phenome-
non. This is consistent with a transition from OOP-dominated to IP-dominated mechanisms
and such IP-dominated behaviour is characterised by damage localisation at spandrel ends,
in the form of flexural cracks. A susceptibility to experience larger crack displacements in
those areas was also observed, both in the referenced experimental campaign (Magenes et
al. 2010c), the numerical simulation of the experimental tests, and the sensitivity analysis
discussed in this section. By increasing masonry quality, the number and extent of severely
opened cracks progressively tends to settle onto a fixed value, which represents the head
and bed joints involved in the spandrel flexural cracks. The stabilisation of the number of
severely opened cracks (denoted by m), coupled with a reduction in the number of failed
springs (denoted by n), leads to an increase in SDR.

Based on the above discussion, AEM simulations were able to highlight potential failure
mechanisms of non-symmetrical URM buildings with flexible diaphragms under strong bi-
axial ground motion. The role of masonry quality into the occurrence of OOP failure mecha-
nisms was highlighted, as well as the impact of low structural redundancy associated with
floor and roof systems on the occurrence of progressive collapses. Given the same geometry
and boundary conditions, an increase in values of mechanical properties played a key role
in delaying the onset of overturning failure mechanisms to higher levels of ground motion
intensity, allowing the numerical specimens to develop an IP-dominated behaviour by con-
centrating damage within spandrels. This was also captured through the crack width-based
DMs proposed in this study, which were able to track progressive reduction in both damage
spread and severity as a function of increasing masonry quality.

7 Conclusions
URM buildings subjected to severe loading conditions develop a quasi-brittle response,
which is often characterised by OOP mechanisms and complex failure sequences. This study

aimed at investigating the suitability of Applied Element Method (AEM) to realistically
simulate the expected near-collapse and beyond-collapse behaviour of URM assemblies
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and buildings. A micro-modelling approach was adopted, lumping material nonlinearities in
unit-to-unit contact springs. The experimentally observed shaking-table response of URM
specimens with different masonry type, size and geometry was then simulated. The vali-
dated models were then used into a sensitivity analysis to assess the variability in the struc-
tural response of non-symmetrical buildings, subjected to strong biaxial ground motion,
as a function of deterministic variations in masonry quality. The following findings can be
drawn:

e Good numerical-experimental agreement was observed at both wall assembly and build-
ing scales, in terms of displacement time histories, collapse loads, damage progression,
and failure mechanisms.

o Compared with other continuum-based and discontinuum-based modelling strategies,
the AEM was also able to accurately predict the overall volume involved in the col-
lapse mechanism, as well as debris trajectories. This holds significant implications with
regards to the use of the AEM as a predictive tool, to support building and urban scale
resilience assessments.

e URM axial and tangential stiffness parameters had to be significantly decreased to cap-
ture experimental displacements and/or frequencies; this was also observed in other
AEM numerical studies and may hint at an over-stiffening effect. It should indeed be
noted that, within discontinuum methods, the number of contact points may signifi-
cantly affect global stiffness, as pointed out in (Malomo and Pulatsu 2024). To work
around the issue while keeping in check contact point number, and hence computational
burden, calibration procedures such as those described in (Malomo et al. 2018) may be
used, adjusting elastic parameters to match theoretical or experimental system stiffness.

e Acceleration capacity and failure mechanisms were captured through experimental
strength values, which is not always the case in AEM-based numerical studies. This
may be explained by the choice of fracture energy-based softening laws over the brittle
failure models often adopted in the AEM. Such a conclusion is consistent with outcomes
of DEM studies, such as (Pulatsu et al. 2019; Pulatsu 2023), while dealing with the
simulation of quasi-brittle mechanics via advanced elasto-softening constitutive laws in
tension, compression and shear. Thus, the use of fracture energy-based softening laws
within an AEM framework should be encouraged to improve accuracy and to reduce
calibration efforts.

e The sensitivity analysis enabled both the identification of recurrent elementary mecha-
nisms and the simulation of their complex interactions. A transition from an OOP-dom-
inated response to a more IP-dominated response was observed under —10% decrease
in reference masonry quality. Progressive collapse instances were observed under lower
masonry quality models, because of OOP failure occurrence and lack of redundancy of
floor and roof structures.

o Novel damage measures were introduced to explicitly account for cracking propaga-
tion and severity. As expected, an inverse proportionality was found between extent of
cracked URM volume and masonry quality. To that aim, a Crack Propagation Ratio was
proposed based on the occurrence of tensile and/or shear failures. Damage severity was
then quantified through residual crack widths and a repairability criterion based on code
provisions and simple mechanical criteria.
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Future developments of this study might include the use of the proposed damage measures
to predict direct economic losses in the form of repair costs. Potential limitations of this
approach may, however, lie in the lack of a more nuanced damage grading — able to more
accurately consider, for instance, cracking effects over element stability and load-bearing
capacity — as well as in the inability to account for failure propagation within floor and roof
systems. Further studies may thus focus on such aspects, as well as the development of a
damage grading criterion that might be consistent with those typically used in seismic dam-
age assessment (e.g., EMS-98 scale).”
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