An introduction to the a posteriori error analysis of
parabolic partial differential equations
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Abstract

This article provides a brief introduction to the a posteriori error analysis of
parabolic partial differential equations, with an emphasis on challenges distinct from
those of steady-state problems. Using the heat equation as a model problem, we
examine the crucial influence of the choice of error norm, as well as the choice of
notion of reconstruction of the discrete solution, on the analytical properties of the
resulting estimators, especially in terms of the efficiency of the estimators.
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1 Introduction

The numerical approximation of partial differential equations (PDE) is crucial in many
scientific and engineering fields. Ensuring the accuracy of the approximate solutions
necessitates robust error control by a posteriori error estimators, which provide com-
putable bounds or estimates for the discretization error based on the computed solution
and problem data, without requiring knowledge of the exact solution. The error esti-
mators are also central ingredients in the design of adaptive algorithms, which aim to
achieve gains in computational efficiency and prescribed error tolerances. The purpose
of this expository article is to present a brief, accessible, and relatively self-contained,
introduction to this topic. With this purpose in mind, we use as a model problem the
heat equation

Ou—Au=f inQx(0,7T),
u=0 ondQx (0,7), (1.1)
u(0) =wup in Q,

where Q is a bounded open set in R?, d > 1, which we assume to have a Lipschitz
boundary, and where T" > 0 is the final time. The assumptions on the data will be
made precise below. We do not assume that the reader is familiar with the current
research literature. Instead, we only assume that the reader has some foundations in
the analysis of parabolic PDE and Bochner spaces, as can be found in many books, such
as [24, 33, 52].

The analysis of a posteriori error estimators for time-dependent PDE poses a num-
ber of challenges that are not typically encountered for their steady-state counterparts.
There is not only a very wide range of possible choices of numerical methods, both
with regards to temporal and spatial discretization, but even for a chosen method, there
can be significant additional complications, such as mesh-adaptation in between time-
steps [9, 13, 15, 26, 29]. In addition, there are many approaches and techniques to the
derivation and construction of the a posteriori error estimators. To mention only a few,
there are techniques based on dual problems [15, 28], elliptic reconstructions [31, 32],
energy type bounds [5, 39], or inf-sup stability of the problem [19, 20, 26, 50]. However,
the purpose here is not to review the breadth of possibilities in the literature. Instead,
the focus is on some fundamental aspects that are relevant to essentially all numerical
computations and estimation techniques for parabolic problems.

The first focal point that we consider is the effect of the choice of norm in which
to measure the error. For parabolic problems, there is a plethora of norms in which



one can measure the error. We are particularly interested in those functional settings
that are connected to an inf-sup stable formulation of the problem, so that there is an
equivalence between the norm of the error and a (usually noncomputable) dual norm of
the residual. In these cases, the question of efficiency of the estimators seems particularly
relevant, yet turns out to be a rather challenging one. The problem, as we detail below,
is that the same estimator (more precisely, the temporal jump estimator) appears in the
corresponding upper bounds on the error for various norms of the error, yet it is known
from counter-examples (c.f. Example 4.7 below) that it is not an efficient estimator for all
of these norms. Furthermore, for some norms where some efficiency results are available,
the question of locality of the efficiency bounds is also more complicated than for steady-
state problems. The second issue that we wish to focus on is perhaps more subtle and
easy to overlook. For many time-stepping schemes, such as the implicit Euler method,
there is an element of choice in how to reconstruct a discrete function that extends the
computed values at the time-step points to the whole time interval. Hence there is some
flexibility in the precise notion of numerical solution that is to be compared against the
exact solution. For instance, two popular choices in the case of the implicit Euler method
are a piecewise constant-in-time reconstruction, and a continuous piecewise affine-in-time
reconstruction. Yet there is generally no unique answer, for all problem data, as to which
provides the smaller error (see Example 4.2 below). Furthermore, the efficiency of the
same estimator can depend crucially on the choice of reconstruction of the numerical
solution (c.f. Example 4.7 below showing how, depending on the problem data, the
estimator might vastly overestimate the error for either one of the reconstructions).
Therefore, we hope that this expository work will help our reader to better navigate
the landscape regarding the relationship between the error estimators and the various
possible choices of norms and also choices of notion of numerical solution. We also aim
to further clarify the issue of efficiency of the estimators, as this is an aspect of the
analysis that has been a challenge for many works in the literature. In order to highlight
how many of the central issues result from time-discretization, we first consider the semi-
discrete setting where the problem is discretized only with respect to time. Then, to show
how the features of the analysis extend to the fully discrete setting, we also consider the
fully discrete setting where space is discretized by a conforming finite element method.
In order to make the presentation as brief, accessible and self-contained as possible, it has
been necessary to make some selections on choices of topics. One direction that we do not
discuss is mesh adaptation between time-steps, which requires a more technical analysis.
We refer the reader instead to the research literature mentioned above for further details
on this matter. We also do not cover here several other possible norms for the error, such
as L2(L?), L=(L?) or L=(L*°) norms, and instead refer the reader to [11, 14, 16, 28, 32,
46, 49]. We also do not go into details on other choices of numerical methods, such as
other time-stepping methods, especially higher-order methods [2, 4, 19, 20, 34, 35, 42],
or nonconformity of the spatial discretization [22, 27, 36]. Despite its importance, the
choice of estimators to handle the spatial discretization is not the central focus here, so
in the fully discrete setting, we consider only the equilibrated flux estimators, since it
allows for some essential results to be quoted succinctly from the literature, which will



be especially useful for the treatment of the L?(H') and energy norms. However, other
spatial estimators, such as residual-based estimators, could also be considered. Finally,
we also do not consider extensions to more general parabolic problems, for instance
problems with lower-order terms, although we note that the setting of the analysis
generalizes via inf-sup stability for some equivalent norms with time-dependent weights

(c.f. [38]).

2 Setting and notation

2.1 Sobolev and Bochner spaces

For a nonempty, bounded, open set w C R? d > 1, and an integer m > 1, let
LP(w;R™) denote the space of Lebesgue measurable vector-fields v: w — [—o0, 00]™

such that [[v|| e rm) = (fw]v|pdx)% < oo. For the case m = 1, we abbreviate
LP(w) == LP(w;R™), and likewise for its norm. For the case p = 2 and general inte-
ger m > 1, we shall use the shorthand notation |||, and (-,-), to denote respectively
the standard norm and inner-product for both scalar- and vector-valued functions on w,
where the arguments of the norms and inner-product will distinguish between the scalar
and vectorial cases. Let the Hilbert space H'(w) := W1?(w) denote the usual Sobolev
space of functions in L?(w) with first-order weak partial derivatives also in L?(w). The
space H'(w) is equipped with the norm

ol 7 ) = 0l + V0l Vo € H (w), (2.1)

where Vv denotes the gradient of v. Let H}(w) denote the closure of C$°(w) in the space
H'(w), where C§°(w) denotes the space of real-valued infinitely differentiable compactly
supported functions on w. Note that for w bounded, the Poincaré inequality implies that
the mapping v + ||Vv||,, defines an equivalent norm on H}(w), see [1, Corollary 6.31,
p. 184]. Let H~!(w) denote the dual space of H}(w), with norm

(P, 0) 1 () H ()

[®]l -1y ==  sup Vo € H '(w), (2.2)

veH )\ {0} Vol

where (-, ) 1) x 1 (w) 18 the duality pairing between HYw) and H}(w). To simplify

the notation, for the special case where w = Q the domain in (1.1), we shall drop
the subscript and simply write (-,-) to denote the duality pairing between H~!(Q) and
Hg ().

For a bounded open set w C RY the space L?(w) can be canonically embedded
into H~!(w) through (W, V) g-1@yxmiw) = (w,v)e for all v € Hi(w). The density
of H}(w) in L?(w) implies the injectivity of the embedding L?(w) into H !(w); i.e.
<w,v>H_1(w)XHé(w) =0 for all v € H}(w) if and only if w = 0. Thus the spaces H}(w),
L*(w) and H™1(w) form a Gelfand triple, with H}(w) C L*(w) C H!(w), where each
embedding is continuous, compact, dense and injective, see also [52, p. 262].



In the following, we frequently consider Bochner spaces consisting of functions that
map a bounded open interval I C R into various Sobolev spaces over some spatial
domain w. Although we state here some of the main definitions of these spaces and
mention some basic properties, the reader may find a more comprehensive introduction
in [24, Ch. 5], [52, Ch.4], and in [53]. Let V be a real Banach space. The space LP(I; V)
is the space of all strongly measurable functions v : I — V such that [|v]|zs(1;1) < 00,
where

1
lollzogry = {Uf””“)”@dt)p - PE[Loo) (23)
esssup;c|lv(t)|lv, p=oc.

The main examples of Bochner spaces that we will use below are the spaces L?(I; H (w)),
L*(I; L?(w)) and L?(I; H~'(w)). We note that, if 1 < p < oo, the spaces LP(I x w) and
LP(I; LP(w)) are isometrically isomorphic to each other; however this does not extend
to the case p = oo, see [41, p. 24]. The notion of weak derivatives extends to Bochner
spaces, see [24, p. 285]: in particular, for v € LP(I;V), we say that v has weak time
derivative w € L'(I; V), and we write ;v := w, if and only if

/ ()b (1)dt = — / wt)o(t)dt Yo € Co(I), (2.4)
I I

where the integrals in (2.4) are V-valued Bochner integrals, see [24, p. 650] and [52,
p. 388] for a definition. Using the fact that (@, [; v(t)dt)y-xv = [[{(®,v(t))v+xydt for
allv e LY(I;V) and ® € V*, c.f. [24, p. 650], and the Hahn-Banach Theorem, it can be
shown that (2.4) is equivalent to

/I (@, 0(8)) vy Ar(t)dt = — /I (@ W)y d(B)dt, VB EV*, Vo CE(I). (25)

The space H'(I; V) is the space of functions in v € L?(I; V) that have weak time deriva-
1
tive Oy € L*(1; V). Anormon H*(I; V) is given by [[v]| g1,y = ([7llv]IF + |0w]1F-dt) 2.

2.2 Function spaces for parabolic PDE

We start by defining several function spaces that will be of special use in the analysis.
First, let
X = L*0,T; H} (Q)). (2.6)

Since 2 is bounded, we shall equip X with the norm ||-||x defined by
T
ol = / IVol2dt Vo e X. (2.7)
0

We also let Z := X x L?(f2) denote the product of the spaces X and L?(€2). A norm on
the space Z is defined by

1
lvl% = llvl% + §HUT||% Vo = (v,vr) € Z. (2.8)
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Note that the choice of a factor of 3 before the term [vr[/3 in (2.8) is motivated by
the emergy norm on the solution of the heat equation, which we will consider in later
sections. Next, let

Y = L*0,T; H}(Q)) n H (0, T; H1(Q)), (2.9)

where, to be clear, the space Y is the space of functions ¢ such that ¢ € X =
L%(0,T; H}(Q)) and, after taking the embedding from H}(€2) into H () as described
above, then also ¢ € H(0,T; H-1(2)). A possible choice of norm on Y is given by

o \/H‘PH%{ + HgoH%Il(I;H_l(Q)), although see (2.10) below. It is known that Y is con-

tinuously embedded in C([0,T]; L%(R)), see [24, p. 287], and thus we can define a more
suitable norm on Y for the purpose of a posteriori error analysis for (1.1), given by

T
ot = [ (10l +IT0IR) e+ oD Veey:  (@10)

It will be seen in Section 3.1 below that the choice of norm (2.10) leads to optimal
constants in the analysis of the inf-sup condition for the bilinear form associated to
the heat operator in (1.1), which is advantageous for the goal of obtaining quantitative
bounds on the error. Note that the final term in the right-hand side of (2.10) is finite as a
result of the the continous embedding Y  C([0,7T7]; L?(£2)), and thus ||-||y is well-defined

and is moreover equivalent to \/||\|§( + Hqul(

LH-1(Q))

Moreover, the continuous embedding of Y in C([0, T]; L*(2)) also implies that we
can define several useful subspaces of Y with conditions at the initial and final times. In
particular, we define the spaces

Yoi={p €Y, p(0) =0}, Yr:={peY. o(T)=0}, (2.11)

which denote respectively the subspaces of function in Y that vanish at t =0 and t =T
We leave Y| equipped with norm ||-||y defined in (2.10) above, but we shall equip Yp
with the norm |||y, defined by

T
lll3, = /0 (1060110 + IV I3 ) dt + 0(0) B Vo € Yo (2.12)

We will also consider the norm ||-||y,sym on the space Y defined by

T
I llysym = / (N0l 10 + 99112 ) t + e (O)I3 + llp(DIIE Ve ey,  (213)

The notation ||-||y.sym reflects the fact that this norm is invariant with respect to reversal
of the time variable, i.e. the map Y 5 ¢ — (T — -) is an isometry under the norm
|-[ly,sym- This invariance property will play an important role later in Section 4.4 for
the analysis of bounds for the energy norm of the error.



2.3 The heat equation

Returning to the heat equation (1.1), we shall suppose throughout this work that f €
L?(0,T; H71(Q)) and that ug € L?(€2). Then, it is well-known that (1.1) admits a unique
weak solution u € Y that solves

(Opu(t),v) + (Vu(t), Vu)g = (f(t),v) Yo € H}(Q), forae. te (0,T), (2.14)
and u(0) = up, see for instance [24, 33, 52]|. Recall that (-,-) denotes the duality pairing
between H~1(Q) and H{ ().

3 Inf-sup stability of the heat equation

3.1 Inf-sup stability: L*(H')N H'(H') norm

We first consider the inf-sup stability of the heat equation (1.1) when considering the
solution in the space Y = L?(0,T; H*(Q)) N H(0,T; H~1(£2)). We start by defining the
bilinear form By : Y x X — R by

T
By (p,v) = /0 (Oup,0) + (Yo, Vo)a) dt, (3.1)

where ¢ € Y and v € X are arbitrary functions. Then, the problem (1.1) admits the
following weak formulation: find u € Y such that u(0) = up and such that

T
By (u,v) :/0 (f,v)dt Vv e X. (3.2)

The well-posedness of (3.2) is well-known and can be shown by Galerkin’s method [24,
52]. The following result states an inf-sup stability result for the bilinear form By for
the above spaces equipped with their respective norms.

Theorem 3.1 (Inf-sup identity). For every ¢ € Y, we have

2
|so||%:[ sup DY@ o), (3.3)

vex\foy IIvllx

Proof. For a fixed ¢ € Y, let w, € X be defined by (Vw,, Vv)q = (Orp,v) for all
v € H}(Q), a.e. in (0,7), which implies the identity |lw.|% = fOTHf)tc,oH%I_l(Q)dt. Fur-
thermore, we have

T
By (¢,v) = /0 (V(wse + ), Vu)o dt = (ws + ¢, v)x, (3.4)

where (-,-)x denotes the inner-product on X. Thus the Cauchy-Schwarz inequality
implies that sup,e x\ {0y By (¢, v)/[|v]|x = [[ws + ¢[|x. The desired identity (3.3) is then



obtained by expanding the square

T
s+ oll% = /0 19 (s + )[4 dt
T 2 2
— /0 (IVewsld + 2(Ven, Vo + [Vol2) dt

T
= [ (10l + 20000, + V1R at
— el = le(0) 3,

where we note that we have used the identity fOT 2(0p, p) dt = |l(T)|13 — [l(0)|13. O

Theorem 3.1 immediately implies the following identity for the Y-norm of the solution
of (1.1)

T
lul? = /0 L2 gyt + o (3.6)

Indeed, this follows from the fact that X*, the dual space of X = L2?(0,T; H3(Q)), is
isometrically isomorphic to L?(0,T; H~1(Q)).

3.2 Inf-sup stability: L?(H~!) norm

The heat equation (1.1) can also be given a variational formulation that casts the time
derivative onto the test functions. In particular, let the bilinear form Bx: X x Y - R
be defined by

T
Bx(v, ) = /0 [ (Bu, 0} + (Yo, Vio)al dt Yo € X, o € Vi (3.7)

Then, the model problem (1.1) admits the following weak formulation: find v € X such
that

T
Bx(u,p) = /0 (f. ) dt + (up, 9(0)) Voo € Y- (3.8)

Note that in (3.8), the initial condition u(0) = wg is expressed as a natural condition,
appearing in (3.8), rather than as an essential condition imposed by the choice of solution
space. Note also that in general, the weak formulation (3.8) can be extended to more
general source terms f € Y} the dual of Y7, however for the sake of simplicity we shall
restrict ourselves here to the case f € L?(0,T; H (Q)), and thus the solution of (3.8)
is equivalently the solution of (3.2).

Theorem 3.2 (Inf-sup identity). For every v € X, we have

BX(,U790)
lvl|lx = sup ———.
eevr\{or ll®llyr



Proof. Let R: v — v(T — -) denote the time-reversal mapping for functions v € X. It
is clear that R : X — X is an isometry with |Rv|x = ||v||x for all v € X, while
R : Yr — Y is an isometry with |[Re|ly = |¢l|ly, for all ¢ € Yr. Observe also that
By (Ry,v) = Bx(Ruv, ) for all v € X and all ¢ € Y. Therefore, Theorem 3.1 implies
that

_ _ By (Rp,v) _ Bx(Rv,¢) _ Bx (v, ¢)
lellyy = [Relly = sup ———F = sup ———"" = sup —————.
veX\{0} vl x veX\{0} vl x vex\{o0} 0] x
(3.10)
Note that in passing to the last identity in (3.10), we have simply substituted v = Rv
and used the isometry identity ||Rv||x = ||v]|x above. Next, we immediately obtain

from (3.10) the lower bound

B
lollx > sup Bx (v, )

Vv € X. (3.11)
eevm(or llellyr

To obtain the converse bound, let ¢, € Y7 denote the solution of

T
Bx (w, ¢x) :/ (Vw, Vv)odt VYw € X.
0

This problem can simply be seen as a backward-in-time heat equation with final time
condition ¢.(T) = 0. Hence, we have |[v||% = Bx(v,¢.) and (3.10) implies that
llosllyy = |lv]|x. This immediately shows the upper bound

B
lollx < sup Bx (v, ¢)

Yo e X, (3.12)
eevmfor lellyr

which completes the proof of (3.9). O
It follows from Theorem 3.2 that the solution u of (1.1) satisfies

HUHX = sup foT(f, cp)dt - (uo,gp(()))g
oeYr\{0} lellyz

(3.13)

3.3 Inf-sup stability: energy norm

A very commonly used approach to the analysis of parabolic problems such as (1.1) is to
consider testing the weak formulation of the equation with the solution. It is well-known
that in the case of (1.1), the solution u satisfies the identity

1 T T 1
ull% f=2HU(T)II?z+/O ||VU||522dt=/O (f,U>dt+§HuOll?z- (3.14)

This leads to stability results in what is often called the energy norm ||u|| g defined above.
The name energy norm here is used in reference to the relation between the concept of



energy of the corresponding stationary problem and the principle of testing the equation
with the solution. However, the issue with starting the analysis from (3.14) is that, in
most cases, it is not clear how to obtain sharp bounds on the term f0T< fyu)dt in the
right-hand side of (3.14). To overcome this issue, we present here a different approach
that places the energy norm of the solution within the framework of an inf-sup identity
that relates the energy norm to a suitable dual norm of a bilinear form. This leads
to sharper a posteriori error bounds for numerical approximations as shown in later
sections.

To begin, we shall make use of a useful alternative formula for the norm |-||ysym
that was defined in (2.13) above.

Lemma 3.3. We have the identity

T
o1 eym = 20(D)II + /0 10+ A)pl3 1oyt Vo e Y, (3.15)

Note that in (3.15), A: H}(Q) — H~(Q) denotes the Laplacian operator.

Proof. Let ¢ € Y be arbitrary and let R : Y — Y denote the time-reversal map Ry =
©(T" — -). Theorem 3.1 implies that

2
BY(R907U)
lellsy = I Relly = [ sup  ———=| + [[(Re)(0)]&

vex\{o}  IIvlx

T
- /O 10 + A)plZ -1 + k(DR (3.16)

We then obtain (3.15) from (3.16) and from the identity [¢]|3- ., = ¢35, + lo(T)[&-
O

Recall that the space Z = X x L?(2) was defined in Section 2.2 above. Define the
bilinear form Bz : Z x Y — R by

T
By(v,9) = (vr, o(T))a + /0 (—(Dup, ) + (Vip, To)g) dt, (3.17)

for all v = (v,vr) € Z and all ¢ € Y. The following theorem states the inf-sup identities
for the bilinear form By.

Theorem 3.4 (Inf-sup identities). We have the identities

B
Sup Z(’U7QO) — H,UHZ V'U c Z, (318&)
eev\(0} lellv,sym
Bz(v,
sup Z200) o Veey. (3.18b)

vez\joy vz
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Proof. We start by showing that
[Bz(v, )| < [Jv]lzl[¢llysym Yv e Z, VpeV. (3.19)

It follows from the definition of the H~!(€2)-norm in (2.2) that

/OT (—=(0sp,v) + (Ve, Vo)q) dt‘ = /OT —(Byp + A@a’l))dt‘

. (3.20)
T 5 2
< ([ 10w+ 8t ol

1
for any ¢ € Y and v € X, where we recall that ||v||x = <f(;‘F||Vv||?2dt> *. Hence, the
Cauchy—Schwarz inequality applied to the terms in Bz (v, ¢) shows that

1
2

1
1 2 2 2 2 4 2
Beto. o) < (ghorll + 1ol ) (210 + [ 100+ Aelhait) (g5
= ol

where we have used Lemma 3.3 in passing to the second line above. This yields (3.19).

Next, let v = (v,vr) € Z be arbitrary, and let ¢, € Y be the unique solution of the
backward parabolic problem: find ¢, € Y such that ¢, (T) = %vT and Oyps + Ay = Av
in (0,7). Then, it is clear that Bz (v, ) = [lvr|3 + |v]|% = ||[v||3. Furthermore, using
Lemma 3.3, we have

T
1
loull¥ sym = 2ll(T) I3, +/0 100 + A@ll1(oydt = gllvrllg + ol = vl (3.22)

Thus we obtain (3.18a) from the above identities and the upper bound (3.19). To
show (3.18b), we take v, = (v,v7) with v = (=A)"Y (=) + ¢ € X, and vr =
2¢(T) € L?*(), and we perform similar computations to find that ||v||z = ||¢[ly,sym and
Bz(v,p) = \|g0H§/7sym. This shows (3.18b). O

We now show how to apply Theorem 3.4 to the heat equation (1.1). After testing
(1.1) with a test function ¢ € Y and integrating-by-parts in time, we see that the solution
u solves

T T
(U(T),w(T))QJr/O (—(8t<p,u>+(Vu,ch)Q)dt:/0 (f,0)dt + (uo, £(0))a, (3.23)

for all ¢ € Y. Note that similarly to the weak formulation (3.8), the formulation (3.23)
involves casting the time derivative onto a test function; however in (3.23) we allow
¢ € Y\ Yr, ie. we do not require the test functions to vanish at the final time 7'

11



Upon defining u := (u,u(T)) € Z, it follows that (3.23) can be written equivalently as
Bz(u, @) = fOT(f, ©)dt + (ug, ¢(0))q for all p € Y. Hence (3.18a) implies that

1 T
Jully = Sl + [ IValar

= |ul = [ ST, ) dt + (uo, 9(0))a 2 (3.24)

sup
oY\ {0} [ lly,sym

This gives an alternative characterization of the energy norm in comparison to (3.14)
above. As is clear from the proof of Theorem 3.4, the function ¢ that achieves the
supremum on the right-hand side of (3.24) is generally not the same as u, which offers
some explanation as to difference between using (3.24) over (3.14) as the starting point
for the analysis of the energy norm.

Remark 3.1 (Bibliographical remarks). The analysis of the heat equation in terms of
inf-sup stability has appeared in various forms in [17, 19, 20, 43, 47, 48]. To the best of
our knowledge, the analysis of the energy norm presented above is original.

4 Discretization in time

In this section we first consider the effects of the temporal discretization of (1.1), without
any spatial discretization. This leads us to considering the a posteriori error analysis for
a semi-discrete method. Our motivation for considering the temporal discretization first
is to highlight some key aspects of the analysis that can be expected to hold regardless
of any later choice of spatial discretization. In this section we shall temporarily assume
that ug € H}(2) in order to avoid some technical matters unrelated to the main ideas;
this assumption will be later removed in the following sections once spatial discretization
is also introduced.

4.1 Implicit Euler Discretization

The implicit Euler method as a finite difference method. The implicit Euler

method is frequently derived from a finite difference approximation of the time derivative

term in (1.1). From this point of view, the discretization is introduced as follows: let

{tn}gzo, for some integer N > 1, denote a strictly increasing sequence of time-step

points, with tg =0 and ¢t =7T. Let 7, = t, — t,—1 > 0 denote the time-step length.
For each n € {1,..., N}, let H}(Q) 3 u, = u(t,) be defined by

(Un—Unl ,v> + (Vtn, Vo)g = (fa,v) Vo € HY(Q), (4.1)
Q

Tn

where wug is the initial datum from (1.1), and where H=1(Q) > f, ~ f(t,) is some
approximation of the source term which we discuss shortly below. Note that the existence
and uniqueness of the approximations u, € H}(Q), n € {1,..., N}, follows easily from
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the Lax—Milgram Theorem applied to a sequence of elliptic variational problems in the
space HJ(Q).

Remark 4.1 (Choice of f,,). In the following analysis, we allow for some flexibility in the
choice of f,,. A traditional choice for f,, is simply the time-point value f(t, ), however this
might not be well-defined for general f € L%(0,T; H=*(92)) due to possible discontinuities
in time. A more general alternative is to let f,, be the mean-value of f over the time-
interval (t,—1,ty), i.e.

IR -

fn=— f(tdt € HH(Q). (4.2)

Tn tn—1
Observe that f,, is thus well-defined for any f € L?(0,7; H 1(Q2)). We do not require
that f, to be defined by (4.2) for all of the following results, although sharper results

can sometimes be obtained specifically for the case where (4.2) holds.

When viewed in the form (4.1), the implicit Euler method defines approximations
of the solution at the time-points {tn}nNzo. However, for the purposes of a posteriori
error analysis, the values of the time-point values {un},]:fzo of the approximation must
be extended to a function on the whole time interval (0,7"). Indeed, the relevant norms
for the analysis, which were introduced in the previous sections, require the error to be
defined at least at almost every point in the time interval (0,7"). For the case of the
implicit Euler method, there are at least two natural, and closely related, approaches
to the construction of such functions from the time-point values of the approximations.
We consider each approach in turn.

Piecewise constant in time reconstruction. Given the time-points {tn}ﬁfzo, let
I, :== (tp—1,t,) denote the associated n-th time-interval. Note that {E}nNzl is a partition
of [0, 7). Let VI denote the space of functions v: [0, 7] — H}(Q) that are left-continuous,
and also piecewise constant with respect to the time partition. Note that functions
v € VI have a well-defined value v(t) € HZ(Q) for all ¢ € [0, 7], and moreover functions
that agree a.e. in (0,7) are not identified. The notation V; reflects the fact that we are
considering here a forward evolution problem. Then, given the approximation {u,}Y_,
defined by (4.1), we define u, € VI as the unique left-continuous piecewise constant
function that equals u,, on the time interval I,,, and satisfies in addition u(0) = ug. Note
that u, € X, but in general u, is discontinuous so u, ¢ Y. Also, the left-continuity of
u, ensures that u,(t,) = u, for each all time n € {0,..., N}, i.e. u; agrees with the
time-point values {u,})_, at the time-points {t,}2_,.

Continuous piecewise affine in time reconstruction. Alternatively, we can con-
struct a continuous piecewise affine-in-time function from the time-point values. Let U,
be the unique continuous function that is piecewise affine in time with respect to the
time intervals {I,})_; and that equals u, at time t,, for all n = 0,...,N. In other
words, U, satisfies

U, (t) = L= tn_lun + tn = tun_l Yt e I,.

Tn Tn
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Note that in particular, U;(0) = up. Owing to the simplifying assumption that uy €
HE(Q), it follows that U, (t) € H}() for all t € [0, 7). Since U, is continuous, it follows
that U, € H'(0,T; H}(Q)) C Y. Note that the weak time-derivative of U, is piecewise
constant with respect to the time intervals {In}fyzl, and thus 0;U, € V, and we have

QUL (t) = =L Vi e (ty1,ty), Yn € {1,..., N}, (4.3)

Tn

Note that the two reconstructions u, and U, can each be recovered from the other: first,
we have u,(t,) = U,(t,) for all n € {0,..., N}, and U, can be obtained from u, and
from ug by interpolation. The following identity for the difference will be useful later

th, — 1
Tn

ur(t) = Uy (t) =

(U — Un_1) VEE (tn_1,tn], Vne{l,...,N}. (4.4)

The implicit Euler method: variational formulation. We now show that the
implicit Euler method (4.1) can be seen as a discretization of (3.2), involving both the
piecewise constant reconstruction u, and the continuous piecewise affine reconstruction
Ur. Let f, € L?(0,T; H-1(Q2)) be defined by f.(t) = f, for all t € (tn_1,tn), n €
{1,...,N}. Thus f; is piecewise constant in time, similar to functions in V.. With f;
thusly defined, we see that (4.1) is equivalent to

DU (1), 0)0 + (Vur(t), Vo) = (f-(t),v) Vo € HE(Q),Vt € I, (4.5)

for each n =1,..., N. Since 0;U,, u, and f; are all also piecewise constant in time, we
then see that (4.5) is equivalent to the global-in-time form
T T
/ (AU, v)0 + (Vay, Vo)) dt = / (o 0)dt Vo€V, (4.6)
0 0

where V. denotes the space of H}(Q)-valued functions that are piecewise constant with
respect to {I,}Y_,, i.e.

V; = {v e L*0,T; Hy()): v|r, € Po(In; HY(Q) Vne{l,...,N}}, (4.7)

where Po(I,; HE(Q)) denotes the space of piecewise constant functions in time with val-
ues in H}(2). The global-in-time form (4.6) should then be compared with the continu-
ous problem (3.2). We can either view (4.6) as a conforming but inconsistent method for
the continuous piecewise affine approximation U, or as a nonconforming method for the
piecewise constant and generally discontinuous approximation u,. As we aim to make
clear in this tutorial, whichever point of view one takes, the inconsistency/nonconformity
of the temporal discretization is the source of many of the challenges for the analysis of
a posteriori error bounds.
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Comparison of the reconstructions. It is natural to ask which of two reconstruc-
tions u, and U, provides the better approximation of the exact solution uw. This turns
out to be a subtle question, even for comparing these approximations only in the norm
of X = L?(0,T; H}(2)). On the one hand, supposing that a problem is fixed where
u € HY0,T; H}(2)) and assuming the data f is sufficiently well-approximated, e.g.
if (4.2) holds, then it is known from a priori error analysis that ||u—u.||x and ||u—U; | x
both have an overall first-order rate of convergence with respect to the time-step sizes,
which is known to be sharp from computational experiments. Thus, in many cases, both
yield the same rate of convergence in the small time-step limit. On the other hand,
such results from a priori error analysis are by nature asymptotic, and do not answer
the question for any given fixed temporal discretization. If instead, we fix the time-step
size, and vary the problem to be solved, then it turns out that there can be significant
differences between ||u — u,||x and ||u — U;| x. We illustrate this issue concretely with
the following example.

Ezample 4.2. Consider the ordinary differential equation ' + Au = 1 on (0,1), with
u(0) = 0, where A > 0. The exact solution is then u(t) = % for all t € [0,1]. This
problem can be thought of as arising from a parabolic PDE after a transformation to
Fourier modes, and suitable scaling of the parameters. The solution u is approximated
by the implicit Euler method using as single time-step of length 1. Thus u,(t) = 1%\
and U, (t) = 1%\ for all ¢t € [0, 1]. Then, direct calculations show that

lim [|u — Ur||L2(0,1)

=0, 4.8
A—=oo [|u— Uzl 20,1 (48)

so u, is asymptotically a better approximation of u than U, for large A\. However, for
small A, the situation is reversed since

lim Ju— UT”L2(0,1) _

0, 4.9
A0 o — e 220 (4.9)

so U, is asymptotically a better approximation of u than u, for small A.

The conclusion of Example 4.2 is that there is generally no definitive answer to
the question of comparing these two approximations, since either u, or U, might be the
better approximation, depending on the problem data. Furthermore, it follows from (4.8)
and (4.9) that it is not possible to bound either ||u — u,||x or ||u — U;||x in terms of the
other with constants that are robust with respect to parameters of the problem and the
discretization. We will see later in Section 4.3 that this issue has important repercussions
concerning the efficiency of the error estimators when comparing the a posteriori error
analysis in the X norm.

4.2 A posteriori error analysis in the L*(H') N H'(H!)-norm

Since U, defined in (4.3) belongs to the space Y, it is natural to consider the error
|lu — U;|ly. The analysis that follows reveals that the error ||u — U, ||y is closely related
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to the temporal jump estimator 1y defined by

1
N

2
Tn
ns = s — Urllx = (Z Y s un_1>||a) . (1.10)

n=1

Note that the second identity in (4.10) above follows from (4.4). The name of jump
estimator derives from the fact that 7y measures the difference in the X-norm between
the generally discontinuous in time function w, with the continuous in time function
U, with the difference determined by the temporal jump u, — u,_1 occurring at the
time-step point ¢,_1, foreachn=1..., N.

Theorem 4.1. Suppose that ug € H}(Q). Then

Hu - UTHY <ns+ Tosc,7,Y5 (4.11)
nJ < Hu - UTHY + Tosc,T,Y 5 (412)
where the data oscillation Nosc,ry is defined by Nosery = |If — frllL2(0,7:8-1(02))-

Proof. We start by defining the residual Ry : Y — X* defined by
<RY(SD)7'U>X*><X = BY(U - QD,’U) VQD € Y? Vv € X7 (413)

where By is defined in (3.1) above and where (-,-)x+xx denotes the duality pairing

between the dual space X* and X. The dual norm of the residuals is naturally defined

by [[Ry ()l x+ = sup,ex\{o} %. Theorem 3.1 implies the following equivalence

between the error and dual norm of the residual:
lu— ol = IRy ()%« + luo — 0(0)[[&; Ve €Y. (4.14)

Recalling that U-(0) = up = u(0), the equivalence between error and residual in (4.14)
then implies that

lu = Ul = IRy (U5~ + lluo — U (0)|[E, = [|Ry (Ur) %~ (4.15)

We compute the residual Ry (U;) to find that

T
(Ry (Us), 0) xoxxt = /O (F,0) — (BT, v) — (YU, Vo)l dt

T T
—/0 [(f—fT,v)—|—(V(uT—UT),Vv)Q]dt+/O (Fr,0) — (iU, 0) — (Vur, Vo)o] dt
—0 by (4.5)

T T
=/ (f- fT,v>dt+/ (V(u; —U;),Vu)odt Vv e X. (4.16)
0 0

Then, recalling that X = L2(0,T; H}(f2)), we observe that fOT(V(uT —U;),Vu)adt is
the inner-product in X between u, — U, and the test function v € X. Therefore, we
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apply the Cauchy-Schwarz inequality to the last line of (4.16) to find that | Ry (U;)||x+ <
17 +Nosc,r,y. Combined with (4.15), this implies the upper bound (4.11). To prove (4.12),
let v = u, — U,, noting that v € X owing to the hypothesis ug € H}(Q). Then,
using (4.16), we have |ju, — U ||% = (Ry (Ur), v)x*xx — fOT<f — fr,v)dt, which implies
that ||u; — Ur||x < [|[Ry(U;)||x* + Nosc,r,y- This yields (4.12) after using (4.15). O

Remark 4.3 (Case of vanishing data oscillation). Theorem 4.1 immediately implies that
in the case of no data oscillation, i.e. if f = f., then we have the identity

lu = Urlly = 7. (4.17)

In other words, the estimator n; is then exact for the Y-norm error. As we shall see
in the following sections, this connection further remains important also in the fully
discrete setting, although additional estimators arising from the spatial discretization
will also appear.

Remark 4.4 (Local-in-time lower bounds). In order to keep the presentation simple, we
have shown the efficiency bound (4.11) as a global-in-time bound, i.e. over the whole
time-interval (0,7'). However, it is possible to show that the efficiency is also local in
time, in particular

/I IV (ur — Ur) [t < / (100w = Un)llz-10) + IV (w = U)o+ 11 = Frll (o]t

’ (4.18)
for each n € {1,...,N}. We leave the proof of (4.18) as an exercise to the reader, see
also [19].

Since Theorem 4.1 allows for general choices of f;, the data oscillation term | f —
frll20,7;5-1() appears on the right-hand side of both (4.11) and (4.12). In particular,
this leaves open the possibility that the jump estimator may significantly overestimate
the error in the case where the data oscillation is dominant in these bounds. However,
sharper results can be shown in the special case where f, is given as the temporal
mean-value of f, c.f. (4.2), as shown in Theorem 4.2 below.

Theorem 4.2 (Error-dominated oscillation). Suppose that ug € HE(Q) and that f, is
given by (4.2). Then

IV (e = U3+ 1~ frl3os e < C /I (100w = U1y + 9 = U1

(4.19)
for eachn € {1,..., N}, where C is some constant independent of any other quantities.

In

Proof. We sketch the proof since it follows some of the ideas in [19, Proof of Theorem 5.1].
The main idea is to choose the semi-discrete test function v € V., in (4.6) to be given
by vl, = un — un—1 and v vanishing on (0,7) \ I,. Note that ug € H}(Q) implies that
v € X in the case n = 1. Also, observe that [} [|Vo|[{dt = 3 [} [[V(ur — Uy)[[3dt as
a consequence of (4.4). Then, the definition of f. in (4.2) and the fact that v € V,
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is constant-in-time implies that fOT( friv)adt = fOT (f,v)dt. Thus, we obtain from (4.6)
that

2
/ |V (u, — U ||3dt = 3/ (V(u, —Us,), Vo)odt
I, In

2
-3 /1 [4F:2) = (O v)o — (U5, Vo] (4.20)
2

-2 /I (B, (u— U), o) + (V(u — Uy), Volo] dt.

This shows that | 1 IV(ur—Ur) |2,dt is bounded by the right-hand side of (4.19). Then,
we re-arrange (4.16) for general v € X to find also that fIan - fT||%{,1(Q)dt is also
bounded by the right-hand side of (4.19). O

Remark 4.5 (Bibliographical remarks). A lower bound for the jump estimator similar
to those in (4.12) and (4.18) was first shown by Verfurth in [50], in the case of a fully
discrete approximation using the 6 method in time, which includes the implicit Euler
method as a special case. The approach adopted in [50] towards proving the bound
is substantially different to the one shown here, leading to a constant that possibly
depends on the shape-regularity of the spatial meshes. The analysis for the temporal
jump estimator was later improved by Ern, Smears & Vohralik in [19], which treats more
general discontinuous Galerkin (DG) time-discretizations of arbitrary order, and which
includes the implicit Euler method as a special case. In particular, the lower bound for
the jump estimator given in [19, Theorem 5.1] features an explicit efficiency constant
that is independent of the spatial discretization and that is robust with respect to the
temporal polynomial degree. The lower bound of Theorem 4.2 that removes the data
oscillation from the right-hand sides appears to be original. Theorem 4.2 showcases an
example where the data oscillation term is dominated by the error, in a similar spirit to
the work of Kreuzer & Veeser in [30] for elliptic problems.

4.3 A posteriori error bound for the L?(H')-norm

We now turn to the bounding the L?(H')-norms of the error, namely ||u — u,|x and
|lu—U:||x. We shall consider both of these quantities, since, depending on the situation,
either u, or U, might be the better approximation of u in the X-norm, see Example 4.2.
Note that the previous section on the a posteriori error bounds for the Y-norm, where
it is recalled that Y = L2(0,T; H}(2)) N HY(0,T; H~1(Q)) immediately yield, at least
in some sense, upper bounds on the error in the X-norm, with X = L2(0,T; H}(Q)).
However, as will be seen below, a more direct approach yields sharper results, especially
in terms of the data oscillation. Recall that the temporal jump estimator n; is defined
in (4.10) above.

Theorem 4.3. Suppose that ug € H}(Q) and that f, is given by (4.2). Then

||u - UTHX <ns+ Tosc,,X » (4213)
Hu - UTHX S ny + nOSC,T7X7 (421b)
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where the data oscillation Nosc r,x 15 defined by

T
f - f‘m dt
Nosc,r,X = Sup fo < SO> .
oeYr\{0} lellyz

(4.22)

Proof. We detail the proof of (4.21a), and we leave the proof of (4.21b) as an exercise
to the reader. We define the residual functional Rx: X — [Y7r]* by

(Rx(v), ) yp)xyr = Bx(u—v,p) Yve X, VpeYr. (4.23)
Theorem 3.2 implies that
lu—vllx = [Rx (@)l o € X. (4.24)

Considering the residual (Rx (ur), (p>yjf><yT for arbitrary ¢ € Y, we find that

T
(Rx(ur), )vzxyvy = /0 [(f, ) + (Oep, ur) — (Vur, Vip)al dt + (uo, 9(0))a

T
- / (a0 — (OWUr. ) — (Vur, Vig)a) dt
0 =0 by (4.5)

T
T / Bty —Up) + (f — fro)] df, (4.25)
0

where we have used the identity based on integration-by-parts in time:

T T
(up, 9(0))2 = / (Brp, Uyt / (O, o)t Vg € Yr. (4.26)
0 0
We now use the Cauchy—Schwarz inequality to bound
T
/0 [(Orp, ur — Ur)|dt < [ollyz [lur — Urllx. (4.27)

where it is recalled that |||y, is defined in (2.12) above. Therefore, the equivalence
between error and residual (4.24) implies that

(Rx(ur), P)yzxvy

lu —ur|lx = sup < 17+ Nose,r,X - (4.28)
peYT\{0} ”SOHYT
This completes the proof of (4.21a). O

Remark 4.6 (Comparison of data oscillation terms). To see the difference between the
bounds of Theorems 4.1 and 4.3, consider for example the case where f € L2(0,T; L*(12))
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and where f; is the temporal mean-value projection of f, i.e. fr given by (4.2). Then, it
is known from [20] that one obtains the following bound for the data oscillation nogc 7 x:

N 2
Nosc,r X < <Z %Hf - fTHiQ(,n;Lz(m)> : (4.29)
n=1

Thus we see that, in many cases, 7osc,r,x can converge to zero faster by an additional
half-order in the time-step size in comparison to nsc,r,y. Note also that 7sc -, x is often
higher-order compared to the error measured in the X-norm. By contrast, 7osc -y can
be of the same order as the error in the Y-norm, although it is bounded by the error in
the case of mean-value data approximations (4.2), as shown by Theorem 4.2.

The problem of lower bounds for the X-norm errors. Theorem 4.3 gives upper
bounds on the errors ||u — u,||x and ||u — U;||x. However, no lower bound is given. We
address this matter below, where we shall see that the jump estimator is not generally
efficient with respect to the smallest between ||[u—u,| x and ||u—U;| x, but it is efficient
with respect to the largest of these quantities.

Example 4.7. Consider the setting of Example 4.2 with the same notation. Note that
this corresponds to a problem where f is constant and thus there is no data oscillation.
Then, it follows from (4.8) that

el = el

A—00 nJy A—00 HUT — UT||L2(0,1)

~0. (4.30)

In this case, the estimator 7; is not efficient relative to the error ||u — u.||x when A
becomes large. It also follows from (4.9) that

g e =Urllx _ . Ml = Urllzzn

A—0 nJy 50 [Jur — Urll 201y

= 0. (4.31)

In this case, the estimator 7y is not efficient relative to the error ||u — U;||x when A
becomes small.

Example 4.7 shows that, in general, either of the effectivity indices and

ul}
U—Ur
HU]W can be arbitrarily large. In other words, there are cases where tHhe ju”r}r(lp es-
timator can significantly overestimate the smallest X-norm error. It is therefore not
possible to show that the estimator 7; is bounded by either ||u — u,||x or ||lu — U;| x.
At present, it is not known how to obtain a computable estimator that is efficient with

respect to the smallest X-norm error.

Remark 4.8 (Alternative error measures). The lack of efficiency of the temporal jump
estimators in general for the X-norm error has motivated various works in the literature
to consider combinations of ||u — u,||x and ||u — Ur| x, along with other quantities, as
some stronger measure of the error, see for instance [3, 4, 35, 37, 42]. For example, one
can consider the error measure

Ex = |lu—u|x + |lu—Us|x. (4.32)
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The motivation for considering these augmented error measures is that the jump estima-
tor is then trivially a lower bound for £x, as a result of the triangle inequality n; < Ex.
However, it is clear from Example 4.7 that there is no general equivalence between Ex
(or similar augmented error measures) with either of ||u—u.,||x or |[u—U;||x considered
individually. See Remark 4.10 below on how £x is, in some sense, more naturally related
to the energy norm error for an alternative reconstruction of the numerical solution.

Remark 4.9 (Rate of convergence of the estimator for smooth solutions). Although 7 is
not generally efficient with respect to the smallest of ||u—u,||x and ||u—U;| x, this does
not contradict the fact that n; still has optimal rates of convergence with respect to the
time-step sizes if the solution has some additional regularity. As mentioned already in
Section 4.1, for a fixed problem with u sufficiently regular, then a priori error analysis
shows that ||u — u,||x, ||u — U;||x and thus also 7 all have an overall first-order rate of
convergence with respect to the time-step sizes. We stress that there is no contradiction
here with the earlier discussion of the lack of efficiency of the estimators, since the a
priori analysis results concern a fixed problem and considers the limit of small time-
steps, whereas the efficiency of the estimators is a stronger property which must take
into account a large range of problems and choices of time-step size.

4.4 A posteriori error bound for the energy norm error and a hyper-
circle theorem

We now turn to the a posteriori error bounds for the energy norm. Recall that by
definition u, is taken to be left-continuous and satisfies u,(t,) = uy,, foralln =0,..., N,
c.f. (4.1). Therefore, it makes sense to consider the energy norm of the error between u
and its piecewise constant approximation ., namely

1 T
lu—ur | = 2 lu(T) = ur(T)[1§ + /O IV (u — ur)|[Edt. (4.33)

Likewise, we can also consider the energy norm of the error between u and the continuous
piecewise affine approximation U, given by

1 T
o= Ul = 1)~ U0 + [ 190 Ut (4.34)

We will see shortly below (c.f. Corollary 4.5) that, for the special case of vanishing data
oscillation, i.e. f = f., we have the Pythagoras identity

lu = wrll + lJu = Ur | = lur — UrllE = 23, (4.35)

where we recall that the temporal jump estimator 7 is defined in (4.10) above. Observe
that the equality |[ur — U;||g = |Jur — Us||x = ns holds since u,(T) = U.(T) = un
the value of u, on the final time-interval Iy. Similar to the problems encountered with
regards to the efficiency of 77 in the X-norm setting, we note that Example 4.7 above
can be extended to show that, in general, the estimator 7; is not an efficient one for
either of ||u — u.||g or [[u — U || k.
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However, the Pythagoras identity expressed by (4.35) suggests that some notion of
efficiency can be recovered by changing point of view, since it is equivalent to

o=l = Gllur — Urlle = s, e = 5 ur +U,). (436)
The identity (4.36) shows that the exact solution u and its approximations u, and U,
all lie on a hypercircle of radius %77 7 and centre u,, when the geometry is determined
by the inner-product related to the energy norm. Thus, the estimator 7 is efficient (in
fact, exact) with regards to the energy norm error when we regard the function u, as
the notion of numerical solution to be compared against the true solution. We shall see
that it is the second form (4.36) that generalizes most readily to the general case where
we no longer require the data oscillation to vanish exactly.

Theorem 4.4. Let u, = %(uT + U;). We have the bounds

1
H'LL - HTHE < 577J + Nose,r,E» (4373)
1
577J < Hu - UT”E =+ Nose,r,E> (4-37b)

where the data oscillation term nosc . 5 defined by

f(;r<f - fTa Q0>dt.

Nosc,r,E = Sup (438)
peifoy  l[@llysym
Proof. Recall that Z = X x L?(Q2). We start by defining (u,,U,,u,) € Z3 by
ur = (ur,ur(T)), Ur:=U;U(T)) ur:=(ar,u-(1)). (4.39)
We also define u = (u,u(T)) € Z. Then, Theorem 3.4 shows that
Bz(u —u,,
fu—Telle = o~ Ty = sup D2 Ere?) (4.40)
eev\foy  llellysym

It follows from the weak formulation (3.23) that, for any ¢ € Y,

T
By(u—,,p) /0 ()t + (up, 0(0))0

T
—(uT(T),w(T))Q—/O [— (00, Tr) + (VTr, V)a] dt.  (4.41)

Consider now a fixed but arbitrary ¢ € Y. Integrating-by-parts with respect to time
and using the identities U, (T') = u-(T) = u-(T), U-(0) = up, we obtain from (4.6) that

T
0= (u-(T),o(T))a — (uo, #(0))a + /0 [0, Uzr) + (Vur, V)a — (fr, )] dt. (4.42)
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Therefore, adding (4.42) to (4.41) above and noting some cancellations, we find that
T T
BZ(u_HTv 90) = / <f_f7'7 @)dt—i_/ ((at(PvﬂT - UT) + (V(UT - ﬂT): VSD)Q) dt. (4'43)
0 0

Crucially, observe that

1
ﬂq— — = Ur — HT = i(uT — UT) (444)
Hence, (4.43) simplifies to
1 T T
Brlu—wr0) =5 [ (Oupour = U2)+ (Vo Vlur — Unaldt+ [ (7= frooha,
0 0
(4.45)

which holds for arbitrary ¢ € Y. Therefore, to prove (4.37), it is enough to show that

wp o L0k tr = U) + (Vi Vr — Ur))o]dt
pEV\{0} Il

To show (4.46), let R: Y — Y denote the time-reversal map Ry = ¢(T — -). Note that
IRe|ly.sym = [|¢|lv;sym for all ¢ € Y, i.e. R is an isometry when Y is equipped with the
norm ||-||y,sym- It is clear that a change of variables gives

nJ. (4.46)

Y,sym

T
| 0w ur = U+ (Vo Vs = U)ol dt = Ba(o, Ry, (4.47)
0
where v = (R(u, — U;),0) € Z. Therefore, we obtain (4.46) from the identities

sup BZ(/UaRSO) —  sup BZ(’U,RQO) _ BZ(”?SO)

eev\foy @llysym  pevvior I1Bellvsym  zev\joy [1@llysym

_ =R, — U)x = lur — Uy, |lx =ny. (4.48
(3.18a>”””2 IR (u Nx = [lu Ix =ns. (4.48)

This completes the proof of (4.37). O

Theorem 4.4 immediately implies the hypercircle theorem/Pythagoras identity as a
corollary when the data oscillation vanishes.

Corollary 4.5 (Hypercircle/Pythagoras identity). Suppose that f = f;. Then (4.35)
and (4.36) hold.

Remark 4.10 (Relation to augmented error measures). Recalling Remark 4.8, several
works in the literature have treated augmented error measures, such as the quantity
Ex defined in (4.32) above. The results in this section give some insight into these
alternative error measures, since in the case of vanishing data oscillation, we have the
equivalence

QHU—ETHE <E&x §4”u—ﬂ7—HE, (4.49)

which follows easily from 2||u — @,|| = n; < Ex by the triangle inequality, and from
Ex < 2ny = 4|ju — u,||g by Theorem 4.3. Therefore, the quantity £x is seen to be
equivalent to the energy norm error ||u — u.| g, at least globally in space and in time.
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Remark 4.11 (Bibliographical remarks). Prager and Synge [40] showed a hypercircle
identity for approximations of the system of elasticity. In fact, Prager and Synge [40,
p. 248] originally suggested the idea of considering the center of the circle as the ap-
proximate solution, in this case u,; as we have done in Theorem 4.4 above. Their result
has since been extended to a wide range of problems, especially in the context of elliptic
problems [8, 12, 18, 21, 45, 51]. The hypercircle theorem is thus a fundamental concept
in a posteriori error analysis, and it is well-understood how it relates to the primal and
dual formulations of problems that have an energy-minimization principle.

5 Discretization in time and in space

We now turn to a fully discrete approximation of (1.1). For simplicity, we shall restrict
our attention to the simplest case of a conforming finite element method on a fixed
spatial mesh coupled with the implicit Euler discretization in time. In order to make use
of some results in the literature, we shall restrict our attention to problems in at most
three spatial dimensions, i.e. we now assume that 1 < d < 3. We further assume that
the bounded open set (2 is in additional polytopal and has Lipschitz boundary 0f2. Let
T be a conforming simplicial mesh on Q. For each element K € T, we let hx denote
the diameter of K. We define the mesh-size function hy € L>*(Q) by hr|x = hk
for each element K € 7. In the following, the notation for inequalities a < b will
allow the hidden constant to depend on the shape-regularity parameter of 7, defined
as 07 = maxger %’ where pgx denotes the diameter of the largest inscribed balls in
K. However, the hidden constants will be otherwise independent of the size of the mesh
elements. Let p > 1 denote a fixed integer which will correspond to the polynomial
degree of the finite element space to be defined below. The H}(£2)-conforming finite
element space of degree p is denoted by V4, and is defined by

Vi, = {v € H}(Q), v|x € Ppy(K) VK €T}, (5.1)

where P,(K) denotes the space of real-valued polynomials of total degree at most p
on K. Keeping the same notation as in Section 4.1 regarding the partition of (0,7)
into time-steps, we consider a fully discrete approximation defined as follows: for each
ne{l,...,N}, find up , € V} such that

Uh,rn — Uh,Tn—1
Tn

,Uh> + (Vuprn, Vop)o = (frrn,vh)o Yon € Vp, (5.2)
Q

where up -0 € V), is some discrete approximation of the initial datum wg, and where
Thrn € L?(Q) is some discrete approximation of f(t,). In the analysis below, we allow for
rather general choices of f, ., with the only assumptions required being that fj, -, |k €
Pp(K) for each K € T, for each n € {1,...,N}.

Piecewise-constant-in-time reconstruction. Let V; , denote the space of all left-
continuous functions v: [0,7] — V}, that are piecewise constant with respect to the time
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partition {I,}N_, ie. v|;, € Po(In; V) for each n € {1,..., N}, where we recall that
I, = (tp—1,tn) is the n-th time-interval. Note that a function v € V;T thus has a
well-defined value v(t) € Vj, for each time ¢ € [0,7]. Note that from this point of view,
functions in V;T that agree for almost all ¢t € [0,7T] are not identified. We then define

Up,r € V;’T as the unique function that satisfies

upr(0) =upr0, Unrlr, =Unrzn Yne{l,...,N} (5.3)

Observe also that left-continuity of wp , ensures that wp -(t,) = up,, for each n €
{0,...,N}.

Continuous piecewise-affine-in-time reconstruction. We define also Uy, ,: [0,T] —
V}, as the unique continuous piecewise-affine function that satisfies

t—tp—1 ty —

Unr(t) = ——unzn + —

Tn n

t
Uh,rn—1 Vt € [tn_l,tn]. (5.4)
Observe that, by definition, Uy -(t,) = up ., for each n € {0,..., N}.

Reformulation of the fully discrete scheme. We now define the function f; , €
L*(0,T; L%(Q)) by furlr, = Jnrn for n € {1,...,N}, where f}, ;, is the chosen ap-
proximation of f(¢,) appearing in (5.2) above. Under the assumptions above on the
fh,rn, it follows that fj, - is piecewise constant in time with respect to the time-intervals
{(tn—1,tn)})_; and piecewise polynomial of degree at most p in space with respect to
the mesh 7. It is then clear that (5.2) is equivalent to:

(8tUh,T(t),Uh)Q + (Vuhﬁ(t), Vvh)g = (fhﬂ—(t)??)h)g Yo, € Vp, ae.tel,. (5.5)

for each n € {1,...,N}.

5.1 Construction of the equilibrated flux

We consider now a posteriori error bounds for the error based on the construction of an
equilibrated flux. We construct a discrete and locally computable H (div)-conforming
vector field o, » that satisfies the equilibration property

8tUh,T + V"Th,T = fh,T in 2 x (OvT)a (56)

where Uj, - is defined above, and fj, » will be further specified below. The construc-
tion follows the approach from [19, 20], which provides a general construction that was
designed to accommodate variable polynomial degrees in hp-FEM and also mesh modi-
fication between the time-steps. Since we are restricting ourselves here to the case of a
single polynomial degree for all mesh elements and a single mesh for all time-steps, we
shall give here a slightly simplified version of the construction from [19, 20]. The con-
struction of the equilibrated flux is based on solving local mixed FEM problems using
Raviart—Thomas—Nédélec (RTN) elements on the patches of elements surrounding each
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vertex of the mesh. The problem for each vertex-patch is independent from the others,
so could be solved in parallel. For an introduction to mixed finite element methods,
including RTN spaces, we refer the reader to the books [6, 17]. The final global equili-
brated flux o}, will then be obtained by summing the contributions from each vertex
patch.

Local equilibration on vertex patches. Let V denote the set of vertices of the
mesh 7. Let Vo = VN Q denote the set of interior vertices and let Vgo = V N OSY denote
the boundary vertices. For each vertex a € V, let ¢4 denote the hat function associated
with a. Note that {¢gq}acy forms a partition of unity of Q, ie. >,y ¥a(z) = 1
for all x € Q. Let 7% denote the set of all elements of 7 that contain a, and let
we = J{K: K € T} denote the vertex patch around a, i.e. the union of all elements
of 7®. With the convention that elements of 7 are considered to be closed sets, it
follows that wg is the support of 1. Let the integer p > p 4+ 1 denote a fixed choice of
polynomial degree that will be used for the flux reconstruction, where it is recalled that
p is the polynomial degree used for V}, above. For each a € V, let the spaces P3(T?)
and RTN3(T*?) be defined by

Ps(T?) = {an € L*(wa): qnlx € P3(K) VK € T}, (5.72)
RTN3(T?) = {vy € L*(wa;RY): vy |k € RTN3(K) VK € T}, (5.7b)

where RTN;(K) = P(K;R?) + P5(K) denotes the RTN space of order p on K. In
other words, P5(7T®) denotes the space of scalar functions that are piecewise polynomials
of degree at most p with respect to 7%, and RT N;(T*) denotes the space of vector fields
that are piecewise RTN of order p with respect to 7®. Note that there are no continuity
conditions across mesh elements in the definition of these spaces. We now define the
local mixed finite element spaces Q7 and V,* by

e Px(T?), de=0; if a€ Vg,
Qe = {Qh H(T Jo, md } rasra (5.82)
Ps(T) if @ € Vyq,
Ve {vy € H(div,wa) NRTN#T*) wvp-n =0 o0n dwg} if a € Va,
b {vh € H(div,wq) NRTNT*) wvp-n=0o0n 0w\ 89} if a € Vyq,
(5.8b)

where n denotes the unit outward normal on dw,. Thus, in the case of an interior
vertex a € Vg, the space V) is the H(div,wq)-conforming RTN space of order p with
a constraint of vanishing normal component on the boundary dw,. For a boundary
vertex a € Vg, the normal component of functions in V;* are constrained only on
the faces of the patch-boundary dw, that are not part of the domain boundary 0f).
In other words, for interior vertices, these spaces correspond to the usual RTN mixed
finite element spaces for an elliptic problem over w, with a homogeneous Neumann
boundary condition on dw,, whereas for boundary vertices, these correspond to RTN
mixed finite element spaces for a problem with mixed Neumann and Dirichlet conditions,
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with a homogeneous Neumann condition only on dwg \ 9€2. For each a € V and each
n € 1,..., N, define the piecewise polynoimal function g,‘f’f: wg — R by

g}i’f = T;Z)afh,’r|wa><ln - Q;Z)aatUh,T

waxIn — vwa'vuhﬂ—’waxln- (5.9)

Note in particular that the choice p > p + 1 is used above to ensure that the terms
Yafnrn and ¥q0;Uy » are piecewise polynomials of degree less than or equal to p with
respect to the spatial mesh 7. Therefore g, € P5(T®) for each a € V. Note also that
in the case of an interior vertex a € Vjq, choosing as a test function v, = 1 in (5.5)
above implies that

[ e = (e — @Unr Vo~ (Vuns, Veado =0, (510)

where we recall that fj, |7, = fa,-n by definition. Therefore, ggf has zero-mean value

in the case of an interior vertex a, and thus we conclude that that g,‘:f € Qf for all

vertices @ € V, where it is recalled that Qff was defined in (5.8a) above. Next, for each

time-step n € {1,..., N} and each vertex a € V, we define the local flux contribution
a,n a

o, €V by

oyl = argmin [vn - +vYaVun |z, lw,- (5.11)

Vh,r EVha
a,n
v"Uh,‘r:.‘]h’,—

Crucially, the fact that o"" is well-defined in the case of an interior vertex is a conse-

quence of (5.10). Indeed, this corresponds to the zero mean-value compatibility condition
that is required on the source term when considering a mixed finite element discretization
of a Poisson equation with pure Neumann boundary conditions. The case of boundary
vertices is simpler still, because it is then not necessary to require that fwa gzy’fdx =0
since vector fields in V}* are then only constrained on part of the boundary of wq.

In order to pass from the local flux contributions to a global equilibrated flux, we
now extend the individual local contributions by zero to the whole domain 2. Note that
boundary conditions imposed on vector fields in V,* imply that the extension by zero
of UZ,’: to the whole domain €, also denoted o}, is in H(div, ). Therefore, we may
define the global flux o, € L*(0,7T; H(div,)) as the unique piecewise constant-in-time
vector field such that

ohrln, = a’i’f Vne{l,...,N}. (5.12)
acy

It follows that o, |1, € H(div,Q) for each n, and thus oy, € L*(0,T; H(div,Q)). We

27



find that the divergence V - oy, - satisfies then:

V.onsl, = Z Veapl=) g5r
acV acV
=Y [Wafnrln, — aOiUnslr, — Viba - Vs
=y (5.13)
=3 Yalfnr = 0Un)1, — (Z V¢a> V1,
acV acVy

= furlr, — OUn 1|1,

where in passing to the last line above we have used the partition of unity property
which entails that ), ., %e =1in Qand .\, Vibg = 0 in Q. Thus, on re-arranging,
we have the equilibration identity (5.6) above.

Remark 5.1 (Data approximation). For the sake of simplicity, we have considered here
some abstract approximation f, - that approximates f without entering into too much
detail. A more precise treatment can be found in [19], which handles variable polynomials
degrees between mesh elements, and gives a more specific construction of a suitable
approximation of the right-hand side.

5.2 Error bound for the L?*(H')N H'(H~') norm error

Given the equilibrated flux o}, defined in (5.12), we now consider a posteriori error
estimators for the L2(H') N HY(H~1) norm of the error.

Theorem 5.1 (Upper bound). Let o, € L*(0,T; H(div,Q)) be defined by (5.12).
Then,

1

T
_<A (onr + VUnrlla 4 1 = Frrlisy) 2t + 1o — Wmﬂ@
(5.14)

[ —

Proof. Theorem 3.1 shows that

lu = Unlls = IRy (Un, )% + luo = un,rolldy (5.15)

where R(Up,;) € X* was defined in (4.13), and where we note that w(0) = uy and
Un,7(0) = up 7. Using the equilibration identity (5.6), we find that

T
mwwm»>=/ [(f,0) — (OUnrrv)e — (VUnr, Vo)a] dt

T
f fh 75U (fh,T - 8tUh,T7 U)Q - (VU]’L,T7 VU)Q] dt
o (5.16)
= (f = frhrv)+ (V-0ohsv)a — (VUL VU)ol dt
0
T
(f = forv) — (Ohr + VU7, Vv)aldt,
0
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for all v € X, where in passing to the last equality above we have used the identity
(V-onrv)a = —(Ohs, Vv)g for all v € X, ae. in (0,7). Therefore, the Cauchy-
Schwarz inequality and the definition of ||| z-1(q) imply that

T
(Ry (Un,7),v)| < /0 (IIf = furllg-1@) + llohr + VUnzlla) [Voullodt Vo € X,
and thus the Cauchy—Schwarz inequality implies that

g1 + lons + VUi l0)? dt. (5.17)

T
IRy (Un)%- < / (1 = fur
0

Combining (5.15) and (5.17) then gives (5.14). O

Remark 5.2 (Comparison to estimators for semi-discrete approximations). Notice that
in the limit A — 0 where the spatial mesh is refined but the time-step 7 is held fixed, we
can expect that oy, ; should approach —Vuy, -. This can be justified at least heuristically
by comparing (4.17) in the semi-discrete setting with the flux equilibration identity (5.6).
Therefore, up to data oscillation, we can expect heuristically that the main error estima-
tor term [|oy, - + VU7 || 12((0,1)x) should approach the jump estimator 7, from (4.10)
in the limit of fine spatial meshes.

Remark 5.3 (Bibliographical remarks). Theorem 5.1 presents a simplified form of the a
posteriori upper bound of [19, Corollary 5.3, which handled the more general case of
varying polynomial-degrees between mesh elements, and varying meshes between time-
steps. The result there is also more specific in its treatment of the data oscillation
terms.

It is shown in [19, Corollary 5.3] that the flux estimator np is also efficient with
respect to the Y-norm error of u — Uj, -, at least locally in time but only globally in
space, i.e. there is a bound of the form

/] o + VU Bdt < / (||8t(u — Uth)H?{_l(Q) +[|V(u— U;W)HSQ)) dt + oscillation,

(5.18)
for each n € {1,..., N}, where we refer the reader to [19, Eqn. (5.16)] for the details
on the oscillation term. However, a fully local efficiency bound for the Y-norm error
|u — Un +|ly, both with respect to space and time, is not known. The same issue occurs
also for residual estimators when considering the same error, see [50]. Thus, this issue
appears to be related to the effect of temporal discretization and choice of norm for the
error (see below), rather than any specific choice of construction of the a posteriori error
estimators.

5.3 Error bound for an extended L*(H')N H'(H ')-norm of the error

The lack of local-in-space efficiency results for a posteriori error estimators (both of
residual-type or equilibrated flux-type) for the error quantity ||u — Uy, ||y motivates a
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change of viewpoint. In place of considering Uy, » as the primary numerical solution,
we can consider instead uy , € V;T as the central object of interest. However, uy, » is
generally not an element of Y, and thus one cannot evaluate directly the Y-norm of
u — up,r. This motivates the definition of an extension of the norm on Y to the vector
sum! space Y + V'F’T, i.e. we define below a norm ||-||g, : ¥V + V,J{’T — R>¢ such that
ll¢lle, = ll¢lly for all p € Y. Recall that Y is continuously embedded in C([0, T; L3()),
and thus point values for all times ¢ € [0, T] of functions in Y can be understood in the
trace sense. We also recall that functions in VZ?T are left-continuous by definition.

Let Zp, .- Y + VZ ~ — Y be the linear operator defined by

ty —t

Tn

T -v(t)|1, = v(t) + (v(t,_y) —v(ti ) Vne{l,...,N}, (5.19)

n—1

where v(t,,_;) = limeov(t, —€) and v(t} ;) = lime g v(t,—1 + €) are one-sided traces
of v at t,_1, where we adopt the convention v(t;) = v(0). To verify that 7 , indeed
maps Y+V7; , to Y, observe firstly that the continuous embedding Y < C([0,T7]; L*())
implies that (¢! ;) = p(t,_ ;) for all n € {1,..., N}, and therefore Zj, ;¢ = ¢ for any
¢ €Y. Secondly, for a function v € V;’T and t € (tp_1,tn), we have v(t) = v(t]_|) =

v(ty) and v(t,_;) = v(tn—1) since v is piecewise constant in time and left-continuous,

therefore f ; ;
() + P 0(tno1)  VEE (tno1, tn)- (5.20)

Tn Tn

Ih;,-U (t) =

Moreover 7, ;v(0) = v(0). This shows that 7, ;v is continuous, piecewise affine, with
values in V}, for each t € [0,T], and thus belongs to the space H(0,T; Hi(Q)) — Y.
This demonstrates that Zj ,: Y + VZ’T — Y. In particular, it follows from (5.4) and
(5.20) above that

Uh,.,- = Ih,Tth. (5.21)

We now define the norm |-||e, ==Y +V;_— Rx>q by
lwllg, = 1Znrwl§ + lw = Tnow|kx YweY + Vi . (5.22)

Observe that ||-||g, satisfies the triangle inequality since Zj , is linear. Furthermore,
|wl|le, = 0 implies w = Zj ;w since |jw — I, ;w||x = 0 and thus w = 0 since ||w|ly =
|Zy rw|ly = 0. Therefore ||||g, is indeed a norm on Y + V; . Additionally, |¢|lg, =
|lolly for all ¢ € Y since then ¢ = 7), ;¢ as shown above. 7

In particular, observe that for the error u — uy, -, we have from (5.21) above that

’%f + ||uh,7' - Uh,TH%{" (5'23)

lu = unr |z, = llu— Uns

Thus the norm ||u — up r|le, includes both the Y-norm error |ju — Uy |y considered
above as well as the the term ||up » — Uy, || x which measures the lack of conformity of

'Recall that the sum space Y + V;T consists of all functions of the form ¢ + v, for ¢ € Y and
Vh,r € V;T, and Y + V;{T is a subspace of X. The sum is however not a direct sum.
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upr € Y. The quantity ||up, — Uy -| x is also closely related to the jump estimator 7y
appearing in the semi-discrete setting, c.f. Section 4.2 above. Crucially, however, it is
shown in [19, Theorem 5.1] that we have the equivalence

[ = Unslly < llu—unzlley <3llu—Unslly, (5.24)

see in particular [19, Eqn. (5.8)] and note that the coarsening error term that appears
there vanishes in the current context where we consider only the case of a fixed spatial
mesh 7 over all time-steps. Thus the norm ||u — u, .||, defines a notion of error that is
globally equivalent to ||u—Uy, ;||y, yet may have different localization, especially in terms
of localization across the spatial domain. This enables a posteriori error estimators that
are then locally efficient both with respect to time and to space.

Theorem 5.2. Let oy, € L?(0,T; H(div,Q)) be defined by (5.12). Then, we have the
global upper bound

T
2
[ —unrlley, < (/0 (lonr + VUnzlla +I1f = frrllm-1(0))”dt

[NIES

T
+ HV(uh,T—Uh,T)H%)dH||uo—uh,7,o||‘é) . (525)
0

Furthermore, if 1 < d < 3, then for each n € {1,..., N} and each element K € T, we
have the local lower bound

[ ons + VUL + IV s = Urle) e S (ol + 212,

n acVg
(5.26)
where Vi denotes the set of vertices of the element K, and
=g = [ (100 = V) os iy + IV = G, + 19 = U, )
(5.27a)

21 = [ 1F = By gt (5.27)

Moreover, we have the global lower bound

T N
/0 (lohr + VUnE + IV (hr = Uno)lIB) dt < Jlu—un -3, +> ) n&e1?. (5.28)

n=1acV

The hidden constants in (5.26) and (5.28) depend only on the dimension d of @ and on
the shape-regularity parameter of T .

Proof. Since the full proof essentially follows [19, Theorem 5.2] with only very minor
simplifications, we shall only outline the main steps here. The upper bound (5.25) is an
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immediate consequence of (5.14) and (5.23) above. To show the local lower bound (5.26),
we start by noting that for each element K € 7T and each vertex a € V, o',‘f;” vanishes
on K unless a € Vg is a vertex of K. Therefore, we have (o4 + Vup ;)| kx1, =
ZaevK (a',';’_n + anth) |k x1,- Therefore, we have

/ (lohr + VU + ¥ (unr — Unr) %) dt

n

< / (lohr + Vunr % + 1V (unr — Unr)lI%) dt
I

<y / 108 4 oV o |5t + / IV (s — Un )%t (5.20)
T In

acVg "

To bound the first term on the right-hand side of the inequality above, we use the
following stability result for local flux equilibration, due to [7] for the case d = 2 and
[23] for d = 3, which ultimately rests on the analytical results in [10], which shows that
(g}?::l? U)wa - (wavuhﬂW Vv)wa

sup , 5.30
ve H (wa)\{0} [VVllwa (5.30)

where the space H}(wq) == {v € H'(wa), [,
a, and H}(wg) = {v € HY(wa) v|sa = 0} in the case of a boundary vertex a. Observe
that the definition of ng above and the product rule V(¢qv) = vVi)q + 1 Vv imply

that

(g}?::u U)wa - (%baVUh,T, vv)wa = (fh,7'7 wav)wa - (atUh,’H 1/}0,7))(4,1 - (vuh,m v(i/)av))wa,

(5.31)
where we furthermore notice that v = 1av € Hi (wg) for either case wher a is an interior
vertex or a boundary vertex. Moreover, ||V(¥a?)|lw, < [[VV||w, for all v € H}(wg)
by the Poincaré inequality and the inverse inequality ||Vibq|rec(w,) S (diam we)~! by
shape-regularity of 7. Using the fact that g}al’f and ¥YVuy, » are piecewise constant with
respect to time, it is then easy to show that ’(c.f. [19, Lemma 8.2]), for any K € T and
any a € Vg,

1 1

2 2

( / uaz;"wawh,A@dt) < ( / ||az;”+wawm||iadt>
cap Jll = £ O = D). B+ (T ) T

" BePo(IniH} (wa))\{0) ( Il obs)é

| | O_}Gl;_n + ¢avuh,7

Wa ~

vdz = 0} in the case of an interior vertex
a

9

(5.32)

where we have used the abbreviated notation (-,-),, to denote the duality pairing be-
tween H~'(wq) and H{(wg). The local lower bound (5.26) is then obtained by apply-
ing the Cauchy—Schwarz and triangle inequalities to the terms on the right-hand side
in (5.32). The global lower bound (5.28) is then deduced from (5.26) by summation over
all elements of the mesh. O]
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We also emphasize that the hidden constants in (5.26) and (5.28) are, among other
things, independent of the polynomial degrees p and p.

5.4 Error bounds for the L?(H') norm error

We can also consider a posteriori error bounds for the X-norm errors |u — up | x
and ||u — Upr||x. We leave it as an exercise to the reader (or alternatively, see [20,
Theorem 5.1]) to show that

2

T
|lw—up-|x < </ ([loh,r + Vup-|& + |V (unyr — Unr)|d) dt> + oscillation, (5.33)
0

for some appropriate oscillation terms in terms of f — f;, - and up — up - 0. A similar
bound for ||u— Uy ;|| x also holds. Thus, up to constants and oscillation terms, the error
estimator is the same as the one appearing in Theorem 5.2 above. We note from the onset
that, as explained in Section 4.3 above, we cannot expect in general to have efficiency
of the estimator |up, — Uy || x relative to the X-norm of the error, as this estimator
corresponds to the temporal jumps of the numerical solution wy .. Nevertheless, it is
shown in [20] that if the mesh and time-step sizes are related by h? < 7, then the flux
estimator is bounded by the X-norm error plus the jump estimator. Recall that the local
data oscillation term nog. is defined in (5.27b) above.

Theorem 5.3 ([20]). For each a € V, let hy, denote the diameter of the patch wg,.
Suppose that 1 < d < 3, and that there exists a constant v > 0 such that hia < A1, for
every a € V and everyn € {1,...,N}. Then, for each K € T and eachn € {1,..., N},
we have

/ et Vs [dt < 3 [ / (19 (= wun )2 + [V unr — Un)2.) dt + e

acVg
(5.34)

and also

/ lohr + Vun[6dt < [lu = un % + lunr — Unelli + Z > me?, (5.35)
n=1acV

where the hidden constant depends only on the shape-reqularity of T, the dimension d
and on .

The principal consequence of (5.34) is to show that the additional presence of the
flux estimator in the fully discrete setting does not significantly alter the situation in
comparison to the semi-discrete setting considered previously in Section 4.3. Note that
the condition h? < 7 corresponds to the case of practical computational interest since it
allows for large time-steps. We refer the reader to [20] for the proof. Observe that the
principal difference between the local lower bounds of (5.34) and (5.26) is that the error
in the time-derivative 0;(u — U}, ») does not appear on the right-hand side of (5.34).
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Remark 5.4 (Bibliographical remarks). A bound of a similar nature as (5.34) was previ-
ously obtained by Picasso in [39] under the more restrictive two-sided condition 7 ~ h.
As mentioned already in Remark 4.8, one can also consider alternative measures of the
error, that combine both |u — up || x and ||u — Uy | x, in which case one recovers
equivalence with the estimator, see e.g. [20, Corollary 5.4] for details.

5.5 Error bounds for the energy norm error

Motivated by the analysis in Section 4.4 for the semi-discrete setting, we now consider
a posteriori error bounds for the energy norm error defined by

_ 1 _
|5 = llu—Tne % + 3 lu(T) =T (1)1, (5.36)

[
where the natural discrete approximation to consider is

1
Eh,r = 5 (uh,T + Uh,T) . (537)

We start the analysis by proving a global efficiency bound for the jump estimator |lu, » —
Un||x. In order to proceed, we will make an additional assumption on the spatial
discretization, namely that the L%-orthogonal projection operator Il,: H(Q) — Vj, is
H'-stable: there exists a constant Cp; independent of h such that

|VITvllg < Cnl|Vulla Yo € HY(Q). (5.38)
It is straightforward to see that (5.38) implies the following bound: for any wy, € Vj,,

lwall 1) < Cullwnllvy, (5.39)

where [Jwp||v: = sup,, cv,\ (0} (llluvhiz?\bl)g? is the discrete dual norm. Note that the H!-

stability of the L2-projection is known to hold for conforming finite element methods in
a range of cases, including quasi-uniform meshes and also some graded meshes, see for
instance [25]. This condition is also related to the quasi-optimality of Galerkin methods
for parabolic equations [47].

Theorem 5.4 (Efficiency of the jump estimator [44]). Suppose that (5.38) holds. Then,

Huhﬂ' - UhJHX 5 ||u - ﬂh,T”E + ﬁOSC,h,T,E; (540)

where the hidden constant depends only on Cr, and where the data oscillation Nosc b r.E
1s defined by
T
~ <f - fh, ,@h>dt
Nosc,h,7,E = sup f() u . (541)
enci 0TviN0y  lenllyisym
©r(0)=0

We refer the reader to [44] for the proof. We now give the main result on the a
posteriori error bound for the energy norm of the error.
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Theorem 5.5. Let oy, be given by (5.12). Then

=

T
o=l < ([ 09~ O+ lonr + VO B) )+ e (542
0
where the data oscillation term Nosc b r e 45 defined by

T
f() <f - fh,‘l‘: @)dt + (UO - uh,T,O: ¢(0>)Q
Nosc,h,r,E "= Sup .
peY\{0} [l y;sym

(5.43)

If1 < d <3, if (5.38) holds and if there exists a constant v > 0 such that h_ < 7,
foralla €V and alln € {1,...,N}, then

T
/ (IV @nr — Une )& + llone + Vi 13) dt S llu— T |E + Mosenr gl > (5.44)
0
where

N
[TIOSC,h,T,E,*]2 = [ﬁosc,h,T,E]Q + Z Z [7735?]2 : (5.45)
n=1acV

The hidden constant in (5.44) depends only on the shape-regularity of T, the dimension
d, the constant -y, and on the constant Cr; appearing in (5.38).

Proof. We show here the proof of the upper bound, and refer the reader to [44] for the
proof of the lower bound. Theorem 3.4 shows that
- _ <RE(Hh,7)7 90>Y*><Y
|u—"Tnrlle=sup
oY\ {0} lelly,sym

(5.46)

where the residual Rg(un,-) € Y™ is defined by

T
(Ri(Tn) @)y exy = /0 ()t + (w0, 9(0))a

T
—(uh,T(T),SO(T))Q—/O [—(Op, U7 ) + (Vi g, V)l dt,  (5.47)

for all ¢ € Y. Using the flux equilibration identity (5.6), integration-by-parts, and the
identities @y, - (T") = Uy -(T) and U, +(0) = up 70, we see that, for any p € Y,

T T
/0 (fnr> 0)odt = (Uh,T(T)a@(T))Q_(uh,‘r,(]v@(o))ﬂ"i‘/o [—(0rp, Un7) — (O, Vi)ol dt.

(5.48)
Therefore, after combining (5.47) with (5.48), we see that

T
(REhr ), @)yexy = /0 (f = Fors @)t + (0 — whr0, 9(0)e

T
+ / (O, Tnr — Upr) — (O + Vg, V)o| dt.  (5.49)
0
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The Cauchy—Schwarz inequality then implies that

<RE (ﬂhﬂ')’ ‘P>Y* xY

sup
oeY\ {0} o]l v;sym
g 2 2 g
< ([ (90 = Ul + o + VT B) dt) 4 s, (550
0
thus showing the upper bound (5.42). O

Theorem 5.5 represents the extension of Theorem 4.4 to the fully discrete setting,
showing in particular the global efficiency of the jump and flux estimators, under the
hypotheses that h? < 7 and that L2-orthogonal projection IIj, is H'-stable. Note that
the lower bound for the error is global in both space and time, owing to the fact that
the analysis of the jump estimator in Theorem 5.4 in [44] involves a nonlocal argument
in both space and time.

Conclusion

In the analysis presented above, we have demonstrated that the analytical properties of a
posteriori error estimators present a number of challenges and subtleties. In particular,
the efficiency of the estimators can depend strongly on the choice of norm in which to
measure the error, but also on the choice of reconstruction of the numerical solution that
is considered. Understanding the relationships between the possible choices of norms and
of notion of numerical solutions is crucial for interpreting the results of the estimators
in practical computations.
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