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Abstract—In this paper, we introduce a novel framework for
multiple access code design under the finite blocklength regime
in multi-input and multi-output (MIMO) systems, termed coded
pattern multiple access (CPMA). CPMA involves a series of
multiple access code designs facilitated by a sparse pattern map-
per/demapper, enabling independent information projection onto
transmission patterns. Unlike existing approaches, the mapping
and demapping of patterns are completely isolated components,
ensuring energy-efficient transmission. In this work, we establish
and analyze practical CPMA models, thoroughly investigating
the performance limits of a potential non-bijective demapper.
Closed-form and integral-form solutions are provided to describe
these performance limits. Additionally, we present a practical
application of CPMA: the coded pattern unsourced random
access (CPURA) scheme. This scheme is designed for finite
blocklength transmission under a quasi-static fading channel.
The proposed CPURA achieves bound-approaching performance
for large user groups, outperforming existing state-of-the-art
methods in the context of massive machine-type communications
(mMTC). Notably, the minimum required energy-per-bit to
support 1,200 active users exhibits only a 1.3 dB gap from the
achievable bound, validating the potential of the proposed CPMA
framework.

Index Terms—Multi-input and multi-output (MIMO), finite
blocklength regime, coded pattern multiple access (CPMA), mas-
sive mchine-type communications (mMTC), unsourced random
access (URA), coded pattern unsourced random access (CPURA).

I. INTRODUCTION
A. Background And Related Works

Research in the finite blocklength regime, also known as
non-asymptotic information theory [!], [2], plays a pivotal
role in addressing the emerging challenges in massive access
applications [3], such as the Internet of Things (IoT) and
massive machine-type communications (mMTC). The design
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of multiple access codes [5], [6] has a significant impact on
the systematic user capacity. Traditional strategies such as
ALOHA, coded slotted ALOHA, CDMA, and treating inter-
ference as noise (TIN) become less effective as the number
of access users increases [4]. However, recent advances in
finite blocklength transmission, specifically unsourced random
access (URA) and unsourced multiple access (UMA) [7], offer
a promising approach for efficiently supporting an unbounded
number of users'. The achievability bound with prior ac-
tivity information under a Gaussian multiple access channel
(GMAC) are elegantly derived in [7], while [9] provides
the achievable bound without known activity under GMAC.
Additionally, the case of quasi-static fading in GMAC is
discussed in [10], and [ 1] summarizes various practical URA
code designs for GMAC.

In practical terms, the finite coherence blocklength refers to
the transmission duration during which the channel response
remains constant. As discussed in [12], the coherence time is
approximated as 1/4D,, where D, represents the maximal
Doppler spread. For instance, with a 2 GHz carrier, the
channel coherence time ranges from 1 millisecond to 45
milliseconds, depending on the transmitter’s speed, which can
vary from 3 km/h to 120 km/h. Additionally, the sampling
frequency typically falls within the range of 100 kHz to 500
kHz in outdoor environments, aligned with the corresponding
coherence bandwidth. Consequently, the finite blocklength is
typically in the range of 10% ~ 10%.

Recent advancements in multi-input, multi-output (MIMO)
URA systems [I3]-[15] provide valuable benchmarks for
designing MIMO-URA schemes under quasi-static MIMO fad-
ing channels. Numerous state-of-the-art studies have explored
various aspects of MIMO-URA, including sparse codes [16]-
[26], random spreading [27], [28], and coupled/uncoupled tree-
based methods [12], [29]-[34], among others. A comparison
of these approaches in terms of systematic user capacity
can be found in [39]. Also, the coding gain from URA has
been effectively applied to related research areas, such as
integrated sensing and communication (ISAC) [40]-[44] and
reconfigurable intelligent surfaces (RIS) [45].

TURA/UMA refers to a set of techniques enabled by concatenated code
design. In URA, users transmit information using a shared common codebook,
and the receiver’s decoder produces a list of messages without identifying
individual users. For more detailed information, a comprehensive survey can
be found in [8].



B. Challenges

Despite many promising URA schemes have been invented,
there are challenges remaining to be tackled. Specifically,
random spreading in URA typically requires carefully de-
signed optimization for power allocation and finite channel
usage to accommodate varying user group sizes. Addition-
ally, random spreading relies on non-linear mapping and
demapping, which provides robust anti-disturbance capabil-
ity but incurs prohibitively high computational complexity.
For instance, the fading spread unsourced random access
(FASURA) [27] achieves favorable performance but requires
computational resources on the order of 10'° for 300 active
users. Similarly, the sparse kronecker product (SKP) coding
scheme [28] delivers the good capacity performance, but its
parameters need frequent adjustments depending on the user
group size. This makes the scalability of random spreading
methods impractical for large user groups. In contrast, sparse
code-based MIMO-URA schemes offer greater flexibility and
can be implemented with tolerable performance losses. For
example, the slotted non-orthogonal pilot-based polar code
(SNOP-Polar) [20] performs almost identically to SKP for
small user groups, and shows a 0.65 dB performance gap at
1,000 users. Notably, URA designs with the on-off division
multiple access (ODMA) framework [19], [24], [34], [58]
have attracted significant attention recently due to their flexible
transmission structure and strong robustness.

Moreover, there remains a significant gap between prac-
tical MIMO-URA designs and the achievable capacity. No
existing works have fully achieved the achievability bound as
anticipated by [15] across both small and large user group
sizes, especially as the number of active users exceeds 1,000.
One potential reason for this shortcoming is that the current
state-of-the-art approaches are primarily based on optimized
methods derived from conventional non-orthogonal multiple
access schemes, such as interleave division multiple access
(IDMA) [35], sparse code multiple access (SCMA) [36], and
CDMA. For instance, a direct extension of IDMA, as discussed
in [17], exhibits poor performance in the low energy-per-bit
region, where satisfying interleaving pattern priors becomes
challenging. While it performs well in high energy-per-bit
regions, it suffers from significant degradation at lower energy
levels. Similarly, the multi-stage orthogonal pilot-based polar
code (MSOP-Polar) proposed in [25] effectively mitigates er-
rors arising from pilot collisions through its multi-stage struc-
ture. However, the sparse patterns of signals remain dependent
on preambles, and if the preamble estimation is inaccurate,
decoding failure occurs throughout the entire frame. The
overall transmission structure of MSOP-Polar, which mirrors
the two-phase transmission model of IDMA, is thus subject to
similar decoding drawbacks when the number of active users
is large.

C. Contributions

Distinct from existing state-of-the-art approaches, a novel
multiple access principle, called coded pattern multiple access
(CPMA), is introduced. The applications of CPMA under finite
blocklength transmission are then explored, with a practical

implementation presented in the form of a coded pattern
unsourced random access (CPURA) scheme.

Currently, the patterns of transmitted signals are dependent
on previous information, with restoration relying on signals
from earlier stages, such as interleaving patterns [35], SCMA
codebooks [36], and index modulation patterns [37], [38]. It
is important to note that our work differs significantly from
the aforementioned fields, where the system operates in a
coordinated manner, e.g., user node size for SCMA codebook
design and user states for index modulation transmission
pattern optimization. Specifically, to control the transmission
pattern under prescribed constraints [38], the receiver must be
aware of the states of all users. This requirement is unrealistic
for mMTC and URA scenarios, as coordinated schemes cannot
support an unbounded number of devices [7]. This limitation
explains why index modulation-based URA schemes [37] still
rely on modulation patterns that are coupled with pilot selec-
tion, i.e., if the modulation patterns are independent from pilot
selection, the uncoupled structure would allow for additional
transmission degree of freedom (DoF) and thus improve the
transmission efficiency.

Thus, it is unlikely to transmit abundant information inde-
pendently without additional overhead such as energy con-
sumption or additional prior constraints when the pattern
selection is always dependent on previous information. In
other words, the DoF at the encoder side is not fully utilized.
However, if the information can be independently projected
onto transmission patterns and these patterns can be restored
without any prior knowledge, more efficient transmission
(energy-wise or redundancy-wise) becomes achievable by con-
veying messages through the transmission patterns themselves.
In summary, to enhance transmission efficiency, all neces-
sary priors, such as pattern sequences in index modulation
and constellation location codebooks in SCMA, should be
fully independent and unknown at the receiver so that their
information-carrying capacity can be further improved.

To this end, the proposed CPMA introduces a sparse pattern
encoder (SPE), through which the information of a single
user can be projected onto both the transmitted signals (such
as phase shift keying (PSK) constellation symbols) and the
patterns by which the symbols are permuted. Notably, the
projection of source messages is entirely independent of any
other encoder components, allowing for detection and estima-
tion at the receiver without the need for any prior knowledge.
This approach enables more efficient transmission by ensuring
independent mapping and demapping from source messages to
patterns.

The main contributions of this paper is listed as follows:

1) Theoretical Analyses on Non-Bijective Demapping in
CPMA: The rationale behind CPMA and the SPE, specifically
the mapping procedure, is introduced within the context of
practical multiple access models under a quasi-static MIMO
fading channel. With these models established, we provide
both closed-form and integral-form performance limits for
the demapping of uncoded CPMA, which involves the joint
restoration of transmitted signals and embedded patterns. Nu-
merical results, compared with those from a practical detector,
demonstrate the viability and accuracy of our analyses.



2) Application under Finite Blocklength with Practical
CPMA Design: In addition to the theoretical analysis of
abstract multiple access models, we also present a practical
CPMA design for MIMO-URA, achieving near-optimal per-
formance of minimum-required energy-per-bit (system metric
for user volume capacity) for large group sizes. Both the
encoder and decoder designs are aligned with the principles of
the proposed CPMA, demonstrating the potential of the newly
introduced DoF for multiple access code design under finite
blocklength conditions.

3) Comparisons with Classic Schemes and Recent Advances
under Finite Blocklength: We conduct extensive simulations
to compare the proposed CPURA with a variety of multiple
access schemes designed for finite blocklength, aiming to
showcase the potential superiority of the newly developed
CPURA. The results demonstrate that CPURA can achieve
near-optimal systematic capacity under unsourced finite block-
length conditions.

The content is organized as follows: Sec. II introduces the
rational of CPMA and provides closed-form and integral-form
performance limit analyses for the practical models. Sec. III
details the application of the proposed CPMA in the design
of a practical MIMO-URA scheme, based on the principles
of CPMA. Sec. IV presents numerical results comparing both
theoretical and empirical solutions. Finally, conclusions are
drawn in Sec. V.

Notations: The operations (-)T, (-)#, and (-)~! represent
transpose, conjugate transpose and inverse, respectively. E[-]
and Cov[-] are the expectation and covariance of a random
variable. f(-) and M(-) represent the probability density
function (PDF) and the moment generating function (MGF).
CN*Mgtands for the set of N x M complex matrices. | - |
and || - || are the complex modulus and the spectral norm.
x ~ CN(a,b) denotes the circularly symmetric complex
Gaussian random variable with mean a and variance b.

II. CODED PATTERN MULTIPLE ACCESS

In this section, the general rational of CPMA is introduced
along with the theoretical analyses on the performance limit of
single/multi-user via Maximum Likelihood (ML) detection un-
der quasi-static fading channel. However, ML-based detection
costs complexity in the order of O ((Q + 1)*), which is pro-
hibitively large and intolerable for massive connectivity. For
alternative with reduced complexity, we also introduce how
to conduct iterative detection via a near-optimum (near-ML)
probabilistic data association (PDA) detector with complexity
in the order of O(K?).

A. Novel Projection Method: Sparse Pattern Encoding (SPE)

Assume B bits (possibly after redundant encoding, e.g.,
channel coding) are transmitted over L channel uses via a
random access code/projection denoted by X. The binary
source u € {0,1}'*B is encoded/projected into a frame x
with sparsity ratio a:

X [u] = x € {0, 0} F,

1
Ixllo = aL < B, a€0,1], &

where Q € C'*@ denotes the scaled constellation symbols
with modulation order (), and the Ly-norm ||x|o equals the
number of non-zero elements in the frame. Equation (1)
represents a class of sparse pattern encoding (SPE) methods
that embed information into sparse frame patterns.

The encoded frame follows the power constraint defined by
energy-per-bit Ej, /Ny:
E.L
o2B’ @
where E; is the energy per channel use and the aggregate
power equals F,L, ie., ||x||3 = EL.

Compared with the average power of non-sparse modulation

Ey/Ny =

Pron—s = 211982 @ sparse encoding yields a magnitude gain
for the non-zero elements in x:
. _ P, B
Magnitude Gain = —— = , (3)
Pnon—s aL 10g2 Q

where the average power of the non-zero elements is P; =
]iLL while the zero elements consume no power (e.g., idle
slots with only background noise). Thus, by constructing a
sparse structure when B > aLlog, @, the transmitted signal
power can exceed the average power per B bits.’

According to (3), the proposed CPMA encourages sparse
frame construction combined with high-order modulation.
Under SPE, the information of B bits is conveyed by both
the non-zero symbols and their permutation patterns, i.e.,
the sparse frame structure. Hence, SPE provides a design
framework that achieves robust performance under sparse
transmission with high-order modulation.

Notably, with the addition of a zero state from the SPE,
the elements in x are no longer mapped in a bijective (one-to-
one) manner. As a result, the receiver must detect and estimate
both the sparse patterns of sub-frames and the transmitted
non-zero signals. The following section establishes toy mod-
els for both single-user and multi-user cases, explaining the
performance limits of probabilistic detection and decoding for
each scenario. Special emphasis is placed on the analytical
error performance, particularly the symbol error rate (SER).
We derive a closed-form solution for the SER in the non-
bijective mapping of CPMA. In Sec. III, the SPE concept
is integrated into the design of the sparse pattern encoder.
This approach embeds a large number of binary bits into
sub-frame patterns. By leveraging the additional sparsity DoF,
the sparse structure enhances the power levels of transmitted
constellation symbols. For a more detailed description, please
refer to Sec. III-A.

B. Single/Multi-User Case: Toy Model and Analyses

The matrix H € CM*X« denotes the channel coeffi-
cients between K, users and the receiver with N, antennas,
and vector s; € CXax1 denotes the transmitted signals
at single slot with (1+ Q)™ potential combinations and
ie{l,....,(1+Q)"}. The received signal at given slot of
time can be written as:

y = Hsi +n, (4)

2Here, B denotes the number of bits modulated and transmitted, which
may differ from the original source bits before encoding.



where s; = [s;,, Si,, * ,Sir, ] and s;, dedicated for the k-
th user is selected from the constellation set {0, Q} and n ~
CN (0, 021) is the additive white Gaussian noise (AWGN) at
the receiver.

When the ML detector is applied, the PEP of deciding on
s; given that s; is transmitted is defined as:

P(s; —s;)

5dt] .65

[/ LV 27r
where I' £ |[H(s; — s;)||? and Eg[] is the expectation with

respect to the channel matrix H. The SER upper-bound is
derived as [46], [47]:

(D" (Q41)"e
SERM1, < Z

=1

P(s; —s;)

(Q+1)Ke ©

1=1,1%1

Furthermore, the unconditional PEP can be rewritten as:

1 [m/? —1
Psi—s)== [ Mp(—s—)dn, (7
(s = s;) ﬂ/o ()i O

where fr(-) and Mr(-) represent the PDF and the MGF of T,
respectively. To get the MGF of I', the distribution of I" needs
to be analyzed. Let Z,,, . + jW,, i represent the nff‘ row and
k'™ column element of the channel matrix H, where Zn, 1 and
Wi,k ~ CN(0,1) are independent identically distributed
(iid) Gaussian random variables. The vector H(s; —s;) is given
by:

PO LMy +JZk Y
H(s; —s;) = : )

Zk 1mN,,k +32k 1”N,,k

where mit = (R(si,) — R(s;))Zn,k — (S(si) —
%(Sik))Wnr,k» nitkr,k = (3%(574») —R(s; k))Wnr Et ( (8i,) —
S(s;, )) Zn, %, and R(-) and I(-) are the real and 1mag1nary
parts of a complex value. Note that m* " and n,r | are
ﬁ}saufi{a% random variables with zero mean and a varlance of
% The covariance between m,*
expressed as:

*, and n* ;. can be

Cov[m! T “‘ k]

:E[ ;L’Lk knn k]
= (%(S'Lk) -
=0.

Elm,; JE[n ]

N, N,k

9
Based on the characteristics of Gaussian random variables,
m,* ;. and n,* , are iid Gaussian random variables. Let

M,, Ek 1 m““ . and Ny, Ek Lk It is derived
that M, and N are iid Gauss1an random Vanables with

S. S
zero mean and a variance of u Thus, I' is given by:

N N,
L=> M2+ > NZ.

n,=1 n,=1

(10)

R(s3,)) (S(si) — S(s3,)) (ELZ7, 4] — EIW; 1))

From (10), I" follows a generalized central chi-square dis-
tribution with a degree of freedom of 2N,. Therefore, the
unconditional PEP is given by:

1 71'/2
P(si—>s;):;/ <1+
0

Furthermore, P(s; —s;) is upper-bounded by:

Isi —s;1* \ =~
e (77)02) dn.  (11)

Lo lsi= sy~
P(si— (1 7) . 12
(sirs7) < 2 + 402 12)
Eventually, the upper bound of the SER is expressed as:
SERML <

(Q+1)K“ (Q+1)%a

Is: —S;II2)’NT. (13

1
( * 402

C. Probabilistic Data Association (PDA) Detector

In this section, we present a practical estimator that offers
much lower complexity than the ML detector while incurring
only marginal performance loss. Similar ideas have been
employed in various schemes [21], [22], [34]. Specifically, the
received signal from K, > 1 users at a given time slot is
expressed as:

Ka
thsj

y=hy s + +n, (14
~—~ Py
Target Symbol
arget Symbo
Intra-UE Interference Terms
which can be written into a more compact form:
y = Hs +n. (15)

After channel equalizer such as zero forcing (ZF), (15) can be
rewritten as:

¥ =s+h. (16)

1 _ . . .
H"y and n is the Gaussian noise

where y = (H'H)
—1

with zero mean and covariance matrix A = o2 (H'H)
PDA detector aims to calculate the a posteriori probabilities
(APPs) corresponding to all potential symbols, i.e., the goal
is to calculate p (s, | y), s; € {0, Q}.

Define e; = [0,0,...,1,.. .]T as a K,-length indicator
vector with only one non-zero element at the j-th position.
(16) can be rewritten as:

i+ Z sje; + n.

J#i

y= S a7
Target

Pseudo Noise N
To update the target’s APPs of potential symbols in set {0, Q},
pseudo noise Ny is treated as a Gaussian distributed noise

with:
Mean E; = Zgjej,
J#i
Covariance £); = z:wjeje;r +A, (18)
J#i

Pseudo Covariance &; E §jej 5
J#i



where the intermediate variables 5;,w;, §; are calculated by:

55 = Z s;p(s5y),

SjE{O,Q}

wi= Y (s;—35)(s; — 5) p(s;]y), (19)
816{079}

&= > (55—5)(s; = 5)p(s;]y).
SJG{O,Q}

The APP p(s;ly), s; € {0, Q} initialization starts as a uniform
distribution. To update APPs, set w =y — s;e; — E; and

T x

o = (- (50) 2 (30 )

(20)
o (éR(Qi +E) S(E - Qi)) -
¢ I+ E;) R -—E) ’
The APP update can be achieved, combined with (14)-(20):
sly) = g o1
s;€{0,Q}

By iteration, the APPs of all users’ transmitted signals with
respect to the potential symbols in the constellation table are
estimated.

III. APPLICATION: MASSIVE MIMO CODED PATTERN
UNSOURCED RANDOM ACCESS

As an application of the novel CPMA, we introduce a
practical CPMA scheme and apply it to the recently proposed
unsourced random access problem [7] in the context of a mas-
sive MIMO receiver. The proposed coded pattern unsourced
random access (CPURA) scheme achieves user capacity close
to the theoretical limit [15], following the principles of sparse
pattern encoding. A practical sparse pattern encoder’ is in-
troduced, utilizing a two-phase concatenated code and slotted
transmission structure. The encoder and decoder designs are
shared across all transmission chunks.

The channel model follows quasi-static Rayleigh fading,
identical to Sec. II, where a fixed but unknown number K, of
users transmit B bits of information over L channel uses. Let
uy € {0,1}P*! and g € C'*M denote the message vector
and channel coefficient vector of the k-th user, respectively.
The message set is denoted by £, i.e., uy € {L}. All users
employ the proposed two-phase concatenated code with slotted
transmission across .J; chunks, consisting of a pilot signal
(PS) phase and a permuted data (PD) phase, occupying L,
and L. channel uses, respectively, such that L/J; = L, + Le.
The receiver decodes the superimposed signals to produce a
candidate message list L.

The single-user power constraint is expressed by the energy-
per-bit £, /Ny in (2). The system performance is measured by
the per-user probability of error (PUPE), which accounts for
both missed detections and false alarms, defined as:

E[nmd]
K,

7Pfa:]E |:nf~a:|?
L]

Prna = (22)

3The sparse pattern encoder in this paper represents a viable design
approach in line with the proposed coded pattern multiple access. The design
is not restricted to the structure presented in this paper.

where the number of transmitted but not detected messages
equals to ny,q and the number of never transmitted but de-
tected as valid is denoted by ng,. For the URA problem under
quasi-static fading, the goal is to minimize the minimum-
required energy-per-bit Ey /Ny to reach a PUPE target P, i,o.
The spectral efficiency (SE) is denoted by p = B/L. The
following will introduce the proposed sparse pattern encoder
(SPER) and its employment in CPURA and more importantly
we also analyze the error probability of the proposed CPURA.

(Bp + B + Bc) Error Correcting H Modulation
Bﬂ . N .
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Fig. 1. Proposed encoder design for single user.

A. Sparse Pattern Encoder (SPER) for CPURA

The proposed sparse pattern encoder (SPER) provides a
general framework and is not restricted to the specific structure
introduced here. It comprises three main components: pilot
selection, coded pattern selection, and modulation with per-
mutation. Notably, pattern selection is independent of pilot
selection and is also randomized. The encoded messages are
generated from a randomized binary source. Accordingly, the
binary bits are partitioned into three segments, B,,, B, and
B, such that B = B, + B, + B.. The overall encoder design
is illustrated in Fig. 1.

1) Slotted Transmission and Pilot Selection: The first B,
bits are further divided into Bchunk and By bits., i.e.,
B, = Bchunk + Bpilot- The whole transmission period is
divided into J, = 2Bemunk chunks and each user selects which
chunk to transmit signals by the decimal integer of the Bepunk
bits. Moreover, let A = [aj,as,...,ay, ]| € CLlv*No N, =
2Bpitor denote the common pilot codebook where the codeword
follows the power constraint of ||a;||3 = BEsL,i € [1 : N]
and ratio [ determines the power allocated to the PS phase.
By the decimal integer of the B0 bits, each user select the
pilot codeword with the corresponding index and transmit the
signal over L,-length channel uses. We use X, to denote the
pilot signal of the k-th user. Therefore, at given transmission
chunk, the overlapped pilot signals Y, € CL»*Nr can be
written as:

Yp = Z Xk, p8k T Np7
k

(23)

where N, ~ CN (0, 021) is the AWGN with zero mean and

o2 variance.
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Fig. 2. Proposed decoder design where SIC refers to successive interference cancellation.

2) Coded Pattern Selection: After pilot selection, each
user chooses and encodes multiple permutation patterns by
Bg bits. Firstly, the B, bits are encoded with channel code
into E bits. Then, the channel coded pattern bits are then
segmented into .J, segments to select .J,, patterns. Let P €

{0, 1}37 XN”, N, = 2% denote the common pattern codebook
where each codeword has only L. non-zero elements indi-
cating the position for constellation symbol transmission. All
Jp pattern codewords construct the sparse pattern of the whole
PD frame. We use 7 (-) to denote the permutation maneuver
by the selected patterns of the k-th user. For example, with
pattern codeword [1,0,1,0,0,1], one can do the following
permutation:

53
0
i 0 s

T (- 1

S — T (X) = , (24)
Pattern Permutation 0
~——— 0
Vector x So

N—————’

Scattered Vector

where the permutation can be arbitrary and there are adequate
permutation resources, e.g., for a duration with 38 channel
uses, if one wish to select 4 active positions for signal
transmission and others idle, there are (348) = 73815 different
combinations. The codebook P is generated with N, unique
pattern codewords so that each pattern codeword can carry
information of log, N, bits.

3) Modulation and Permutation: After selection of pilot
and patterns, the rest B, bits are first encoded by FEC code
with R, code rate and then moBdulated with @ modulation
order. We use vector s, € C@s @R *! to denote the FEC-
encoded and modulated vector with power constraint ||sy||3 =
(1 — B)EsL. Thereupon, the transmitted signals at the PD
phase Y, € CL<*Nr can be written as:

Y. = Zﬁk(sk)gk + N,
e

(25)
= xigr+ N,
k

where x; = m(sg) € CFe*! denotes the signal of sparse
frame with permuted constellation symbols.

B. Sparse Pattern Decoder (SPDR) for CPURA

Since the transmission during each chunk is independent,
all received signals share identical procedures of the following

sparse pattern decoder (SPDR) design. The SPDR consists of
three major components, namely activity detection and chan-
nel estimation (ADCE), probabilistic multi-pattern detection
(PMPD) and successive interference cancellation (SIC). We
use Y =[Y,; Y] € C7 >N 1o denote the received signal at
single chunk. The proposed decoder design is summarized in
Fig. 2.

1) Activity Detection and Channel Estimation (ADCE):
Initially, the receiver aims to estimate the number of active
users at single chunk, which can be realized by exploiting the
power information of the received signal Y:

1 (Y|?
Kest - \‘E.SL (HAN'LF - OQ(LC + Lp)>—‘ . (26)

After power detection, we treat signal in PS phase (23) as a
sparse recovery problem which has been studied rigorously
[49]-[52]. For convenience, we employ simultaneous orthog-
onal matching pursuit (SOMP) [53] to perform ADCE. SOMP
is a greedy algorithm with an iterative workflow. In each
iteration, it matches the codeword with the largest correlation
to the residual signal and estimates the corresponding channel
vector for the matched codeword. After the matching and
estimation process, the algorithm updates the residual signal
through orthogonal projection. Finally, with AD results, the
linear equalizer of minimum mean square error (MMSE) is
adopted to estimate the channel vectors of the codewords
verdicted to be active.

The Moore-Penrose Inverse dominates the complexity
around O(N,L,N,) which can be reduced to
O(N,N,logN,) if sub-sampled discrete  Fourier
Transformation (DFT) matrix is adopted and the matrix
multiplication is replaced by Fast Fourier Transformation
(FFT) [18].

2) Probabilistic Multi-Pattern Detection (PMPD): With the
estimated channel vectors, one can proceed the decoding
on signals at PD phase (25) via the PDA detector. With
PDA detector, one can obtain the probabilistic information
towards all states in set {0, Q}L, ie., APPs. Let vector
X ((G—1)- % +1,5- % € C7*" denote the estimated
j-th sub-frame “at the PD Ii)hase where the value of elements
in X;,7 € [1 : Jp| equals to the APP of active state, i.c.,
the summation of all the APPs of constellation symbols. The
decoder multiplies the active state APPs of elements in vector
X; at the non-zero location in pattern codebook P to calculate
the joint activity probability P,ctivity:

L.
—],nec € [1: N,

Pact,nc = HkEAncij(k)7k € [1 : 7
P

27



where set A, has the index location of all non-zero elements
in the n. pattern codeword in codebook P. Segment by
segment, all activity probability P, ,, of J, patterns of the
frame at PD phase are restored. The joint activity probability
will be utilized to generate soft information for error correcting
decoding on the encoded pattern bits.

3) Non-Linear/Linear Demodulation and Log-Likelihood
Extraction: The projection of pattern bits into a pattern
codeword evidently belongs to non-linear modulation and thus
we conduct non-linear demodulation as follows to extract the
log-likelihood ratio (LLR) of the pattern bits to conduct error

correcting decoding. The LLR of the n-th,n € [1 : =] bit
within a pattern segment can be calculated by:
Pact n (bn = 0|Yc)
LLR, =1n L
Pact,nC (bn = 1|YC)
(28)

=In 2 b Pacting (0n = O[Ye)IL ., P(bi)
Yb., Pactin, (bn = 1Y), P(bi)’

where b, = {b1,...,bn_1,bn41,...} denotes the binary
expansion of the integer of segment index excluding b,, and
11, ,,,P(b;) equals the prior probability multiplication of ele-
ments in b.,,. The non-linear demodulation on single segment
bit requires NV, times of search to calculate the marginal prob-
abilities, thereby the overall demodulation complexity scales
as O(EN,). After error correcting code on pattern bits, parity
check is conducted to validate the detected pattern sequences.
With all the verified patterns, the decoder inversely permutes
the frame to extract transmitted constellation symbols, denoted
by 7~ !(-). The complexity of finding the possible patterns
scales as O(J,N,). Then, with APPs towards all constellation
symbols, the LLR information of bits are calculated for the
subsequent channel code decoding, e.g., there are information
of two bits carried by a constellation symbol in quadrature
phase shift keying (QPSK), i.e., [bg, b1] — Sp,.b,- Thereupon,
the LLRs of by and b; can be obtained respectively by:

LLR, = In P(50,0]y) +P(50,1|Y)’
p(s1,0ly) +p(s1,1y) (29)
1 p(s00ly) +p(s1.0ly)
LLR; =1n .
p(s0,1ly) +p(s1,11y)

4) Successive Interference Cancellation (SIC): After chan-
nel code decoding, the decoder conducts parity check to
determine the correctness of the produced binary message,
e.g., for low density parity check code (LDPC), the parity
check is often done with the generator matrix; For Polar
code, one can achieve robust check with cyclic redundancy
check (CRC) bits. We use Xgic to denote the re-encoded
and re-modulated signals (including signals at both PS and
PD phases) of all the parity-check-passed messages at current
SIC iteration. Subsequently, the receiver refines the channel
estimation with longer observations [27] by:

Gsic = (X§ioXsio +0°T) ' XE Y. (30)
Then, the decoder subtracts the restored signals from the
original one for the next SIC round by Y — Ygic where
Ysic = XsicGsic.

TABLE I
PARAMETER SETUPS OF FIG. 3 AND FIG. 4

Single User Case, Fig. 3

Definition Parameter
Frame Length L=10*
Bits Num B =100
Frame Sparsity o € {0.01,0.005,0.001}
Antenna Num N, € {5,10}
PSK Order Q€ {2,4}
Multi-User Case, Fig. 4
Definition Parameter
User Num =4
Antenna Num N, =10
Frame Sparsity a = 0.001

I'V. NUMERICAL RESULTS

In this section, we illustrate the proposed CPMA under
various setups to show the potential from the newly developed
sparsity DoF. Particularly, we emphasize on the comparisons
with the recent advances in multiple access design for finite
blocklength catering to the application scenarios for future
communication networks. For choice of common pilot code-
book, we generate pilot codebook via sub-sampled DFT matrix
for the proposed CPURA in the sequel. The pattern codewords
are randomly and uniquely generated by the required sparsity
without any further optimization®.

1) Non-Bijective Demapping Performance: By comparing
the results of empirical ML and PDA, we first demonstrate
the accuracy of the integral-form (11) and closed-form (13)
solution for symbol error rate (SER) analyses under single
user case and multi-user case. The parameter setups are as
follows: Assuming each user occupies a L = 10* length frame
for B = 100 bits transmission where the messages are encoded
with a potential SPE encoder and the sparsity of frame equals
to o € {0.01,0.005,0.001}. There are N, € {5,10} antennas
at the receiver. For set {0, @}, sub-set Q contains scaled BPSK
constellation symbols for Q = 2 and scaled QPSK symbols
for () = 4. The probability priors of different statements are
initialized with uniform likelihood, i.e., ﬁ The parameter
setups of Fig. 3 and Fig. 4 are summarized in Table I.

Fig. 3 illustrates the non-bijective demapping performance
of single user case under different frame sparsity o €
{0.01,0.005,0.001} and N, = 5 antennas. By different frame
sparsity, the transmitted signals will have different power level,
i.e., the sparser the frame, the higher the magnitude can
be. Consequently, the demapping performance becomes better
with lower SER, which can be observed under both ) = 2
and Q = 4. Meanwhile, there is a SER loss between the ML
detector and the PDA detector, around 10% performance loss
with PDA but saving 50% and 75% of the computational com-
plexity at single user case with () = 2 and ) = 4 respectively.
Therefore, PDA detector can be a good alternative for ML

4Optimizing pattern codewords may be beneficial for interference reduction,
capacity improvement, etc. However, this work primarily focuses on enabling
sparse pattern encoding and decoding. Interestingly, collisions among pattern
codewords have minimal impact on performance, as they can be effectively
separated and decoded from noisy observations when user channel coefficients
are independent.
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Fig. 3. Non-bijective demapping performance of the empirical and theoretical
results of single user case under B = 100, L = 104, N, = 5 under different
frame sparsity o and different modulation order: a) Performance comparisons
under BPSK, @ = 2; b) Performance comparisons under QPSK, @ = 4.

A4

detector for non-bijective demapping. Furthermore, one can
observe good performance matches between the ML detector
and the integral-form solution, especially at the moderate and
higher energy-per-bit region. Also, the performance of PDA
distributes between the predicted performance of closed-form
and integral form results. The aforementioned results indicate
the correctness of our analyses, i.e., the provided integral-form
SER can predict the non-bijective demapping well and the
closed-form SER offers good SER upperbound prediction.

Fig. 4 illustrates the non-bijective demapping performance
under multi-user case with K, = 4, N, = 10 and o = 0.001.
Similar to the single user case, common results can be
found. The empirical performance by ML detector is well-
predicted by the integral-form solution. The PDA detector has
slightly worse performance compared with ML detector at
the low energy-per-bit £, /Ny(dB) region but indistinguishable
performance to ML at the moderate and high energy-per-bit

~ .
Il
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»n 107 F 0 Q=2 ML
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Fig. 4. Non-bijective demapping performance of multi-user case with K, =
4, Ny = 10 and o = 0.001 under different modulation order @ + 1.
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Fig. 5. Performance compared with classic multiple access codes including
IDMA [17] and Tree-Based approach [30] under different energy-per-bit with
Kq, =64 and N, € {25,50}.

region. More importantly, the computational complexity of
PDA detector has much slower rising speed than ML under
increased number of active users K,,.

Overall, for the potential non-bijective demapping of the
novel CPMA, we have offered solid performance analyses for
both single user case and multi-user case. The spirit of PDA
detector indeed can be utilized for practical CPMA decoder
design, since it has near-ML multi-user detection performance
and rather smaller instrument complexity.

2) Performance Compared With Classic Multiple Access:
Since the spirit of IDMA [35] and tree-based [30] have been
adopted in many relevant areas, this subsection compares
the proposed CPMA with IDMA and tree-based scheme. For
equity, the proposed practical CPMA is compared with slotted
version of [17], which can be quite feasible and straightfor-



TABLE II
PARAMETER SETUPS OF
THE SLOTTED IDMA AND THE PROPOSED CPURA

Slotted IDMA Parameter Setups

Definition Parameter
Channel Uses L = 3200
Bits Num B =100
Spectral Efficiency (SE) ©=0.03125
PSK Order Q =4, QPSK
Channel Code 256-LDPC
Pilot Codebook Size 210
Pilot Length 31
Transmission Chunk Num 24
Channel Estimation Iteration 30
Multi-User Detection Iteration 15
Proposed CPURA Parameter Setups
Definition Parameter
Info Bits B = 1683
Channel Uses L = 53856
Spectral Efficiency (SE) ©=0.03125
Pilot Bits Bpilot =14
Pilot Length L, = 467
Chunk Bits Bchunk = 5
Bits To Be Polar Code B. =832
Pattern Bits (before channel coding) Bs = 832
Sub-Pattern Num (after channel coding) Jp = 64
Pattern Codebook Size 216
Sub-Pattern Length 19
Pattern Non-Zero Num 8
Error Correcting Code 1024-Polar Code
CRC Code 24-CRC
Decoding List Size 256
Power Allocation Ratio B =0.1
PDA Iteration 15
Tree-Based approach: CRC-BMST Parameter Setups
Definition Parameter
Info Bits B=175
Channel Uses L = 2400
Spectral Efficiency (SE) p=0.03125
Chunk Num 11
Pilot Bits By, =15
Memory Depth 6
TABLE III

CRC POLYNOMIALS FOR TREE ENCODER/DECODER IN CRC-BMST

CRC Code Polynomial of the CRC Bits Generator
6-CRC xS+t r+1
8-CRC 2+’ xSttt
9-CRC 2+l 4 axdat+ a3+
14-CRC a4+ 20 42 2" xS a1

Note: The profile of the CRC parity check bits for CRC-BMST [30]
is [0,6,8,8,9,9,9,9,9,9,14] with J = 11.

ward. The universal parameter setups are listed below: For
IDMA, the channel uses and the number of binary bits are
fixed to L = 3200 and B = 100 bits, i.e., the SE equals
to u = 100/3200 = 0.03125. For the proposed CPURA, the
parameter setups are B = 1683, L = 53856, By = 14,
Behunk = D, i.e., 32 transmission chunks, B. = 832,
By, = 832, J, = 64, N, = 216 L. = 1216, L, = 467
and there are 8 non-zero elements in each 19-length pattern
codeword. For all phases, Polar code with 1024 length and 24-
CRC is utilized as channel code. The list size of Polar code
decoder equals to 256. The generator polynomial of 24-CRC is
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Fig. 6. Performance compared with recent advances under SE=0.03125:
a) Capacity performance comparisons under finite blocklength with SE of
0.03125 and N,- = 50 with benchmarks [18], [20], [25], [27], [28], [58] and
Achievable/Converse Bounds in finite blocklength information theory [15].
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and QPSK is adopted for constellation modulation throughout.
The power allocation ratio to pilot phase is fixed to 8 = 0.1.
For the tree-encoder/decoder, cyclic redundancy check-based
block Markov superposition transmission (CRC-BMST) code
is utilized with the same compressive sensing decoder of the
proposed scheme. It transmits B = 75 information bits with
L = 2400 channel uses and the memory depth of the BMST is
fixed to 6. The parameter setups of slotted IDMA, the proposed
CPURA and the CRC-BMST have been summarized in Table
II. The tree-based encoder and decoder require parity check
allocation which is summarized at Table III.

Fig. 5 illustrates the PUPE performance of classic IDMA,
tree-based and the proposed CPURA under different energy-
per-bit Ej/Ny(dB) with number of active user K, = 64 and
different number of receiving antennas N, € {25,50}. Inter-
estingly, all schemes shows a water-falling PUPE drop after
an energy-per-bit threshold, e.g., with N, = 50, Ey/Ny =
—10dB for the proposed CPURA, E,/Ny = —8dB for the
tree-based and E, /Ny = —2dB for the slotted IDMA. The
increased number of receiving antenna provides enhanced
estimation precision and thus enhance the performance. Mean-
while, an error floor is observed due to the limited codebook
size. As shown in Tab. II, slotted IDMA simulations utilize
only 1024 pilot codewords, leading to an error floor driven by
pilot collision errors, as derived in [39, Eq.34]. In contrast,
CPURA, with a codebook size of 2!, exhibits a negligi-
ble collision error floor of approximately 6.1 x 10~° under
K, = 64. What’s more, it is not advisable to simply enlarge
the codebook size of slotted IDMA since it will undermines the
sub-sampling ratio of the sensing matrix (the codebook) under
fixed pilot length, leading to further performance deterioration.
Overall, compared with classic multiple access schemes, the
proposed scheme in the spirit of CPMA has a promising
performance with many desirable features including lower
E, /Ny threshold and better performance.



3) System Capacity Compared With Recent Advances Un-
der Finite Blocklength Multiple Access: In this subsection, we
compare the system capacity between the proposed CPURA
and the recent advances under finite blocklength multiple
access including practical schemes and the theoretical Achiev-
able/Converse Bounds from finite blocklength information
theory [15]. The abbreviations of the benchmarks are superim-
posed pilot ODMA (SP-ODMA) [24], ODMA with multiple
antennas (ODMA-Muti.Ant.) [58], FASURA [27], the SKP
coding scheme [28], pilot-based with Polar code (Pilot-Based)
[18], SNOP-Polar [20], MSOP-Polar [25]. All works share
identical SE of %9 = 0.03125. For any further details
on parameter setups of the benchmarks, please refer to the
corresponding references.

Fig. 6 illustrates the minimum required energy-per-bit to
achieve the target PUPE of 0.05 for different number of active
users K, € [600 : 1400] under identical SE of 0.03125 and
N, = 50. Notably, there is only a 1.3dB gap between the
proposed CPURA and the achievable bound at K, = 1200.
Interestingly, the tendency of the CPURA curve has a very
low inertia compared with others, which is caused by the
high order non-linear demodulation’, i.e., pattern segments
bits projected to N. potential patterns. The demodulation can
not produce qualified LLR without certain level of energy-
per-bit. While many existing works fail when K, > 1000,
the proposed CPURA scheme demonstrates improved capacity
performance compared with some of the best state-of-the-arts,
including ODMA-Multi.Ant. and SKP.

This bound-approaching capacity at K, = 1200 under finite
blocklength can be attributed to the much enhanced averaged
power level of the transmitted signals via the CPMA spirit.
Specifically, for the proposed CPMA, there are B = 1683
binary bits but only 512 QPSK constellation symbols are trans-
mitted into the channel while others are embedded into the
transmission patterns of the frame including chunk selection
and the multiple sub-patterns. According to (3), the magnitude
gain scales around % ~ 2495, @Q = 4. Yet, the
existing work does not poss such magnitude gain feature. For
example, SKP transmits 90 bits by 45 QPSK, i.e., by (3), the
magnitude gain ratio equals to % =1, Q = 4. Conse-
quently, the proposed CPURA has nearly % = 2.495 times
higher the averaged power level of transmitted signals. Higher
averaged power level guarantees robust anti-disturbance ca-
pability of the system and thus generates desirable system
capacity with the blessing from the proposed CPMA spirit.

Fig. 7 illustrates the complexity comparisons between dif-
ferent schemes. FASURA has the highest complexity and
Slotted IDMA has the lowest complexity. Specifically, in terms
of the computational complexity of the proposed CPURA,
the complexity of single iteration is dominated by ADCE
O(N,N,log N,), PMPD O(K2, + J,N,), i.., the proposed
CPURA consumes complexity around O(N,N,logN, +
(52)*+J,Np+EN,) with E(Kes) = 5. For IDMA, the ag-

gregate complexity for single iteration scales as 0(215—: (N, +

SWe have to note that the proposed CPURA concatenated code in spirit of
the CPMA is only one realization among many other potential ones
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1)L, + I;—:N,.LC) whose analyses can be found in [17]. For
SNOP-Polar and FASURA, the complexity analyses can be
found in [20].

In Fig. 8, the minimum required E}, /Ny (dB) for 1,000 users
is compared with FASURA, SP-ODMA, ODMA-Mul.Ant.,
and the achievability/converse bounds under different numbers
of receiving antennas. At N, = 50, the proposed CPURA
outperforms FASURA and SP-ODMA by about 3 dB and
more than 10 dB, respectively, while being only 1 dB behind
the latest ODMA scheme reported in [58]. Moreover, the
performance of SP-ODMA and FASURA is more sensitive
to the observation dimensions than that of ODMA-Mul.Ant.
and CPURA. However, Fig. 6 has illustrated the advantages
of the proposed CPMA structures, especially in the high-user
regime.

4) SIC Convergence Behavior: In this subsection, we in-
vestigate the convergence behavior of the proposed CPURA.
Fig. 9 illustrates the PUPE performance of the proposed
scheme under varying upper bounds of SIC rounds, with
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200 active users, different numbers of receiving anten-
nas N, € {50,100}, and energy-per-bit levels F,/Ny €
{—=9dB,—7dB}. No SIC if the round number equals to O.
As predicting the exact number of SIC rounds required for
decoding is infeasible, a maximum SIC round limit is set
to evaluate convergence across different configurations. The
results indicate that SIC convergence is primarily influenced
by transmission power. When fixing Ej/Ny at —9dB and
doubling the number of receiving antennas, the final PUPE
performance improves, but the convergence speed remains
largely unchanged due to the fixed interference level. Con-
versely, when fixing the number of receiving antennas at 50
and increasing the transmission power, both PUPE perfor-
mance and convergence speed improve significantly.

5) Remaining Challenges and Promising Solutions: In this
subsection, we aims to offer insights into addressing practical
implementation challenges in CPURA and propose potential
solutions to guide future research directions. The current
CPURA design includes key receiver components, such as
PMPD (described in Sec. II1-B2) and non-linear demodulation
(detailed in Sec. III-B3), which focuses on extracting soft bit
information from pattern codeword demapping.

Firstly, the complexity of sparse pattern decoding remains
to be further reduced for efficient hardware implementations.
PMPD, critical to this process, relies on algorithms like ML
and PDA, as discussed in Sec. II. Although complexity has
been substantially reduced, it remains cubic with respect to
activity. Fortunately, advanced algorithm designs offer promis-
ing solutions. For instance, [19, Fig.2, Fig.3] introduces a
multi-pattern detector based on approximate message passing,
achieving linear complexity, which is also explored for MIMO-
URA applications. Moreover, the exploitation on favorable
channel model structures under particular scenarios remains
scarcely discussed, e.g., in [59], each antenna in a massive
MIMO channel can be modeled using a spherical wavefront
approach, with promising potential for massive MIMO tech-

nology to reduce costs and enhance throughput.

Secondly, the effectiveness of non-linear demodulation as a
fundamental solution depends on the channel code employed.
In this work, non-linear demodulation, as described by (28),
computes the LLR of pattern bits using marginal probabilities,
which is necessary for binary-based channel codes like Polar
or LDPC codes. However, for advanced channel codes de-
signed for finite blocklength, such as non-binary LDPC [54],
[55], this approach can be simplified. With non-binary channel
codes, PMPD with efficient algorithms can directly calculate
LLRs from non-binary symbol constellation APPs, eliminating
additional processing steps. Recent advances in information
theory, as highlighted in [56], [57], underscore the promising
potential of non-binary channel codes for future applications.

V. CONCLUSIONS

In this work, a novel DoF for multiple access code design
is introduced through the proposed CPMA. CPMA general-
izes a series of potential code designs that enable indepen-
dent information mapping on transmitted signals and their
permutation patterns. Practical multiple access models for
both single-user and multi-user scenarios are established and
analyzed. Closed-form and integral-form performance limits
are provided. Furthermore, a practical CPURA is elaborated,
featuring concatenated encoder/decoder designs with bound-
approaching systematic capacity for large group sizes under
the finite blocklength regime, specifically in the context of
machine-type massive connectivity. Numerical results demon-
strate the viability and accuracy of the anticipated performance
limits. The performance of the proposed CPURA is compared
with various state-of-the-art models, illustrating the superiority
of the proposed CPURA. Future work will focus on error
frame rate analyses for the proposed CPMA and will explore
effective methods for pattern demodulation with higher orders.
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