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Abstract 

Artificial intelligence (AI) is transforming the medical industry, with AI applications in healthcare expanding 
across clinical domains. By 2025, medical AI is expected to be adopted in 90% of hospitals to support doctors’ work. 
Although AI has demonstrated proven capabilities in enhancing medical diagnosis and treatment efficacy, there 
remains a lack of in-depth research on its impact on doctors’ work, particularly for doctors with average qualifications 
in small-scale hospitals. Through an analysis of chest CT diagnostic data from a local hospital in China, our analysis 
reveals that after the introduction of AI assistance, doctors’ work quality improved, as evidenced by a 2.8% increase 
in the length of report conclusions and a 1.0% increase in the description length. However, work efficiency declined, 
with the average number of chest CT reports processed daily reduced by 4.3% for the overall department and 2.8% 
per doctor. Notably, over a six-month period following the adoption of AI, this trade-off became increasingly signifi-
cant. Understanding the impact of AI assistance on doctors’ work performance is crucial for optimizing healthcare 
resource allocation and management decisions, ultimately enhancing patient satisfaction and well-being. This study 
redirects attention from patient perceptions to clinician behaviors, offering actionable insights for AI implementation 
in small-scale hospitals.
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1  Introduction
 Advances in medical technology and improved health-
care access have led to exponential growth in medical 
data volume, while expectations for service efficiency 
and quality rise steadily. Propelled by both technologi-
cal advancements and escalating medical demands, the 
healthcare industry has transitioned into the era of big 
data and artificial intelligence (AI). The application of 
medical AI are becoming increasingly diverse, spanning 
diverse healthcare domains from diagnosis and treatment 

to prevention. Currently, many major enterprises and 
healthcare organizations are investing heavily in  the 
development and application of AI-assisted systems 
to optimize clinical workflows and enhance treatment 
outcomes. For instance, IBM has introduced the IBM 
Watson Oncology System in China (Zhou et  al., 2019), 
assisting clinicians in developing more  precise cancer 
diagnoses and treatment plans, thereby improving diag-
nostic accuracy and efficiency. Additionally, Google’s 
DeepMind achieved breakthroughs using advanced algo-
rithms to enable early diagnosis of diabetic retinopathy 
and other ocular diseases (Gulshan et al., 2016). Projec-
tions suggest 90% of hospitals will adopt physician-assis-
tance AI by 2025, yielding over $150 billion in healthcare 
savings (Das, 2016; Sullivan, 2018).
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In this context, optimizing AI-assisted systems to 
enhance physician support and advance healthcare 
intelligence represents a critical research priority. Both 
clinical efficiency and care quality fundamentally shape 
patient evaluations of hospital care standards (Arocena 
& Garcia-Prado, 2007). Additionally, improving both 
healthcare efficiency and quality serve as primary moti-
vators for physician adoption of AI tools (Li & Xiong, 
2024). Therefore, exploring the impact of AI assistance 
on doctors’ work efficiency and quality is essential for 
progressively optimizing and effectively utilizing these 
systems, and carries significant theoretical and practical 
implications.

Previous research on healthcare AI applications has 
focused primarily on clinical diagnostic accuracy, preci-
sion, scalability, and patient acceptance of AI-assisted 
systems (Chen, et  al., 2021; Longoni et  al., 2019). How-
ever, scant research examines AI’s actual impact on phy-
sician workflows, with most studies confined to urban 
tertiary hospitals. Physicians constitute critical mediators 
between diagnostic processes and patients, directly influ-
encing clinical outcomes. Therefore, this study redirects 
scholarly attention from patient to physician behaviors, 
systematically examining AI’s effects on both workflow 
efficiency and clinical quality. The extant literature reveals 
no empirical consensus about AI’s specific impacts on 
clinical workflows. Most scholars posit that AI enables 
faster, more accurate diagnoses, potentially improv-
ing efficiency and quality simultaneously (Esteva et  al., 
2017; Topol, 2019). However, most studies conceptual-
ize efficiency and quality as isolated dimensions, rarely 
examining how AI assistance affects both dimensions 
simultaneously. This critical gap overlooks the funda-
mental efficiency-quality trade-off physicians face given 
clinical resource limitations and temporal constraints.

Our research posits that physicians encounter a novel 
efficiency-quality trade-off in AI collaboration, medi-
ated by factors including AI trust and clinical experience. 
This trade-off constitutes a fundamental healthcare chal-
lenge, creating an inverse relationship where care quality 
improvements typically reduce work efficiency (opera-
tionalized as case throughput), and vice versa (Yang & 
Zeng, 2014). For instance, when physicians allocate more 
time per patient for diagnostic accuracy and detailed 
care, their overall patient volume decreases, impacting 
efficiency. We argue that while AI assistance improves 
work quality, it may concurrently decrease work effi-
ciency. This trade-off is especially pronounced among 
less experienced physicians.

Accordingly, this study examines AI assistance’s impact 
on physician performance, contributing to both scholarly 

research and clinical practice. First, understanding how 
AI assistance affects physician performance is crucial for 
optimizing healthcare resource allocation and manage-
ment decisions. Our findings advance current knowledge 
about medical AI applications. While prior healthcare 
AI studies examined either efficiency gains (Ardila et al., 
2019; Topol, 2019) or quality improvements (Esteva 
et al., 2017; Katwaroo et al., 2024) separately, we uniquely 
investigate their interaction and identify a new efficiency-
quality trade-off. By analyzing these physician-AI collab-
oration trade-offs, developers can strategically optimize 
systems, and healthcare managers can make informed 
decisions about healthcare resource allocation or formu-
late more effective training strategies. This dual approach 
not only enhances the overall quality of healthcare ser-
vices but also achieves optimal benefits under resource 
constraints, thereby promoting the sustainable devel-
opment of the healthcare system. Second, contrasting 
with studies focused on well-resourced urban hospitals 
(McKinney et al., 2020; Raimondi et al., 2020), we exam-
ine AI assistance in small  hospitals where doctors may 
have less clinical experience. This context is crucial as 
these hospitals serve large populations yet encounter dis-
tinct technology adoption challenges. Our findings chal-
lenge the direct applicability of large-hospital findings to 
smaller settings, revealing how hospital scale and physi-
cian experience influence AI outcomes. Finally, while 
existing literature has primarily examined immediate 
post-implementation effects (Li et al., 2022), our research 
tracks performance changes over an extended period 
(180 days pre- and post-implementation). This extended 
timeframe captures both initial impacts and adaptation 
patterns, offering a more comprehensive  understanding 
of AI’s performance effects.

2 � Literature review
2.1 � The application of artificial intelligence assistance 

in the medical field
Artificial intelligence (AI) is reshaping healthcare, gen-
erating extensive and profound impacts across the 
medical field. AI’s advanced capacity to process medical 
data, text, images, and biological information has led to 
increasingly diverse and widespread healthcare applica-
tions. These encompass medical imaging analysis, per-
sonalized medicine, predictive analytics, virtual health 
assistants, surgical robots, and natural language pro-
cessing, among others (Haleem et  al., 2019). Although 
research has consistently demonstrated these robust AI 
tools’ effectiveness, their clinical implementation remains 
limited (Wiens et  al., 2019). Currently, AI demonstrates 
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substantial impact in three primary domains—medical 
imaging analysis, personalized medicine, and predictive 
analytics (Ahmed & Adil, 2023)—all supporting physi-
cians in diagnosis and treatment decisions.

The proliferation of AI assistance in medicine stems 
from its capacity to attain diagnostic accuracy compa-
rable to medical experts (Longoni et al., 2019; Rajpurkar 
et  al., 2022). For instance, AI demonstrates dermato-
logical diagnostic accuracy through image analysis that 
matches or exceeds board-certified dermatologists 
(Leachman & Merlino, 2017). Additionally, deep learning 
enables AI to automatically identify and localize thoracic 
lesions in radiographs with performance rivaling sea-
soned radiologists (Rajpurkar et al., 2018). With expand-
ing healthcare access, researchers prioritize developing 
clinically viable AI applications that optimize diagnostic 
workflows, improve accuracy and efficiency, and enhance 
patient outcomes and satisfaction (Khullar et  al., 2022; 
Kulkarni & Singh, 2023; Nelson et al., 2020; Pierre et al., 
2023).

Management and marketing scholars have extensively 
investigated patient attitudes and compliance regard-
ing healthcare AI. Some scholars contend that unique-
ness neglect makes consumers more reluctant to use 
AI providers versus human providers (Longoni et  al., 
2019). Neuroscience studies demonstrate this divergence, 
showing distinct brain activation patterns when patients 
receive identical personalized conversations from AI ver-
sus human providers (Yun et al., 2021). Practically, some 
research finds patients perceive no difference between 
AI-assisted and unaided physicians (Chen, et  al., 2021. 
However, perceived physician  effort may alter this per-
ception (Chen et  al., 2024). Thus, patients may report 
higher satisfaction when perceiving greater effort from 
AI-assisted physicians.Conversely, other studies indicate 
technological risks, ethical concerns, and communication 
barriers may decrease trust in AI-assisted versus unaided 
physicians (Esmaeilzadeh, 2020; Zhang et al., 2021).

While these findings illuminate patient perspectives, 
significant gaps persist in understanding AI’s impact 
on healthcare providers. What specific impacts does AI 
assistance have on physician workflows? Management 
research has largely overlooked the crucial examination 
of AI’s influence on physician work patterns and behav-
iors. Since physicians serve as both primary AI users and 
critical mediators between diagnosis and patients, com-
prehending AI’s workflow impacts is essential for opti-
mizing healthcare delivery and patient outcomes. This 
study redirects scholarly attention from patient to physi-
cian behaviors, systematically investigating AI’s effects on 
clinical workflows.

2.2 � The impact of artificial intelligence assistance 
on doctors’ work performance

2.2.1 � The efficiency‑quality trade‑off
The optimal medical practice model prioritizes high-
quality, high-efficiency, patient-centered, and collabo-
rative care (Moore, 2007). Arocena and Garcia-Prado 
(2007) contend that hospital performance improvements 
stem from simultaneous quality and efficiency enhance-
ments. Moreover, physicians frequently adopt AI tools 
to augment both work output and quality (Li & Xiong, 
2024). This highlights the dual importance of efficiency 
and quality in clinical practice.

However, resource-constrained healthcare systems 
inevitably face efficiency-quality trade-offs (Newhouse, 
1970). Physicians confront a fundamental dilemma: 
enhancing diagnostic and treatment quality necessitates 
greater time investment, often reducing case throughput. 
Conversely, prioritizing higher output elevates medical 
error risks, compromising care quality and patient out-
comes (Bao & Bardhan, 2022; Kane et al., 2007).

AI’s emergence in medicine offers potential solutions 
to the efficiency-quality trade-off. This potential arises 
from AI’s dual capacity for both substituting and comple-
menting human capabilities (Krakowski et al., 2023). On 
one hand, AI assumes responsibility for repetitive clini-
cal tasks including medical image interpretation, data 
analytics, and report generation (Imran et al., 2020; Jorg 
et al., 2024; McKinney et al., 2020). On the other hand, AI 
augments human limitations by detecting subtle anoma-
lies and processing large datasets rapidly (Ardila et  al., 
2019; Attia et al., 2019; Doyle et al., 2020). This coexist-
ence of substitution and complementarity seems to ena-
ble  concurrent improvements in both clinical efficiency 
and quality.

However, AI’s actual clinical impact depends on mul-
tiple factors: system performance, physician adapta-
tion capacity, trust levels, and institutional management 
approaches. These factors may sustain efficiency-quality 
trade-offs in physician-AI collaboration. Prior research 
in tertiary hospitals suggests AI improves both physi-
cian efficiency and quality (Katwaroo et  al., 2024; Li 
et al., 2022; Topol, 2019). However, these findings involve 
above-average qualified practitioners.AI’s expansion to 
small-scale  hospitals raises questions about replicability 
among less-qualified physicians. This study examines AI’s 
effects on work behaviors in this physician cohort.

2.2.2 � The impact of artificial intelligence assistance 
on doctors’ work efficiency

A key rationale for AI integration in clinical practice 
involves efficiency enhancement. AI’s productivity ben-
efits have been empirically validated across domains, 
especially in complex healthcare settings (Kellogg et  al., 
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2020). In a study involving over 300 doctors regarding 
their views on AI-assisted diagnosis, the results revealed 
that 81.16% of them believed AI-assisted diagnosis 
could “reduce their workload,” while 78.55% felt it could 
“increase diagnostic efficiency” (Huang et  al., 2021). 
These findings demonstrate widespread clinician recog-
nition of AI’s efficiency-enhancing potential.

Extensive research demonstrates that AI assistance sig-
nificantly enhances physician efficiency, as evidenced by 
numerous empirical studies. For instance, in the realm 
of medical imaging analysis, where AI is most com-
monly applied, its ability to recognize complex patterns 
in images allows for a transformation of image interpre-
tation from a purely qualitative and subjective task to a 
quantifiable and replicable process (Bi et  al., 2019). AI-
assisted screening accelerates positive case identification 
by approximately 33% compared to unaided evaluation 
(Nature Editorial Team, 2023). This accelerated through-
put proves particularly valuable for time-sensitive cases, 
facilitating prompt diagnosis and intervention. Further-
more, AI enables faster, more accurate clinical decisions 
through automated processing of extensive patient data-
sets (Chen et al., 2021; Topol, 2019). For example, AI can 
scan hundreds of medical images and identify potential 
disease risks within minutes (Ardila et al., 2019), provid-
ing recommendations that are comparable to those of 
experts (McKinney et al., 2020), thereby directly improv-
ing the overall efficiency of the healthcare system. More-
over, AI’s detection of subvisual abnormalities reduces 
clinician cognitive load, further optimizing workflow effi-
ciency (Sathykumar & Munoz, 2020).

While extensive research supports AI’s efficacy in 
improving physician efficiency, concerns persist that AI 
implementation may increase workload and impede effi-
ciency gains (Yoo et al., 2023). In fact, AI’s effectiveness is 
contingent upon multiple factors, particularly physician 
qualifications and trust levels (Tong et  al., 2023; Wang 
et  al., 2024)  For instance, some studies have indicated 
that after collaborating with AI, the efficiency of produc-
ing diagnostic reports improved by 20.7% for junior doc-
tors and 18.8% for senior doctors, with less experienced 
junior doctors benefiting more from AI assistance (Wei 
et  al., 2022). However, it is noteworthy that AI-assisted 
junior physicians still exhibit longer average diagnostic 
times than their senior counterparts (Tong et al., 2023). 
Prior research has predominantly examined highly-quali-
fied physicians in urban tertiary hospitals (Li et al., 2022), 
who demonstrate superior learning capacity, adaptabil-
ity, and AI trust levels. As AI assistance becomes more 
widely adopted in healthcare settings, a crucial question 
arises: when AI assistance is introduced in small hospi-
tals, can it still enhance the work efficiency of less quali-
fied doctors?

Prior research has utilized diverse efficiency metrics 
across multiple levels to assess physician productivity. 
Patient-centered measures like length of hospitalization 
(Bao & Bardhan, 2022; Tasi et al., 2019) have been used 
to evaluate clinical efficiency. Alternatively, physician-
centered metrics such as mean diagnosis time (Overhage 
& McCallie, 2020; Reuben et  al., 2014) have quantified 
workflow efficiency. Our study measures physician effi-
ciency through output quantification, specifically diag-
nostic report volume. With fixed working hours, higher 
daily report output per department or physician indicates 
reduced per-case time investment, thus demonstrating 
greater efficiency.

2.2.3 � The impact of artificial intelligence assistance 
on doctors’ work quality

Beyond efficiency gains, improving work quality repre-
sents another primary motivation for incorporating AI 
assistance in professional practice. In clinical settings, 
AI enhances physician work quality primarily through 
its expert-level diagnostic accuracy and precision (Esteva 
et al., 2017; Wu et al., 2023; Xu et al., 2024). On the one 
hand, AI improves abnormality detection sensitivity 
and accuracy, thereby reducing physician misdiagno-
sis and missed diagnosis rates (Katwaroo et al., 2024; Li 
et  al., 2022). These improvements enhance care quality 
while facilitating earlier interventions, ultimately lower-
ing healthcare expenditures and reducing government 
insurance costs (Khalifa & Albadawy, 2024). On the 
other hand, AI’s advanced image recognition and data 
processing capabilities minimize time spent on routine 
tasks, enabling greater focus on personalized treatment 
planning and thereby enhancing overall work quality 
(Krishnan et al., 2023; Patankar, 2024).

The impact of AI assistance on physician work qual-
ity similarly depends on both system accuracy/perfor-
mance and clinical utilization patterns. We posit that AI’s 
quality-enhancing effects may be particularly significant 
for less experienced clinicians. Research demonstrates 
that AI systems significantly enhance junior radiolo-
gists’ diagnostic performance, whereas mid-level and 
senior physicians show negligible differences between 
AI-assisted and independent assessments (Wang et  al., 
2022; Xu et al., 2024). Furthermore, AI assistance enables 
junior physicians to attain diagnostic accuracy compara-
ble to senior colleagues (Wei et al., 2022). Consequently, 
this study focuses on less-qualified physicians to examine 
whether AI assistance disproportionately enhances their 
work quality.

However, work quality proves more conceptually com-
plex and methodologically challenging to standardize 
than efficiency metrics (Yang & Zeng, 2014). Academic 
literature typically dichotomizes healthcare quality into 
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technical quality and patient-perceived quality. Techni-
cal quality encompasses clinical diagnostic accuracy and 
treatment efficacy, whereas patient-perceived quality 
reflects service satisfaction (Navarro-Espigares & Torres, 
2011). Prior studies have operationalized quality meas-
urement through patient readmission rates (Bao & Bard-
han, 2022; Janakiraman et al., 2023). However, this metric 
suffers from confounding by extraneous variables includ-
ing baseline health status, treatment adherence, and 
socioeconomic factors, thereby providing only indirect 
performance assessment. This study employs diagnostic 
reports as a more direct physician quality metric.

Diagnostic reports constitute essential medical docu-
mentation that comprehensively records physicians’ 
diagnostic conclusions (Zhang et al., 2021). As direct out-
puts of clinical diagnosis, these reports objectively reflect 
physician work quality. Growing evidence indicates 
patient demand for such documentation to facilitate self-
management and shared decision-making (Ross et  al., 
2005). The technical composition of diagnostic reports 
- characterized by specialized terminology and standard-
ized language (Rad-Insights, 2024)- enables report length 
to function as a proxy for diagnostic thoroughness and 
specificity. Consequently, this metric effectively captures 
diagnostic quality across the clinical evaluation process.

This study examines AI assistance’s dual effects on 
work efficiency and quality among physicians in small-
scale  hospitals with limited experience. We aim to 
investigate potential efficiency-quality trade-offs in 
physician-AI collaboration within these settings. For 
average-qualified physicians, AI aids in detecting sub-
visual abnormalities and provides expert-level diagnostic 
references as a "second opinion" (Li et al., 2023) enhanc-
ing diagnostic quality. However, AI implementation may 
increase cognitive burden, particularly during diagnostic 
disagreements with AI recommendations. Trust limi-
tations may prompt additional verification time for AI 
results to ensure patient safety. Furthermore, adaptation 
periods may be needed to optimize physician-AI interac-
tion protocol. Based on these considerations, we propose 
the following hypotheses:

H1: The introduction of AI assistance will lead to a 
decrease in doctors’ work efficiency.
H2: The introduction of AI assistance will result in an 
improvement in doctors’ work quality.

3 � Context and data
3.1 � Context
The International Agency for Research on Cancer (IARC/
WHO) reports lung cancer as the most common malig-
nancy worldwide, responsible for 1.8 million deaths 

(18.7% of cancer mortality) (World Health Organiza-
tion, 2024). Low-dose computed tomography (CT) has 
emerged as the standard screening modality for pulmo-
nary conditions. However, expanding CT utilization in 
both healthy populations and symptomatic individuals 
has substantially increased radiologists’ workload. This 
has exacerbated quality-efficiency trade-offs, manifesting 
as reduced efficiency, elevated false-positive rates, and 
interpretation variability (Huang et al., 2021).

 (Pesapane et al., 2018). AI’s advanced image interpre-
tation capabilities are anticipated to enhance radiolo-
gists’ diagnostic accuracy and timeliness (Ahmed & Adil, 
2023). Numerous hospitals have adopted AI diagnostic 
tools to improve radiologists’ workflow efficiency and 
output quality. However, empirical evidence regarding 
AI’s impact on radiologists’ lung CT interpretation per-
formance remains lacking.

In this analysis, we focus on CT scans from a focal 
hospital located in a county in China. As the county’s 
primary medical center, the facility manages substantial 
daily patient throughput. Since May 2021, the hospital 
has implemented an AI system employing deep learning 
for image classification, lesion detection, and segmenta-
tion. This technology facilitates lesion identification and 
annotation, 3D  (Three-Dimensional) reconstruction, 
and automatic target delineation, aiding in the screen-
ing, diagnosis, and treatment of diseases. Currently, the 
system providers connect their localized servers to the 
hospital’s existing PACS (Picture Archiving and Commu-
nication System) system via the DICOM  (Digital Imag-
ing and Communications in Medicine) imaging protocol, 
displaying AI-generated disease detection results on doc-
tors’ workstations. Consequently, CT scans are now sup-
ported by this AI-assisted system.

In the process of lung CT diagnosis, doctors first need 
to import the CT images into the AI software, which 
then begins to identify potential lesions and lists the 
suspicious ones individually. Physicians can review each 
flagged lesion to make final diagnostic determinations. 
The system allows adjustment of detection sensitivity, 
typically configured to exclude nodules that are 3 mm or 
smaller.

. We would like to understand the causal effect of intro-
ducing AI assistance on the work of these radiologists: (1) 
extensive margin (i.e., the quantity of reports processed 
each day); and (2) intensive margin (i.e., the quality of the 
reports produced).

3.2 � Data
Following the hospital’s AI implementation on May 20, 
2021, we collected chest CT diagnostic data spanning 
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November 21, 2020 to November 16, 2021 - encompass-
ing 180-day pre- and post-implementation periods cen-
tered on the intervention date. The dataset comprises 
multiple variables: patient demographics (ID, sex, age), 
clinical information (requesting department, examina-
tion date/site), and physician documentation (description 
and conclusion).

To assess doctors’ work efficiency, we aggregated the 
scan-level data into a department-day level, so that we 
can investigate whether, after AI was introduced, doc-
tors could process more scan reports on a daily basis. 
We created two outcome variables for the extensive mar-
gin: (1) log(total_scan + 1), representing the logarithm 
of total number of CT scan reports per day; (2) log(avg_
scan_per_doc + 1), representing the logarithm of average 
number of CT scan reports per doctor per day. The latter 
was calculated by dividing the total number of CT scan 
reports by the number of doctors working that day before 
taking the logarithm.

To assess doctors’ work quality, we aggregated the scan-
level data into a doctor-day level panel dataset. We focus 
on the lengths of CT scan reports as an indicator for the 
intensive margin, assuming longer reports may reflect 
more detailed analysis. Since the raw data included both 
the conclusion and the description of the report writ-
ten by the doctor, we also created two outcome variables 
for the intensive margin: (1) log(report_lengh_concl), 
representing the logarithm of the length of the doctor’s 
conclusion text; (2) log(report_length_desc), represent-
ing the logarithm of the length of the doctor’s descrip-
tion text. These variables allow us to examine potential 
changes in the depth and detail of doctors’ analyses fol-
lowing the introduction of AI assistance.

While we utilize CT report volume and length as effi-
ciency and quality proxies respectively, we recognize 
their inherent limitations. For efficiency assessment, 
report volume may not fully reflect case complexity or 
diagnostic time investment, as simple counts cannot cap-
ture workload distribution nuances. Similarly, for quality 
evaluation, while report length indicates documentation 
completeness, it may not perfectly correlate with diag-
nostic accuracy or clinical utility. Although longer reports 
typically reflect more comprehensive documentation, 
they do not invariably signify superior diagnostic qual-
ity. Despite these limitations, these metrics offer quanti-
fiable measures enabling examination of AI’s impact on 
physician performance, particularly given the challenges 
in direct clinical measurement. Future research might 
benefit from incorporating additional metrics such as 
diagnostic accuracy rates, peer review scores, or patient 
outcomes to provide a more comprehensive evaluation of 
AI’s effect on clinical work.

4 � Main analysis
4.1 � Empirical strategy
Given the absence of a true control group in this setting, 
we were unable to employ a difference-in-differences 
design. Instead, we adopted the regression discontinu-
ity in time (RDiT) design (Hausman & Rapson, 2018). 
RDiT is an econometric method used for causal infer-
ence, particularly suited for analyzing time-series data. 
This method has been extensively applied in marketing 
and economics research examining policy changes (Busse 
et al., 2010; Chen et al., 2009; Liu & Cong, 2023). RDiT 
extends conventional regression discontinuity design 
(RDD) to temporal contexts where time serves as the 
running variable. This approach identifies causal effects 
by exploiting a discontinuity or threshold in a policy, 
intervention, or treatment that occurs at a specific point 
in time. In our setting, first, the introduction of AI in 
the hospital creates a discrete time threshold – a natural 
“before” and “after” comparison opportunity – which is 
crucial for RDiT analysis, allowing us to explore changes 
in doctor’s work performance immediately around the 
focal event date. Second, RDiT is well-suited for our set-
ting where finding a comparable control hospital would 
be challenging. Third, since all doctors in the radiology 
department were required to use the AI assistance after 
its introduction, RDiT helps address potential selection 
bias issues.

The RDiT regression we conducted is as follows:

where we take a short time window before and after the 
policy change. The coefficient of interest, δ , measures the 
before-after difference, that is, the effect of the introduc-
tion of AI assistance on doctors’ work performance. The 
indicator variable Postt takes a value of 1 after the focal 
event date and a value 0 before the focal event date. 
Controlsit are control variables such as fixed effects.

4.2 � Treatment effects on extensive margin
Our department-day level dataset contains 10,206 obser-
vations (see Table 1). We conducted Regression Discon-
tinuity in Time (RDiT) analyses using log(total_scan + 1) 
and log(avg_scan_per_doc + 1) as dependent variables, 
with results presented in Table 1. We found that the intro-
duction of AI had an unexpected impact on doctors’ work 
efficiency. After controlling for fixed effect of requesting 
departments, we discovered that after the introduction 
of AI, the average number of chest CT reports processed 
daily by the CT department significantly decreased by 
approximately 4.3% ( δ = −0.043, p < 0.001). Similarly, the 
average number of chest CT reports processed daily per 

Yit = β0 + δPostt + Controlsit + ǫit
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doctor in the department also significantly decreased by 
about 2.8% ( δ = −0.028, p < 0.001). These findings suggest 
that after the introduction of AI, there was a reduction in 
the quantity of reports (extensive margin of work). The 
two models explained 68.6% and 62.8% of the variance in 
the dependent variables, respectively, indicating a good 
model fit.

4.3 � Treatment effects on intensive margin
Our doctor-day level panel dataset contains 46,690 
observations (see Table 2). We conducted RDiT analyses 
using log(report_lengh_concl) and log(report_length_
desc) as dependent variables, with results presented in 
Table  2. Consistent with our hypothesis, after control-
ling for fixed effects of doctors and requesting depart-
ments, we found that the introduction of AI assistance 
had a positive impact on the intensive margin (quality of 
report) of doctor’s work. Specifically, after the introduc-
tion of AI, the length of the conclusion in CT reports sig-
nificantly increased by about 2.8% ( δ = 0.028, p < 0.001). 
The length of the description section also showed a sig-
nificant increase of about 1.0% ( δ = 0.010, p < 0.01). These 
findings suggest that after the introduction of AI, there 
was an improvement in the detail and potentially the 
quality of the reports, as indicated by their increased 
length. The two models explained 29.9% and 25.3% of 
the variance in the dependent variables, respectively. 
While these R-squared values are lower than those in our 

previous models, they still indicate that a substantial por-
tion of the variation in report length is accounted for by 
our predictors.

4.4 � Dynamic treatment effects
To better understand how the impact of AI assistance 
evolves over time, we conducted additional analyses 
examining the temporal effects of AI assistance adoption. 
We constructed month dummies for each post-treatment 
month and analyzed the dynamic treatment effects on 
both extensive and intensive margins.

For the extensive margin, our results reveal an increas-
ingly negative impact on work efficiency over time (see 
Table  3). While the immediate effect of AI adoption 
(Post) showed no significant decrease in the total num-
ber of CT scan reports per day (or per doctor per day), 
the negative impacts gradually emerged and intensi-
fied over subsequent months. Specifically, during the 
first three months, the treatment effects were small and 
statistically insignificant. However, starting from the 
fourth month, we observed a significant decrease of 6.9% 
(δ = −0.069, p < 0.001) in the average number of chest 
CT reports processed daily by the CT department. This 
negative effect progressively intensified, reaching 10.3% 
(δ = −0.103, p < 0.001) in the sixth month. Similar pat-
terns were observed in the average number of scans pro-
cessed daily per doctor, with the negative effect becoming 
significant from the fourth month (δ = −0.028 p < 0.010) 

Table 1  Treatment Effects on Extensive Margin

Notes: This table reports estimates from two regression models based on the department-day level log-transformed average number of chest CT reports processed 
daily by the department and per doctor from 180 days before to 180 days after the focal event date. The coefficient of Post (× 100%) is the percentage change in a 
dependent variable after the focal event date. All specifications include fixed effect of requesting department
+ p < 0.1
* p < .05
** p < .01
*** p < .001

Lhs: log(total_scan + 1) Lhs: log(avg_scan_per_doc + 1)

Post -.043***

(.009)
-.028***

(.004)

Num. Obs 10,206 10,206

R2 .686 .628

R2 Adj .683 .625

R2 Within .003 .004

R2 Within Adj .002 .004

AIC 10,578.8 −3234.2

BIC 11,229.5 −2583.5

RMSE .40 .20

Std. Errors Heteroskedasticity-robust Heteroskedasticity-robust

Fixed Effect:
Requesting department

 ×   × 
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and increasing to 3.0% (δ = −0.030 p < 0.010) by the sixth 
month. The two models explained 68.7% and 62.9% of the 
variance in the dependent variables, respectively, demon-
strating strong explanatory power.

Regarding the intensive margin, we observed a con-
trasting trend of gradually increasing positive effects on 
work quality (see Table 4). The length of the conclusion 
in CT reports showed a progressive increase over time, 
starting from an insignificant effect in the first month 
and reaching a significant increase of 7.3% (δ = 0.073, 
p < 0.001) by the sixth month. Similarly, the descrip-
tion length demonstrated a gradual improvement, with 
the effect becoming marginally significant in the fourth 
month and increasing to 2.6% (δ = 0.026, p < 0.010) by the 
sixth month. The two models explained 29.9% and 25.3% 
of the variance in the dependent variables, respectively.

These temporal patterns reveal a progressively inten-
sifying efficiency-quality trade-off during the six-month 
post-implementation period. The unexpected efficiency 
decline - contrary to anticipated improvements with sys-
tem familiarity - likely reflects physicians’ heightened AI 
dependence and more rigorous verification practices. 
Meanwhile, sustained quality improvements demonstrate 
physicians’ progressive mastery of leveraging AI for 
enhanced diagnostic documentation. These findings offer 

critical managerial implications, indicating AI integra-
tion may necessitate extended adaptation periods beyond 
initial expectations. While our six-month observation 
period reveals a persistent efficiency-quality trade-off 
that appears to intensify over time, longer-term studies 
are needed to determine whether this trade-off eventu-
ally stabilizes, intensifies further, or potentially dimin-
ishes as doctors and healthcare systems optimize their 
integration of AI assistance.

5 � Robustness checks
To verify the robustness of our findings, we conducted 
several additional analyses.

First, we re-ran our main analyses without the log 
transformation of the dependent variables. The results 
remained consistent with our main findings. For the 
extensive margin (see Table 5), we found that the intro-
duction of AI assistance led to a significant decrease in 
both the average number of chest CT reports processed 
daily by the CT department (δ = −0.299, p < 0.001) and 
the average number of reports processed daily per doctor 
(δ = −0.090, p < 0.001). Similarly, for the intensive margin 
(see Table  6), we observed significant increases in both 
the length of report conclusions (δ = 1.511, p < 0.001) 
and descriptions (δ = 1.318, p < 0.010). These findings 

Table 2  Treatment Effects on Intensive Margin

Notes: This table reports estimates from two regression models based on the doctor-day level log-transformed average length of the doctor’s conclusion text and 
description text from 180 days before to 180 days after the focal event date. The coefficient of Post (× 100%) represents the percentage change in a dependent 
variable after the focal event date. All specifications include fixed effects for both doctor and requesting department
+ p < 0.1
* p < .05
**  p < .01
***  p < .001

Lhs: log(report_lengh_concl) Lhs: log(report_length_desc)

Post .028***

(.006)
.010**

(.003)

Num. Obs 46,690 46,690

R2 .299 .253

R2 Adj .297 .251

R2 Within .000 .000

R2 Within Adj .000 .000

AIC 85,990.2 24,697.1

BIC 86,961.6 25,668.5

RMSE .61 .31

Std. Errors Heteroskedasticity-robust Heteroskedasticity-robust

Fixed Effect: Doctor  ×   × 

Fixed Effect:
Requesting department

 ×   × 
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demonstrate that the directional effects and statistical 
significance of our main results were robust to alternative 
specifications of the dependent variables.

Second, considering that our count dependent vari-
able, total number of CT scan reports per day, contained 
zeros, we conducted a Poisson Fixed Effects regression 
model as an alternative specification (Chen & Roth, 2024; 
see Table 7). The results from this model further corrobo-
rated our main findings. Specifically, the Poisson estima-
tion showed that the introduction of AI was associated 
with a significant decrease of 6.4% (δ = −0.064, p < 0.001) 
in the total number of CT scan reports processed daily, 
which aligned with the negative impact we observed in 
our main analysis.

These additional analyses demonstrate the robustness 
of our findings across different model specifications. 
The consistency of results across various estimation 
approaches – including OLS without log transformation 
and Poisson Fixed Effects regression – strengthens our 
confidence in the main conclusion that the introduction 

of AI led to a trade-off between improved work quality 
and decreased work efficiency.

6 � Discussion and conclusion
Despite AI’s advanced capabilities, its implementation 
may not fully resolve healthcare’s persistent efficiency-
quality trade-off. As a novel clinical resource, AI’s effec-
tiveness ultimately depends on human-AI collaboration 
dynamics. Therefore, AI’s impact may differ by hospital 
size, physician qualifications, and medical specialty. We 
analyzed chest CT diagnostic data from a county-level 
central hospital in China. In this hospital, the overall 
qualifications of the doctors in the CT department are 
relatively average. Our analysis revealed that AI imple-
mentation improved work quality marginally but reduced 
efficiency. These findings demonstrate the enduring 
efficiency-quality trade-off despite AI integration. This 
fundamental healthcare challenge persists, where qual-
ity gains compromise efficiency. Contrary to initial 
expectations, AI may not simultaneously enhance both 

Table 3  Temporal Effects of AI Assistance Adoption on Extensive Margin

Notes: This table reports estimates from two regression models based on the department-day level log-transformed average number of chest CT reports processed 
daily by the department and per doctor from 180 days before to 180 days after the focal event date. The coefficients of Post and Months 2–6 (× 100%) represent the 
percentage changes in a dependent variable immediately after the focal event date and in the following months, respectively. All specifications include fixed effect of 
requesting department
+ p < 0.1
*  p < .05
**  p < .01
***  p < .001

Lhs: log(total_scan + 1) Lhs: log(avg_scan_per_doc + 1)

Post .000
(.015)

-.011
(.008)

Month 2 -.009
(.019)

-.011
(.010)

Month 3 -.028
(.019)

-.010
(.010)

Month 4 -.069***

(.020)
-.028**

(.010)

Month 5 -.075***

(.019)
-.029**

(.009)

Month 6 -.103***

(.019)
-.030**

(.009)

Num. Obs 10,206 10,206

R2 .687 .629

R2 Adj .684 .625

R2 Within .007 .006

R2 Within Adj .006 .005

AIC 10,547.6 −3239.1

BIC 11,234.5 −2552.2

RMSE .40 .20

Std. Errors Heteroskedasticity-robust Heteroskedasticity-robust

Fixed Effect:
Requesting department

 ×   × 
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dimensions, especially in small hospitals with less expe-
rienced physicians. In other words, AI appears to create a 
new efficiency-quality tension for physicians, intensifying 
over the six-month post-implementation period.

Although our study documents the efficiency-qual-
ity trade-off in AI-assisted diagnosis, methodological 
constraints prevent direct examination of its underly-
ing mechanisms. Specifically, key psychological factors 
- including physicians’ cognitive load during AI interac-
tion, trust development in AI systems, and their tempo-
ral dynamics - remain unmeasured in our quantitative 
framework. This limitation reflects practical barriers to 
collecting granular psychobehavioral data in operational 
clinical environments. In light of these constraints, we 
propose several potential mechanisms that could explain 
the observed trade-off, which future research endeavors 
may aim to investigate and verify.

The quality-enhancing effects of AI assistance are 
well-documented in clinical research. Three primary 

mechanisms explain these quality improvements. First, 
AI’s exceptional image processing precision enables 
detection of subvisual abnormalities and small lesions 
frequently missed in human interpretation. This reduces 
diagnostic omissions and improves detection thorough-
ness. For example, empirical evidence demonstrates par-
ticular efficacy in mammography and CT-based early 
lesion detection (Ardila et al., 2019; Gulshan et al., 2016). 
Second, AI’s data-driven learning provides expert-level 
"second opinions," particularly benefiting junior clini-
cians (Li et al., 2023). Through multimodal data analysis, 
AI delivers clinical insights that enhance diagnostic accu-
racy in complex cases (Wang et al., 2022; Xu et al., 2024). 
Third, AI promotes protocol adherence, reducing prac-
tice irregularities and subjective errors (McKinney et al., 
2020; Rajpurkar et  al., 2018). Additionally, integrated 
tracking features enable retrospective decision analysis, 
facilitating continuous diagnostic improvement.

Table 4  Temporal Effects of AI Assistance Adoption on Intensive Margin

Notes: This table reports estimates from two regression models based on the doctor-day level log-transformed average length of the doctor’s conclusion text and 
description text from 180 days before to 180 days after the focal event date. The coefficients of Post and Months 2–6 (× 100%) represent the percentage changes in 
a dependent variable immediately after the focal event date and in the following months, respectively. All specifications include fixed effects for both doctor and 
requesting department
+ p < 0.1
*  p < .05
**  p < .01
***  p < .001

Lhs: log(report_lengh_concl) Lhs: log(report_length_desc)

Post .005
(.010)

.005
(.005)

Month 2 .008
(.014)

.000
(.007)

Month 3 .022
(.014)

-.005
(.007)

Month 4 .032*

(.014)
.014+

(.007)

Month 5 .050***

(.015)
.015+

(.008)

Month 6 .073***

(.015)
.026**

(.008)

Num. Obs 46,690 46,690

R2 .299 .253

R2 Adj .298 .251

R2 Within .001 .001

R2 Within Adj .001 .001

AIC 85,971.7 24,687.8

BIC 86,986.9 25,702.9

RMSE .61 .31

Std. Errors Heteroskedasticity-robust Heteroskedasticity-robust

Fixed Effect: Doctor  ×   × 

Fixed Effect:
Requesting department

 ×   × 
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Contrary to expectations, we observed AI imple-
mentation reduced radiologist efficiency in this hospi-
tal setting. Notably, this efficiency decline intensified 
temporally, contradicting anticipated improvements 
with system familiarity. Three key factors explain this 
efficiency reduction. First, AI increased cognitive bur-
den for junior radiologists. Diagnostic conflicts with AI 
outputs induced self-doubt, prompting more cautious 
verification behaviors that prolonged diagnostic time 
(Hsieh, 2023). Second, limited system understanding 
reduced trust and accuracy assessment capacity (Wang 
et al., 2024). Consequently, this prompted excessive time 
investment in outcome verification for patient safety. 
Third, new collaboration requirements with AI disrupted 
existing clinical workflows. Optimal interaction patterns 
required extended practical exploration (Davenport & 
Glaser, 2022). Over time, while familiarity improved, it 
paradoxically increased AI dependence and verification 
time allocation. Junior radiologists’ weaker foundational 
skills further slowed adaptation, compounding efficiency 
losses.

This study provides new insights into AI assistance’s 
impact on physicians’ work and offers clinical practice 
recommendations. While AI clearly enhances diagnostic 
quality, balancing efficiency and quality remains a criti-
cal implementation challenge. Healthcare institutions 

Table 5  OLS Results without Log Transformation for Extensive 
Margin

Notes: This table reports estimates from two regression models based on the 
department-day level analysis of the average number of chest CT reports 
processed daily by the department and per doctor from 180 days before to 
180 days after the focal event date. The coefficient of Post (× 100%) represents 
the percentage change in a dependent variable after the focal event date. All 
specifications include fixed effect of requesting department
+ p < 0.1
*  p < .05
**  p < .01
***  p < .001

Lhs: total_scan Lhs: avg_scan_per_
doc

Post -.299***

(.064)
-.090***

(.016)

Num. Obs 10,206 10,206

R2 .734 .677

R2 Adj .732 .674

R2 Within .002 .003

R2 Within Adj .002 .003

AIC 51,833.4 23,300.5

BIC 52,484.2 23,951.2

RMSE 3.04 .75

Std. Errors Heteroskedasticity-
robust

Heteroskedasticity-
robust

Fixed Effect:
Requesting department

 ×   × 

Table 6  OLS Results without Log Transformation for Intensive Margin

Notes: This table reports estimates from two regression models based on the doctor-day level analysis of the average length of the doctor’s conclusion text and 
description text from 180 days before to 180 days after the focal event date. The coefficient of Post (× 100%) represents the percentage change in a dependent 
variable after the focal event date. All specifications include fixed effects for both doctor and requesting department
+ p < 0.1
*  p < .05
**  p < .01
***  p < .001

Lhs: report_lengh_concl Lhs: report_length_desc

Post 1.511***

(.327)
1.318**

(.415)

Num. Obs 46,690 46,690

R2 .274 .247

R2 Adj .273 .245

R2 Within .000 .000

R2 Within Adj .000 .000

AIC 456,131.4 477,831.9

BIC 457,102.8 478,803.3

RMSE 31.92 40.28

Std. Errors Heteroskedasticity-robust Heteroskedasticity-robust

Fixed Effect: Doctor  ×   × 

Fixed Effect:
Requesting department

 ×   × 
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must anticipate this challenge and develop strategies to 
balance efficiency and quality during AI implementa-
tion. For instance, institutions should adopt case-specific 
AI usage strategies based on complexity and risk lev-
els. Prioritize AI for complex/high-risk cases to ensure 
quality, while limiting AI for routine cases to preserve 
efficiency. Additionally, enhanced physician training is 
equally crucial. The training curriculum should not only 
cover how to operate AI systems efficiently, interpret AI 
recommendations quickly, and integrate those recom-
mendations into their diagnostic processes, but it should 
also emphasize the importance of maintaining inde-
pendent clinical judgment. Physicians should view AI as 
a decision-support tool, not a replacement, preserving 
clinical judgment in decision-making. Considering that 
our research was conducted in a small to mid-sized hos-
pital, other similar healthcare institutions should adjust 
the findings to fit their specific contexts. Meanwhile, AI 
application providers should strive to develop more user-
friendly interfaces, continuously updating and expanding 
AI databases, and optimizing algorithms to consistently 
enhance diagnostic accuracy. In summary, future efforts 
should optimize both AI systems and their clinical use to 
simultaneously improve efficiency and quality, ultimately 
benefiting healthcare delivery and patient outcomes.

Our research also has several limitations. First, our 
study is limited to data from a single local hospital and 

focuses exclusively on lung CT diagnosis, potentially lim-
iting generalizability to other medical contexts. There-
fore, future studies should validate these findings across 
diverse hospital settings and clinical contexts. Second, 
our relatively short observation period limits assessment 
of long-term effects. Extended observation periods would 
better assess AI’s long-term impacts.Third, using report 
count and length as efficiency/quality indicators repre-
sents potentially inadequate proxies for physician perfor-
mance. . Fourth, our study omits potential confounding 
factors including physician characteristics and work-
related stress , which may affect the final application of 
AI assistance in practice. Exploring physician charac-
teristics as potential moderators of AI’s effects would be 
valuable. Lastly, the literature lacks research examining 
patient perceptions of physician-AI collaboration. Prior 
research identifies persistent patient concerns about pri-
vacy, liability, and trust in healthcare AI (Esmaeilzadeh 
et al., 2021). Given that AI-human collaboration is likely 
to become the norm in the foreseeable future, subse-
quent studies could also explore the potential impacts of 
AI-assisted healthcare from the patients’ perspective.
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