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Abstract—Recent advances in reconfigurable antennas have led
to the new concept of the fluid antenna system (FAS) for shape
and position flexibility, as another degree of freedom for wireless
communication enhancement. This paper explores the integration
of a transmit FAS array for hybrid beamforming (HBF) into a
reconfigurable intelligent surface (RIS)-assisted communication
architecture for multiuser communications in the downlink, cor-
responding to the downlink RIS-assisted multiuser multiple-input
single-output (MISO) FAS model (Tx RIS-assisted-MISO-FAS).
By considering Rician channel fading, we formulate a sum-rate
maximization optimization problem to alternately optimize the
HBF matrix, the RIS phase-shift matrix, and the FAS position.
Due to the strong coupling of multiple optimization variables,
the multi-fractional summation in the sum-rate expression, the
modulus-1 limitation of analog phase shifters and RIS, and
the antenna position variables appearing in the exponent, this
problem is highly non-convex, which is addressed through the
block coordinate descent (BCD) framework in conjunction with
semidefinite relaxation (SDR) and majorization-minimization
(MM) methods. To reduce the computational complexity, we then
propose a low-complexity grating-lobe (GL)-based telescopic-
FA (TFA) system with multiple delicately deployed RISs under
the sub-connected HBF architecture and the line-of-sight (LoS)-
dominant channel condition, to allow closed-form solutions for
the HBF and TFA position. Our simulation results illustrate
that the former optimization scheme significantly enhances the
achievable rate of the proposed system, while the GL-based TFA
scheme also provides a considerable gain over conventional fixed-
position antenna (FPA) systems, requiring statistical channel state
information (CSI) only and with low computational complexity.
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I. INTRODUCTION

THE FAST-GROWING demands in wireless communica-
tions continue to pile pressure on existing technologies

when heading to the sixth-generation (6G) mobile communica-
tion [1], [2]. To prepare for the next generation, recent research
has spurred the engineering of electromagnetic environments,
leading to the vision of smart radio environments (SRE) [3],
[4] or smart propagation engineering (SPE) [5].

As a promising SPE/SRE technology, reconfigurable intel-
ligent surface (RIS) has garnered significant attention for its
ability to control signal propagation properties by intelligently
adjusting its reflecting units [6]. The additional diversity gain
and spatial degrees of freedom by RIS have sparked extensive
studies across many applications, such as channel estimation
[7], precoding or beamforming [8], [9], [10], [11], [12], [13],
[14], [15], physical layer security (PLS) [16], [17], interference
cancellation [18], and sensing [19], [20], [21], [22].

Clearly, joint beamforming between the transmitter (e.g., the
base station (BS)) and the RIS is of great importance for its
promising performance. In order to optimize the intertwined
variables of active beamforming at the transmitter and passive
beamforming at the RIS, as well as the modulus-1 constraints
of the RIS phase shift coefficients, several techniques have
been widely adopted, such as the alternating optimization (AO)
[8], [9], alternating direction method of multipliers (ADMM)
[10], block coordinate descent (BCD) [11], fractional pro-
gramming (FP) [8], [12], semidefinite relaxation (SDR) [8],
[9], majorization-minimization (MM) [13], [14], and pro-
jected gradient method (PGM) [15]. Robust beamforming with
consideration of channel state information (CSI) errors was
also addressed in [23] by adopting the S-procedure and the
Bernstein-type inequality. But the limitations of RIS lie in
the complexity of getting the CSI and optimization, without
making it practically unviable.

Meanwhile, a new form of reconfigurable antenna technolo-
gies, referred to as fluid antenna (FA), has emerged to advocate
shape and position flexibility in antenna and FA system (FAS)
has recently become a new degree of freedom to enhance the
performance of wireless communications [24], [25]. FA is also
known as the movable antenna, with the latter term specifying
the implementation of position reconfigurability by mechani-
cally movable antennas [26], [27]. In terms of implementation,
other than mechanical movement, FAS can be best realized by
meta-materials [28], [29], [30] or reconfigurable pixels [31],
[32]. Proof-of-concepts for FAS were reported in [33], [34].

Unlike RIS, which modifies the propagation channel
through smart reflection to produce desirable channel condi-
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tions, FAS utilizes position1 diversity of antennas at the trans-
mitter and/or receiver, thereby affecting the array’s steering
vector or the correlation function between activated positions
(a.k.a. ports). Such degrees of freedom can be utilized to avoid
deep fade, enhance channel gain, reduce potential interference,
improve sensing and communication trade-offs, etc.

FAS was first introduced by Wong et al. in 2020 [35],
[36] where a transmitter with a fixed-position antenna com-
municating to a receiver with an FA, referred to as the Rx-
single-input single-output (SISO)-FAS model according to
the nomenclature in [37], in rich scattering channels was
studied. These works investigated the ergodic rate and outage
probability. Later in [38], [39], efforts have been made to
improve the channel model to characterize more accurately
the spatial correlation among different ports of FAS. Most
recently, the diversity order of Rx-SISO-FAS has been studied
in [40] while the case where multiple FAs are used at both
ends, referred to as the dual-multiple-input multiple-output
(MIMO)-FAS model, was also addressed in [41], with its
diversity and multiplexing trade-off analyzed. Evidently, the
promising performance of FAS relies on the decision of
selecting the optimal port, which has led to efforts in [42] using
machine learning methods to approximate the port selection
process. FA port optimization has also been applied together
with multiuser beamforming [43], simultaneous wireless in-
formation and power transfer (SWIPT) networks [44], and
relay-aided networks [45]. Also, inspired by the deep fading
effect of multiuser interference, FAS has also been proven to
be effective for multiple access, without relying on precoding
[46], [47], [48]. Recently, FA has been proven to have the
potential for striking better tradeoff performance in integrated
sensing and communication (ISAC) systems [49]. In order to
obtain the CSI of the uplink multiuser FAS systems, a low-
complexity and high-precision channel estimation method was
proposed in [50].

Another line of work on FAS focuses on finite-scattering
channels and emphasizes changes in the steering vectors,
a.k.a. array responses, of the transmit and/or receive arrays
within the spatial channel model. Several results along this
line came under the name of movable antennas [51]. In [52],
[53], significant advantages in multi-direction beamforming
and interference nulling under single-path line-of-sight (LoS)
channel conditions were demonstrated. A field-response-based
channel model was subsequently proposed in [54], [55] for
a multi-path channel model. An uplink system with FAS-
aided users transmitting to a BS with multiple fixed-position
antennas, i.e., the uplink Tx-SIMO-FAS model [37], was con-
sidered, and antenna position and power allocation strategies
were designed by using zero-forcing and minimum mean
square error (MMSE) techniques [56]. While [56] considered
the power minimization problem with a rate constraint, [57]
studied the capacity maximization of the same model. The
downlink counterpart, which is referred to as the dual-MIMO-
FAS model [37], was later addressed in [58], [59]. An uplink
non-orthogonal multiple access (NOMA) system has also been

1Note that FAS has shape flexibility of antenna as well that includes antenna
orientation and polarization. Depending on the channel model, this can be an
effective degree of freedom (DoF) in designing communication systems.

considered in conjunction with FAS in [60], trying to jointly
optimize the antenna positions (hence the steering vectors), the
decoding order, and the power control for rate maximization.
In [61], [62], a discrete port selection problem was formulated
and solved by graph theory. Similarly, discrete port selection
and beamforming optimization were considered in [63], which
is solved by generalized Bender’s decomposition for a globally
optimal solution. The work in [64] and [65] further found
rotation useful to avoid unwanted reflections from its other
movable arrays at the same BS when movable arrays are
used. Optimizing the steering vectors via FAS has also found
applications in ISAC [66], increasing the dimensionality of
MMSE [67], over-the-air computation [68], etc. Note that
finite scattering channels appear to simplify the CSI estimation
process with more sparsity, which was addressed in [69].

Although RIS is a much more developed area than FAS, it
is understandable that the intersection between RIS and FAS
is quite an open area; yet their synergy is believed to be key to
the vision of SPE/SRE [5], [70]. There have been few attempts
to combine RIS and FAS in a productive manner. In [71], it
was shown that FAS could simplify RIS processing and make
RIS effective when only statistical CSI was available. More
recently, [72] obtained the analytical expressions for the outage
probability and delay outage rate for the Tx-SISO-FAS model
with a broken direct link and the help of RIS. The results in
[72] illustrated the extraordinary synergy that exists between
RIS and FAS. Despite this, much has yet to be explored.

In this paper, we extend the single-user model in [71] to a
multiuser downlink model, and our originality lies in the intro-
duction of FAS and hybrid beamforming (HBF) architecture
into the BS for enhanced capability and reduced overhead. We
refer to this model as RIS-assisted multiuser multiple-input
single-output (MU-MISO) FAS.2 The main contributions of
this paper are summarized as follows.

• This is the first study considering RIS for HBF in the
MU-MISO FAS. With perfect CSI at the BS transmitter
side, a sum-rate maximization problem exploiting posi-
tion flexibility, and joint active and passive beamforming
is formulated. Different from existing works, we consider
fully digital, fully-connected, and sub-connected trans-
mitter architectures. Furthermore, we extend the system
model and problem formulation to the case with an
arbitrary number of RIS. Due to the strong coupling
of multiple optimization variables, the multi-fractional
summation in the sum-rate expression, the modulus-1
limitation of analog phase shfiters and RIS, as well as
the antenna position variables appearing in the exponent,
this problem is highly non-convex. This problem is de-
coupled by the BCD [75] and FP [76] frameworks. The
three decoupled nonconvex optimization subproblems are
further relaxed into convex ones through the SDR [77]
and MM methods [78], and solved iteratively.

• To lessen the CSI requirement and optimization complex-
ity, a relatively trivial position switching and its hardware

2According to [37], this model is referred to as downlink (multiuser) Tx-
MISO-FAS where a multi-RF chains FAS is used at the BS side to support
multiple users with fixed-position antennas in the downlink.
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implementation, referred to as telescopic FA (TFA), is
proposed, which needs only statistical CSI, i.e., the LoS
component, to operate. For single-user and single-RIS
case, TFA can direct the main lobe (ML) and grating
lobe (GL) towards the user equipment (UE) and RIS,
respectively, with small overhead for position switching
and optimization [71]. However, to avoid excessive inter-
ference in space, the UE and the RIS must maintain a
certain angle separation.

• Given the UE coverage limitation in a single-RIS case
scenario, multiple RISs with delicate placements are fur-
ther employed in this paper to serve UEs in any direction.
First, we summarize the pattern of GL formation in a
uniform linear array (ULA). Based on this, we group
UEs and RISs based on their geolocations, with each
group served by a single TFA sub-array. Using the GL
effect brought by the TFA, a closed-form suboptimal
solution for both analog beamforming (ABF) and the TFA
positions can be directly derived. Subsequently, passive
beamforming of the RIS is achieved using the general-
ized Rayleigh-Ritz theorem. Finally, digital beamforming
(DBF) is done by MMSE precoding to eliminate inter-
user interference.

From our simulation results, it is evident that FA positions,
HBF at the transmitter side, and passive beamforming at the
RISs are all crucial for system performance. Using the opti-
mization framework proposed in this paper, FA can even help
the system achieve a performance leap across transmitter ar-
chitectures. Additionally, due to the design philosophy centred
on local optimization, limited antenna mobility pattern, partial
knowledge of CSI, and rudimentary interference management,
the proposed TFA underperforms relative to the FA based on
optimization algorithms. However, simulation results verify
that TFA also offers performance gains compared to FPA.
Moreover, we believe that TFA substantially reduces the costs
associated with antenna movement, algorithmic complexity,
and channel estimation challenges, making it a more practical
solution for real-world applications.

The rest of this paper is organized as follows. In Sec.
II, we present the system model and problem formulation
for the RIS-assisted MU-MISO FAS. Sec. III discusses the
optimization framework while Sec. IV proposes the low-
complexity TFA design under the LoS-dominant condition and
sub-connected HBF architectures. Finally, Sec. V presents the
simulation results and Sec. VI concludes this paper.

Notations: In this paper, we use lower-case letters, lower-
case bold letters, and capital bold letters to denote scalars,
vectors, and matrices, respectively. The operators for trans-
pose, conjugate, conjugate transpose and inverse are denoted
by (·)T, (·)H, (·)* and (·)−1 respectively. Tr (A) and Rank (A)
stand for the trace and rank of matrix A. The ith element
of vector a is [a]i and the (i, j)th element of matrix A is
[A]i,j . |a|, ∥a∥2, ∥A∥2, and ∥A∥F respectively represent the
modulus of scalar a, ℓ-2 norm of vector a, induced 2-norm of
matrix A and Frobenius norm of matrix A. The operations for
extracting the imaginary part, real part, and phase of a complex
variable are denoted by ℑ (·), ℜ (·), and ∠ (·), respectively.
⊗ represents the Kronecker product. Moreover, diag (·) and
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Fig. 1: System model of the RIS-assisted MU-MISO FAS.

blkdiag (·) denote the diagonal and block-diagonal matrix.
Also, ȷ =

√
−1 is the imaginary unit. IN denotes the N -

dimensional unit array. Lists with the most important variables
are provided in Table I.

TABLE I
List of variables.

Parameter Description

N , M , L, K Number of transmit antenna, RIS, RIS unit, UE

N , M, L, K Index set

λ Wavelength

dRIS, ḋ Element spacing of RIS and TFA

D, δ Maximum and minimum element spacing of FA

θ, ϕ elevation and azimuth angle

aN , ȧN , ḃN Steering vectors of N -element FPA, FA, TFA3

κ, β Rician factor and channel gain

hb,u
k , Hb,r

l , hr,u
l,k Channel coefficients4

W, V, F Beamformer (DBF, ABF, Overall)

El, el Phase shift matrix and vector of the lth RIS

z Antenna position vector of the FA array

gk Overall channel coefficients to the kth UE

Ωk , Υ, Γk , Ξ Beamforming covariance matrix (DBF, ABF,
Overall beamforming, RIS)

R, σ2
η , P Rate, noise and transmit power spectral density

3Dotted variables are introduced for FA systems to distinguish them from
FPA systems.
4In this paper, subscripts are used to denote indices while superscripts
indicate channel types. For instance, the variable hr,u

l,k represents the
channel coefficient from the lth RIS to the kth UE.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a narrowband downlink
RIS-assisted MU-MIMO FAS, consisting of a BS, L M -unit
uniform planar array (UPA) RISs, and K UEs, each with a
single antenna. The BS is equipped with a K-RF chain, N -
port linear FA array to serve the UEs.5

A. Channel Model

The antenna position vector (APV) of the FA array at the
BS is denoted by z ≜ [z1, . . . , zN ]T. We denote the elevation

5We assume that the number of UEs and RF chains is identical.
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angles of BS-UE, the elevation-azimuth angle pairs of BS-
RIS, and the elevation-azimuth angle pairs of RIS-UE as θb,uk ,
{θb,rl , ϕb,r

l }, and {θr,uk,l , ϕ
r,u
k,l}, respectively. Here, k ∈ K ≜

{1, . . . ,K} is the UE index, l ∈ L ≜ {1, . . . , L} is the
RIS index, while the superscripts indicate the channel type.
As such, the steering vector of the transmit FA array can be
written as

ȧN (θ, z) ≜
[
1, e−ȷ2πḟ1(θ), . . . , e−ȷ2πḟN−1(θ)

]T
, (1)

where ḟn(θ) ≜ zncos(θ)/λ, for n = 1, . . . , N , represents the
spatial frequency of the transmit FA array, with λ denoting the
wavelength and zn being the nth element of z. On the other
hand, the steering vector for the RIS can be found as

aM (θ, ϕ) ≜ aM1
(θ, ϕ)⊗ aM2

(θ, ϕ) , (2)

where M = M1 ×M2, and

aM1
(θ, ϕ) ≜

[
1, e−ȷ2πfy

1 (θ,ϕ), . . . , e−ȷ2πfy
M1−1(θ,ϕ)

]T
, (3)

aM2
(θ, ϕ) ≜

[
1, e−ȷ2πfx

1 (θ,ϕ), . . . , e−ȷ2πfx
M2−1(θ,ϕ)

]T
, (4)

in which we have fy
m1

(θ, ϕ) ≜ (m1 − 1) dRIS sin(θ) sin (ϕ) /λ

and fx
m2

(θ, ϕ) ≜ (m2 − 1) dRIS sin(θ) cos (ϕ) /λ representing
the corresponding spatial frequencies for RIS, where dRIS =
λ/2 denotes the element spacing of RIS.

With the assumption of a block-fading and LoS-dominant
Rician channel model [79] among the BS, RIS, and UE, the
direct link channel vector between the transmit linear FA array
and the kth UE is modeled as

hb,u
k ≜ βb,u

k


√√√√ κb,u

k

κb,u
k + 1

h̄b,u
k +

√
1

κb,u
k + 1

h̃b,u
k

 , (5)

where h̄b,u
k = ȧN

(
θb,uk , z

)
is the LoS component, h̃b,u

k is
the NLoS component whose elements are independently and
identically distributed (i.i.d.) complex Gaussian distributions
with zero mean and unit variance, i.e., CN (0, 1). Using the
same Rician channel model, the channels from the transmit
FA array to the lth RIS Hb,r

l ∈ CN×M and the channel from
the lth RIS to the kth UE hr,u

k,l ∈ CM×1 are given by

Hb,r
l ≜ βb,r

l


√√√√ κb,r

l

κb,r
l + 1

H̄b,r
l +

√
1

κb,r
l + 1

H̃b,r
l

 , (6)

hr,u
l,k ≜ βr,u

l,k

(√
κr,u
l,k

κr,u
l,k + 1

h̄r,u
l,k +

√
1

κr,u
l,k + 1

h̃r,u
l,k

)
, (7)

where the LoS component H̄b,r
l and h̄r,u

l,k are given as H̄b,r
l ≜

ȧN (θb,rl , z)aM (θb,rl , ϕb,r
l )H and h̄r,u

l,k ≜ aM (θr,ul,k , ϕ
r,u
l,k ), re-

spectively. Also, the elements of the NLoS components H̃b,r
k,l

and h̃r,u
k,l are i.i.d. CN (0, 1), and κb,u

k , κb,r
l , κr,u

l,k are the
Rician factors of each channel while βb,u

k , βb,r
l , βr,u

l,k are
the corresponding channel gains in dB form, given by β

(·)
(·) ≜

−β0− 10ϑ
(·)
(·)log10

(
r
(·)
(·)

)
, where ϑ

(·)
(·) and r

(·)
(·) denote the path

loss exponent and the propagation distance of the correspond-
ing channel. Finally, the overall cascaded channel gk ∈ CN×1

from the BS to the kth UE is formulated as

gk ≜ hb,u
k +

L∑
l=1

Hb,r
l Elh

r,u
l,k, (8)

where El ≜ diag(el) ∈ CM×M denotes the phase shift matrix
of the lth RIS, with el ≜

[
el0, e

l
1, . . . , e

l
M−1

]T
being the

corresponding phase shift vector of the lth RIS constrained by
|elm| = 1,∀m, l. It is worth noting that due to the multiplicative
accumulation of path loss in reflecting paths, it is reasonable
to ignore channels with more than two reflections.

B. Signal Model and Problem Formulation

At the BS side, the input information bits are firstly mod-
ulated to a symbol vector s ≜ [s1, s2, . . . , sK ]T, which will
further go through a digital and an analog beamformer denoted
as W = [w1, . . . ,wK ] ∈ CK×K and V ∈ CN×K . Note that
the ABF is conducted by the analog phase shifter network
so that the non-zero elements of V are constrained by the
modulus-1 constraint, i.e., | [V]n,k | = 1,∀ [V]n,k ̸= 0. Hence,
the received signal at the kth UE is expressed as

yk = gH
kx+ ηk = gH

kVwksk︸ ︷︷ ︸
desired signal

+

K∑
j ̸=k

gH
kVwjsj︸ ︷︷ ︸

interference

+ ηk︸︷︷︸
AWGN

, (9)

where ηk ∼ CN (0, σ2
η) is the additive white Gaussian noise

(AWGN) at the kth UE, with noise power being σ2
η .

Assuming identical noise levels across all UEs, the signal-
to-interference-plus-noise ratio (SINR) of the kth UE is

γk ≜
∣∣gH

kVwk

∣∣2/
 K∑

j ̸=k

∣∣gH
kVwj

∣∣2 + σ2
η

 . (10)

As such, the achievable sum rate over all the UEs is given by

R ≜
K∑

k=1

log2(1 + γk). (11)

Our objective is to maximize the sum rate in (11). Consid-
ering the FA position limitations, the modulus-1 constraints,
and the transmit power budget P , we aim to solve:

max
El,W,V,z

R (12a)

s.t.
∣∣∣[El]m,m

∣∣∣ = 1, ∀m ∈M,∀l ∈ L, (12b)∣∣∣[V]n,k

∣∣∣ = 1, ∀ [V]n,k ̸= 0, (12c)

z1 ≥ 0, zN ≤ D, (12d)
zn+1 − zn ≥ δ, ∀n ∈ N , (12e)

Tr
(
VWWHVH) ≤ P, (12f)

in which M = {1, 2, . . . ,M}, N = {1, 2, . . . , N}, D and
δ stand for, respectively, the maximum array aperture and
minimum distance between adjacent FAs to avoid mutual
coupling effect [80], [81], [82].
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III. ANTENNA POSITION AND JOINT BEAMFORMING
OPTIMIZATION

Due to the coupling effects amongst the variables, solving
(12) is challenging. Moreover, the objective function (12a) and
constraints (12b), (12c) exhibit nonconvex features. To address
these challenges, a BCD framework [75] is used to decouple
the variables. Then, the FP framework [76] will be employed
to address the nonconvexity of (12a). Lastly, the convexity of
the resulting subproblems and the modulus-1 constraints (12b),
(12c) will be ensured using the SDR method [77].

A. Optimization of Active HBF, W and V

Here, a subproblem is formulated with respect to (w.r.t.)
the DBF matrix W and ABF matrix V with fixed antenna
position z and passive beamforming matrices El,∀l ∈ L.

Firstly, the quadratic transform in [76] is adopted to tackle
the objective function with a sum-of-functions-of-ratio form.
According to [76, Corollary 2], the objective function of the
original problem can be formulated as

max
F,α

K∑
k=1

f
(
2αk

√
Ak (F)− α2

kBk (F)
)
, (13)

where f (x) ≜ log2 (1 + x) is a concave and nondecreasing
function, α ≜ [α1, . . . , αK ]T denotes an auxiliary variable
vector, and F ≜ [f1, . . . , fK ], with fk ≜ Vwk denoting the
overall beamforming matrix for the kth UE. Also, we have

Ak (F) =
∣∣gH

kVwk

∣∣2 = wH
kV

Hgkg
H
kVwk ≜ fH

k R
g
kfk, (14)

Bk (F) ≜
K∑

j ̸=k

fH
j R

g
kfj + σ2

η. (15)

1) Fully Digital (FD) Beamforming: We first focus on the
FD beamforming optimization, with the modulus-1 constraint
(12c) ignored temporarily. In addition, (12b) and (12e) are also
removed temporarily since the antenna position at the BS side
and passive beamforming at the RIS sides are fixed. Finally,
with fixed α, (13) is a concave function only if each Ak (F)
is concave and each Bk (F) is convex. Letting Γk ≜ fkf

H
k , the

original problem can be formulated as

max
Γk, α
k∈K

K∑
k=1

f

(
2αk

√
Ãk (Γk)− α2

kB̃k (Γk)

)
(16a)

s.t.
K∑

k=1

Tr (Γk) ⩽ P, (16b)

Γk ⪰ 0, ∀k ∈ K, (16c)
Rank (Γk) = 1, ∀k ∈ K, (16d)

where Ãk (Γk) ≜ Tr (Rg
kΓk) and B̃k (Γk) ≜

K∑
j ̸=k

Tr (Rg
kΓj)+

σ2
η both become affine functions w.r.t. Γk. Furthermore, the

newly introduced rank-1 constraint (16d) is relaxed by SDR
[77]. Hence, the relaxed problem can be solved by CVX.
With the optimal solutions Γt

k
⋆, auxiliary variables αk can

be updated in an alternating manner as

αt
k =

√
Ãk (Γk)/B̃k (Γk) , (17)

where the superscript t denotes the iteration index of the FP.
Therefore, we can obtain the optimal FD beamforming vector
f⋆k through eigenvalue decomposition (EVD) of Γ⋆

k.

Proposition 1. If the relaxed optimization problem (16) is
feasible, then there always exists an optimal solution Γ⋆

all =
[Γ⋆

1 · · ·Γ⋆
K ], satisfying rank (Γ⋆

k) = 1,∀k ∈ K.

Proof: Please see Appendix A. ■

2) Fully-connected (Full-Con) HBF: As illustrated in [83],
the Full-Con HBF design can be achieved through a Euclidean
distance minimization between the optimal FD beamforming
matrix in F and Full-Con HBF matrix VW, formulated as

min
W, V

∥F⋆ −VW∥2F (18a)

s.t.
∣∣∣[V]i,j

∣∣∣ = 1, (18b)

Tr
(
VWWHVH) ≤ P. (18c)

This problem has already been well tackled in [84] through the
manifold optimization. Although this problem is an approxi-
mation of the original problem, the explanation in [83], [84]
and our simulation results illustrate that this approximation is
reasonable and guarantees convergence.

3) Sub-connected (Sub-Con) HBF: Problem (16) can be
split into two subproblems w.r.t. the DBF matrix W and ABF
matrix V. Given the ABF matrix V, Ak(wk) and Bk(wk)
can be derived as

Ak (wk) = wH
kV

Hgkg
H
kVwk ≜ wH

kR
V g
k wk, (19)

Bk (wk) ≜
K∑

j ̸=k

wH
j R

V g
k wj + σ2

η. (20)

It can be observed that (19) and (20) have the same form as
(14) and (15). Therefore, letting Ωk = wkw

H
k , the optimiza-

tion subproblem of Ωk can be recast into

max
Ωk
k∈K

K∑
k=1

f

(
2αk

√
Ãk (Ωk)− α2

kB̃k (Ωk)

)
(21a)

s.t.
K∑

k=1

Tr
(
VHVΩk

)
⩽ P, (21b)

Ωk ⪰ 0, ∀k ∈ K, (21c)
Rank (Ωk) = 1, ∀k ∈ K, (21d)

in which we have Ãk (Ωk) ≜ Tr
(
RV g

k Ωk

)
and B̃k (Ωk) ≜

K∑
j ̸=k

Tr
(
RV g

k Ωj

)
+ σ2

η . Since this subproblem has the same

form as the FD one in (16), it can be solved with the same
method. With the optimal DBF solution wt

k
⋆, we have

wt
k
⋆H

VHRg
kVwt

k
⋆
= νHΛkR

g
kΛ

H
kν, (22)

where νH = [vH
1 · · ·vH

K ] ∈ C1×N , with V =
blkdiag[v1 · · ·vK ], and Λk can be formulated as

Λk = blkdiag
{
wt

k
⋆H

[1] IN/K · · · wt
k
⋆H

[K] IN/K

}
. (23)
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Letting Υ = ννH, the subproblem w.r.t. ABF can be cast as

max
Υ

K∑
k=1

f

(
2αk

√
Ãk (Υ)− α2

kB̃k (Υ)

)
(24a)

s.t.
K∑

k=1

Tr
(
ΛkΛ

H
kΥ
)
⩽ P, (24b)

Tr (On,nΥ) = 1, 1 ≤ n ≤ N, (24c)
Υ ⪰ 0, (24d)
Rank (Υ) = 1, (24e)

where B̃k (Υ) ≜
K∑

j ̸=k

Tr
(
ΛjR

g
kΛ

H
j Υ
)
+ σ2

η , Ãk (Υ) ≜

Tr
(
ΛkR

g
kΛ

H
kΥ
)
, and On,n is an N × N matrix with only

the element in the nth row and nth column being 1, and all
other elements being 0. Compared with subproblem (21), the
number of decision vectors is reduced to 1 from K, and extra
equality constraints in (24c) are introduced. Although these
changes do not destroy the convexity of this subproblem, they
affect the tightness of the SDR, which means that we cannot
get a perfect rank-1 solution after SDR. To tackle this problem,
the rank-1 constraint (24e) is transformed into a more tractable
form and added as a penalty term as p (Tr (Υ)− ∥Υ∥2), where
p < 0 is the penalty factor. Unfortunately, p∥Υ∥2 is non-
concave. However, this can be resolved by an iterative method
[85] or the successive convex approximation (SCA) method
[86], and the detailed process is omitted here for brevity. The
optimal solution Υ⋆ with a relatively good rank-1 property
can be obtained with an appropriate penalty factor. Lastly, the
update of α follows a similar procedure as outlined in (17).

B. Optimization of Passive Beamforming El

Here, we focus on the optimization of passive beamforming
matrices El,∀l ∈ L, with the optimal beamforming vector
W and V obtained in Sec. III-A along with a fixed antenna
position z. Letting Ξ ≜

[
eH
1 · · · eH

L 1
]H [

eH
1 · · · eH

L 1
]
, Ak

and Bk in (14) and (15) can be rewritten w.r.t. Ξ as

⌢

Ak (Ξ) ≜ Tr
(
R̄RIS

k Ξ
)
, (25)

⌢

Bk (Ξ) ≜ Tr
(
R̃RIS

k Ξ
)
+ σ2

η, (26)

where R̄RIS
k and R̃RIS

k have the same structure, given by

−/∼
RRIS

k =



−/∼
A11 · · ·

−/∼
AH

L1

−/∼
B1

H

...
. . .

...
...

−/∼
AL1 · · ·

−/∼
ALL

−/∼
BL

H

−/∼
B1 · · ·

−/∼
BL

−/∼
a


, (27)

where each element is given by

Ālr = diag
(
hr,u
l,k

)H
Hb,r

l

H
ΓkH

b,r
r diag

(
hr,u
r,k

)
, (28)

Ãlr =
∑
j ̸=k

diag
(
hr,u
l,k

)H
Hb,r

l

H
ΓjH

b,r
r diag

(
hr,u
r,k

)
, (29)

B̄l = hb,u
k

H
ΓkH

b,r
l diag

(
hr,u
l,k

)
, (30)

B̃l =
∑
j ̸=k

hb,u
k

H
ΓjH

b,r
l diag

(
hr,u
l,k

)
, (31)

ā = hb,u
k

H
Γkh

b,u
k , ã =

∑
j ̸=k

hb,u
k

H
Γjh

b,u
k . (32)

Thus, a subproblem w.r.t. Ξ can be formulated as

max
Ξ

K∑
k=1

f

(
2αk

√
⌢

Ak (Ξ)− α2
k

⌢

Bk (Ξ)

)
(33a)

s.t. Tr (Om,mΞ) = 1, 1 ⩽ m ⩽ LM + 1, (33b)
Ξ ⪰ 0 (33c)
rank (Ξ) = 1, (33d)

where Om,m is an LM + 1 × LM + 1 matrix with only the
element in the mth row and mth column being 1, and all
other elements being 0. Rank constraint (33d) can be taken
as a penalty function as in Problem (24) before. Finally, the
auxiliary variable vector α can be updated by

αt
k =

√
⌢

Ak (Ξ)/
⌢

Bk (Ξ) . (34)

C. Optimization of Antenna Positions z

With the optimized active and passive beamforming in Sec-
tions III-A and III-B, the antenna position z can be optimized
in the following problem:

max
z

K∑
k=1

f

(
2αk

√
⌣

Ak (z, fk)− α2
k

⌣

Bk (z)

)
(35a)

s.t. z1 ⩾ 0, zN ⩽ D, (35b)
zn+1 − zn ⩾ δ, 1 ≤ n ≤ N − 1, (35c)

where
⌣

Ak (z, fk) is expressed as (36) (see top of this page),
⌣

Bk (z) =
∑
j ̸=k

⌣

Ak (z, fj) + σ2
η , χ̄b,u

k , χ̃b,u
k , χ̄b,r

l , and χ̃b,r
l are

the factor in front of the channel h̄b,u
k , h̃b,u

k , H̄b,r
l , and H̃b,r

l .
Relevant expressions of some auxiliary variables and functions
in (36) are listed in Appendix B of [87].

Although
⌣

Ak (z, fk) and
⌣

Bk (z, fk) appear to be very com-
plicated, it can be discerned that they are sums of trigono-
metric functions w.r.t. the elements in z. Therefore, Problem
(35) is obviously nonconvex. In [52], the successive convex
approximation (SCA) method based on the first-order Taylor
expansion of trigonometric functions was employed to address
the nonconvex beamforming gain constraint concerning the
antenna position. Similarly, when these nonconvex expressions
appear in the objective function, the MM framework [78]
can be adopted here to solve this optimization problem.
Specifically, we can construct quadratic surrogate functions
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⌣

Ak (z, fk) = a0 (fk) +
∣∣∣χ̄b,u

k

∣∣∣2gcos1

(
θb,uk , θb,uk , z, fk

)
+ 2

∑
l

ℜ
{
χ̄b,u
k χ̄b,r ∗

l alg1

(
θb,rl , θb,uk , z, fk

)}
+
∑
l1

∑
l2

χ̄b,r
l1

χ̄b,r ∗
l2

a∗l1al2g1

(
θb,rl2

, θb,rl1
, z, fk

)
+ g2

(
θb,u
k , z,bH

k (fk)
)
+
∑
l

g2

(
θb,r
l , z, cH

k,l (fk)
)

(36)

of the trigonometric functions through second-order Taylor
expansion as

cos (x) ≥ q (x|x0) ≜ cos (x0)−sin (x0) (x− x0)−
1

2
(x− x0)

2
.

(37)
In fact, this is a global lower bound of this trigonometric
function for any x and x0. Similarly, we have

sin (x) ≥ p (x|x0) ≜ sin (x0)+cos (x0) (x− x0)−
1

2
(x− x0)

2
.

(38)
Due to the fact that − cos(x) = cos(x + π) and − sin(x) =
sin(x+ π), the global lower bound of − cos(x) and − sin(x)
can be taken as q (x+ π|x0 + π) and p (x+ π|x0 + π).

Thus, each term in
⌣

Ak (z, fk) and
⌣

Bk (z, fk) can be lower
bounded by the corresponding surrogate function according to
the signs before these trigonometric functions. Assuming all
trigonometric functions are with positive factors, we have

g
cos / sin
1 (θ1, θ2, z, fk)

⩾
N∑

n=1

N∑
m=1

|[fk]n [fk]m| q/p
(
u (zn, zm) |u

(
zin, z

i
m

))
, (39)

g2
(
θ, z,bH) ⩾ 2

N∑
n=1

ℜ{[b]n} q
(
znθ̂|zinθ̂

)
+ ℑ{b[n]} p

(
znθ̂|zinθ̂

)
, (40)

where the superscript i denotes the index of the MM iteration.
According to (37) and (38), the right sides of the inequalities
are quadratic functions w.r.t. zn and zm. Therefore, the lower

bound of
⌣

Ak (z, fk) can be expressed as a quadratic function
of the variable z in a matrix form as

⌣

Ak (z, fk) ≥
1

2
zTR̄zi

k z+ r̄z
i

k

T
z+ c̄z

i

k , (41)

where specific expressions of R̄z
k, rzk, czk, and the relevant

auxiliary variables are given in Appendix B of [87]. Similarly,

the lower bound of −
⌣

Bk (z, fk) can be expressed in a quadratic
form as

−
⌣

Bk (z, fk) ≥
1

2
zTR̃zi

k z+ r̃z
i

k

T
z+ c̃z

i

k . (42)

Since all quadratic coefficients in (37) and (38) are negative,
R̄zi

k and R̃zi

k have semi-negative properties. Therefore, Prob-
lem (35) is a concave problem, and the optimal solution z⋆ can
be achieved as the expansion point zi+1 of the next iteration
until convergence. During this period, we update α as

αt
k =

√
⌣

Ak (z)/
⌣

Bk (z) . (43)

The details of the MM algorithm are given in Algorithm 1.

Algorithm 1 MM Algorithm of Problem (35).

1: Initialize Index: t3 = 0, i = 1. Initial feasible solution:
z0.

2: Repeat
3: Given overall active and passive beamformer: F and

e1:L as well as expansion point zi, calculate R̄zi

k , r̄z
i

k

T
,

c̄z
i

k and R̃zi

k , r̃z
i

k

T
, c̃z

i

k in Appendix B of [87];
4: Repeat
5: update αt3 according to (43);
6: Calculate the optimal APV z̃t3 according to (35);
7: t3 ← t3 + 1.
8: Until Obj(F,e1:L,z̃t3−1)

Obj(F,e1:L,z̃t3−2)
≤ ρ

9: zi = z̃t3−1, z⋆ = zi;
10: Until Obj(F,e1:L,zi−1)

Obj(F,e1:L,zi−2) ≤ ρ or i− 1 > Imax
MM .

11: IMM = i− 1.
Output:

Optimal APV z⋆;

BCD Framework

Active HBF Optimization

Fully-connected:

Problem (16) and (18)

Sub-connected:

Problem (21) and (24)

RIS Passive Beamforming Optimization:

Problem (33)

FA Position Optimization:

Problem (35)

Parameters Input

Beamformer and Antenna Position Output

Stop Criterion?

Yes

No

MMMO SDROptimization Technologies:

Sum-rate Quadratic Transform

FP

Fig. 2: Optimization flow chart of the proposed RIS-assisted FAS.

D. Overall Algorithm and Complexity of Problem (12)

Based on the above three subsections, the detailed descrip-
tions of Problem (12) are summarized in Algorithm 2, where
ρ is the convergence threshold. In additional, a flow chart is
provided in Fig. 2 to clearly illustrate the key steps of the
algorithm.

1) Convergence Analysis: From Step 3 to 7, we opti-
mize the active beamforming, including fully digital and

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2025.3598493

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University College London. Downloaded on September 04,2025 at 08:12:20 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 18, NO. 9, SEPTEMBER 2020 8

hybrid ones. The fully digital beamformer is optimal us-
ing the SDR method, while the alternating optimization
between DBF and ABF in HBF architecture ensures the
objective function rises until convergence. From Step 9
to 13, we optimize the phase shift matrix of RISs, sim-
ilar to the ABF optimization. Finally, at Step 15, we
optimize the antenna position under the MM framework.
Its convergence is illustrated in (44), where inequality (a)
holds since Problem (35) is non-decreasing. As a result,
objective function value Obj

(
zi−1|Wi,Vi, ei1:L, z

i−1
)
≤

Obj
(
zi|Wi,Vi, ei1:L, z

i−1
)
. On the other hand, we have

Obj
(
zi|Wi,Vi, ei1:L

)
−Obj

(
zi|Wi,Vi, ei1:L, z

i−1
)
≥ 0 as

the second term is a global lower bound surrogate function of
the first term. As such, monotonic convergences of all three
subproblems are guaranteed, and Algorithm 2 converges.

2) Complexity Analysis: The optimizations of active and
passive beamforming at the BS and RISs end up as convex
semidefinite programming problems, which can be solved
by the interior point method with a complexity order of
O
(
max (m,n)

4
n1/2 log (1/ε)

)
[77], where n is the di-

mension of the optimization variable, m is the number
of equality and inequality constraints, and ε is the so-
lution accuracy. Also, the optimization of antenna posi-
tion is a convex quadratic programming, whose complex-
ity order is O

(
(n+m)

1.5
n log (1/ε)

)
[88]. Specifically, at

Step 5, the complexity order of Problem (21) and (24) is
O
((
K4.5 +N4.5

)
log (1/ε)

)
for Sub-Con HBF. Similarly, the

complexity order of (33) is O
(
(LM)

4.5
log (1/ε)

)
. Finally,

the complexity order of each iteration in Problem (35) is
O
(
N2.5 log (1/ε)

)
. Assuming the number of times of MM

operations is IMM, the overall complexity order of one iteration
of the BCD is given by

O
{
max

[(
t1N

4.5 +K4.5
)
, t2(LM)

4.5
, t3IMMN2.5

]
log

(
1

ε

)}
.

IV. LOW-COMPLEXITY TFA WITH MULTIPLE DELICATELY
PLACED RISS

In this section, we propose a novel type of position switch-
ing, dubbed telescopic movement, where the spacing between
neighboring antennas is consistent but adjustable. A TFA array
architecture that realizes this concept is depicted in Fig. 3.
Controlling the diamond-shaped track with a motor enables
the array elements to move telescopically. Next, each subarray
at the BS will be replaced by the proposed TFA array, and a
low-complexity Sub-Con HBF scheme will be presented in
the context of a LoS-dominant channel condition and multiple
RISs with delicate deployments.

A. GL Effect

In [71], a single-RIS-aided single-user MISO TFA was
proposed based on the GL effect. Here, we extend it into

Algorithm 2 BCD Optimization of Problem (12).

1: Initialize Index: z0, i = 1, t1 = t2 = 0. Initial feasible
solution: {W0,V0}, {e01, . . . , e0L}.

2: Repeat
3: Repeat
4: Given {ei−1

1:L , zi−1}, update αt1 according to (17);
5: Given {ei−1

1:L , zi−1}, calculate the optimal HBF ma-
trices W̃t1 , Ṽt1 according to Probs. (16, 18, 21, 24);

6: t1 ← t1 + 1.
7: Until Obj(W̃t1−1,Ṽt1−1,ei−1

1:L ,zi−1)
Obj(W̃t1−2,Ṽt1−2,ei−1

1:L ,zi−1)
≤ ρ.

8: Wi = W̃t1−1, Vi = Ṽt1−1.
9: Repeat

10: Given {Wi,Vi, zi−1}, update αt2 according to (34);
11: Given {Wi,Vi, zi−1}, calculate the optimal RIS

phase shift vector ẽt21:L according to Prob. (33);
12: t2 ← t2 + 1.

13: Until Obj(Wi,Vi,ẽ
t2−1

1:L ,zi−1)
Obj(Wi,Vi,ẽ

t2−2

1:L ,zi−1)
≤ ρ.

14: ei1:L = et2−1
1:L .

15: Calculate the optimal APV zi through Algorithm 1;
16: W⋆ = Wi, V⋆ = Vi;
17: {e⋆1, . . . , e⋆L} = {ei1, . . . , eiL};
18: z⋆ = zi;
19: i← i+ 1.
20: Until Obj(Wi−1,Vi−1,ei−1

1:L ,zi−1)
Obj(Wi−2,Vi−2,ei−2

1:L ,zi−2)
≤ ρ or i− 1 > Imax

BCD.
21: IBCD = i− 1.
Output:

Optimal beamforming matrix: {W⋆, V⋆};
Optimal RIS phase shift vector:{e⋆1, . . . , e⋆L};
Optimal APV: z⋆.

our model. First, we rewrite the steering vector for each TFA
subarray as

ḃṄ

(
θ, ḋ
)
≜
[
1, e−ȷ2πḋ cos(θ), . . . , e−ȷ2π(Ṅ−1)ḋ cos(θ)

]T
,

(45)
where Ṅ = N/K. We assume that all K subarrays share the
same observation angle and distance for all UEs in the far-
field, and the phase differences between different subarrays
are ignored. The relationship between element spacing ḋ, GL
index k, GL angle θkg , and ML angle θm is given by [71]

ḋ(θkg , θm) =
kλ

cos(θkg )− cos(θm)
, k = ±1, ±2, · · · . (46)

Proposition 2. Assuming θm < π/2, new GLs appear at the
spacing of ḋ(π, θm) for ∀k < 0, and ḋ(0, θm) for ∀k > 0.

Proof: cos(0) − cos(θm) is the maximal positive number for
any given θm. By contrast, cos(π) − cos(θm) is the minimal

Obj
(
zi−1|Wi,Vi, ei1:L

)
= Obj

(
zi−1|Wi,Vi, ei1:L, z

i−1
)
+Obj

(
zi−1|Wi,Vi, ei1:L

)
−Obj

(
zi−1|Wi,Vi, ei1:L, z

i−1
)

(a)

≤ Obj
(
zi|Wi,Vi, ei1:L, z

i−1
)
+Obj

(
zi|Wi,Vi, ei1:L

)
−Obj

(
zi|Wi,Vi, ei1:L, z

i−1
)
= Obj

(
zi|Wi,Vi, ei1:L

)
(44)
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Fig. 3: Architecture and movement pattern illustration of a 4-element TFA.

ML ML1st GL 1st GL2nd GL
1k = - 1k =

ML MLGL GL GL GL

(a) (b)

(c) (d)

Fig. 4: Beampattern of a 16-element ULA with different element spacing
when θm = 80o: (a) θ−1

g = 180o; (b) θ1g = 0o; (c) θk1g = 50o, θk2g = 1

30o with approximation tolerance 0.01; (d) θk1g = 50o, θk2g = 130o with
approximation tolerance 0.1.

negative number. Thus, upon increasing spacing ḋ, GLs with
positive and negative indices appear from 0 and π angles,
respectively. The process is shown in Figs. 4(a) and 4(b). ■

Proposition 3. Completely free control over the number and
angle of GL is not recommended, as it may lead to severe
spatial-spectral leakage.

Proof: Let the angles of the desired ML and two GLs be
denoted by θm, θ1g , and θ2g , respectively. According to (46),
the following equation set is established as

ḋ =
k1λ

cos(θ1g)− cos(θm)
,

ḋ =
k2λ

cos(θ2g)− cos(θm)
.

(47)

Let
cos(θ2

g)−cos(θm)

cos(θ1
g)−cos(θm) be a rational number, expressed in its

simplest fractional form as p/q, where p and q are coprime
integers sharing the same sign as cos(θ2g)− cos(θm) and
cos(θ1g)− cos(θm), respectively. Therefore, we have

k1
k2

=
cos(θ2g)− cos(θm)

cos(θ1g)− cos(θm)
=

p

q
. (48)

With k1 and k2, ḋ can be obtained by (47). However, the
problem is that the values of p and q in (48) may be very large,
leading to a large ḋ and massive GLs in the spatial-spectrum
shown in Fig. 4(c). Although a finite bit approximation of the

ratio number can mitigate this issue, it also introduces beam
pointing errors, as illustrated in Fig. 4(d). ■

Fortunately, in certain special cases, completely free control
of GL can be achieved. For example, assuming θm < π/2,
completely free control of one GL can be achieved in the
angle range of [π/2, π] [71]. This limitation implies that we
can only ensure coverage for UEs located on the opposite
side of the RIS, significantly restricting the practicality of
this scheme. To address this issue, we deploy multiple RISs
positioned on either side of the transmitting array to provide
coverage for UEs across the entire space6. Furthermore, we set
the maximum telescopic spacing to ḋmax = λ, which yields
only one ML and one GL to prevent severe spatial-spectral
leakage. In this sense, we can generate one ML and one GL
towards UE and RIS, respectively, if they are located at the
different side of the BS, i.e. satisfying θb,u < π/2, θb,r > π/2
or θb,u > π/2, θb,r < π/2. Therefore, we classify the UEs and
RISs on different sides of the BS into one group.

B. Joint Design of ABF and Antenna Position

In this part, all K TFA subarrays are employed to serve K
UEs individually. For the kth UE, the ML is designed towards
the direction of this UE θb,u

k . While the GL is designed to point
to the corresponding RIS, denoted as θb,r

ξ(k), where ξ(k) returns
the index of RIS opposite to the kth UE. Consequently, the
spacing of the kth TFA subarray can be derived as

ḋk =
λ∣∣∣cos(θb,r

ξ(k))− cos(θb,u
k )
∣∣∣ . (49)

With this spacing, we have ḃṄ

(
θb,u
k , ḋ

)
= ḃṄ

(
θb,r
ξ(k), ḋ

)
,

and the corresponding ABF vector vk can be chosen as

vk = ḃṄ

(
θb,u
k , ḋk

)
= ḃṄ

(
θb,r
ξ(k), ḋk

)
, (50)

which satisfies the modulus-1 constraint, and can steer beams
with full array gain towards both the UE and RIS. Since we
design K TFA subarrays independently, there exist inter-user
and inter-RIS interference, to be addressed by DBF.

C. Low-Complexity Design of Passive Beamforming at RIS

With the FA position and ABF designs in the last subsection,
a straightforward way to obtain the RIS phase shift matrix
is using the technique in Sec. III-B. Instead of the joint
optimization of RIS in Sec. III-B, this subsection gives a
suboptimal scheme, which optimizes each RIS individually
for complexity reduction. Thanks to the quasi-orthogonal ABF
design in Sec. IV-B, we temporarily ignore interference terms

6The proposed algorithm remains applicable to single-RIS configurations,
though this may induce spatial neighborhood interference as demonstrated
in Fig. 4. Additionally, future work will explore rotational mobility for TFA
subarrays, where each array’s normal vector dynamically aligns between the
RIS and served UEs to reduce spatial interference.
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without any attribution of ML or GL. Thus, the reflected signal
vector from the lth RIS to the UEs is expressed as

yRISl
=

1√
N

Hr,u H
l EH

l

∑
i∈ζ(l)

Ḣb,r H
l,i visi + η

=

χ̄b,r
l Ṅ

∑
i∈ζ(l)

si

√
N

Hr,u H
l,k diag

[
aM

(
θb,rl , ϕb,r

l

)]
e∗l + η,

(51)

in which we have Hr,uH
l =

[
hr,u
l,1 · · ·h

r,u
l,K

]H
, and Ḣb,r H

l,k =

χ̄b,r
l aM

(
θb,rl , ϕb,r

l

)
ḃH
(
θk, ḋk

)
. Also, ζ(l) denotes the in-

verse function of ξ(k), which returns the indices of the TFA
subarray generating GL towards the lth RIS. It is noteworthy
that two assumptions are required to obtain (51). The first one
is LoS-dominant channel condition, i.e., κ is large, while the
second one is identical DBF matrix, i.e., W = IK/

√
N . To

maximize the received power of all served UEs with index
k ∈ ζ(l) and minimize the leakage power to the other UEs
with index k /∈ ζ(l), the signal-to-leakage-and-noise ratio
(SLNR) metric at the lth RIS can be defined as

SLNR (el) ≜

eHl
∑

k∈ζ(l)

hb,r,u
l,k hb,r,u H

l,k el

eHl

[ ∑
j /∈ζ(l)

hb,r,u
l,j hb,r,u H

l,j +
σ2
η

M I

]
el

, (52)

where hb,r,u
l,k ≜ diag

[
aM

(
θb,r
l , ϕb,r

l

)]
hr,u ∗
l,k . The SLNR can

be maximized through the generalized Rayleigh-Ritz theorem.
The solution can be obtained from the eigenvector correspond-
ing to the largest eigenvalue of the matrix ∑

j /∈ζ(l)

hb,r,u
l,j hb,r,u H

l,j +
σ2
η

M
I

−1 ∑
k∈ζ(l)

hb,r,u
l,k hb,r,u H

l,k . (53)

To further consider the modulus-1 constraint of el, we take
the phase of the aforementioned eigenvector u, i.e., el =
exp{j∠(u)}. However, the passive beamforming capability
of the lth RIS alone is insufficient to eliminate the inter-UE
interference among UEs indexed by k ∈ ζ(l). This issue will
be addressed in the next subsection on DBF design.

D. Interference Cancellation via DBF

Although an identity matrix was initially chosen for DBF
in the previous subsection, it needs to be redesigned as the
MMSE precoding to address the remaining inter-UE and inter-
RIS interference. In the above two parts, we have designed
the ABF and passive beamforming at the BS and RISs,
respectively. Given the antenna position, ABF matrix, and RIS
phase shift matrices, the equivalent channel is given by

GH
equ =

(
Hb,u +

L∑
l=1

Hb,r
l ElH

r,u
l

)H

V, (54)

where Hb,u =
[
hb,u
1 · · ·hb,u

K

]
. Note that we need to use the

steering vectors of TFA subarrays in (45) rather than (1) to
reconstruct the channel here. Finally, the DBF matrix is

W = Gequ

(
GH

equGequ +
σ2
η

P
I

)−1

. (55)

Similarly, DBF can also be optimized using the method
presented in Sec. III. For TFA systems, this offers two signal
processing approaches: 1) adopting the closed-form solutions
for all variables to reduce computational complexity, or 2)
performing optimization between RIS and DBF alternately to
achieve better performance.

E. Overall Algorithm and Complexity of the TFAS

1) Algorithm Summary: For clarity, the signal processing
flow chart of the RIS-assisted TFA system (TFAS) is given in
Fig. 5. Since no iteration is required and closed-form solutions
exist, the computational complexity is significantly reduced
compared to the FA optimization procedure in Fig. 2.

2) Complexity Analysis: The main computational com-
plexity of the proposed RIS-assisted TFAS lies in the RIS
passive design and matrix inversion in (55). For Rayleigh-
Ritz-theorem-based RIS passive beamforming and MMES
DBF, the complexity order is just O

{
max

[
K3, LM3, N

]}
.

If we consider optimization for RIS and DBF, the cor-
responding complexity order for one iteration improves to
O
{
max

[
IFPK

4.5 log (ε) , IFP(LM)
4.5

log (1/ε) , N
]}

.
3) Optimality Analysis: For single-RIS and single-user

TFAS configuration, the GL-based antenna position and ABF
design are optimal as shown in [71]. While for the multiple
RISs and UEs configuration, the optimality cannot be guaran-
teed due to the following reasons.

• We split the whole large antenna array into K TFA
subarrays with a Sub-Con structure to serve K UEs.
This may cause some performance loss compared to the
joint design of a large FA antenna array with a Full-Con
structure and free antenna element movement.

• Different RISs are assigned to different UEs, which may
cause some performance loss compared to the case where
each RIS serves all UEs.

• We employ ABF for each TFA subarray independently,
along with a linear DBF, which may also suffer perfor-
mance loss compared to the optimization-based beam-
forming design.

• Only statistical CSI (LoS) is utilized in the TFAS design,
which causes performance loss when the NLoS channel
components are large.

V. SIMULATION RESULTS

In this section, numerical results for both optimization-
based FAS in Sec. III and low-complexity GL-based TFAS
in Sec. IV are presented. For ease of comparison, double
RISs are considered to serve three UEs in all schemes. Part
of the simulation parameters are given in Table II, and other
unspecified ones will be noted in the figure descriptions.

Next, we will present performance comparisons under dif-
ferent antenna types, hardware architectures, RIS number, and
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Parameters Input

Antenna Position and ABF 

Solutions: (49) and (50)

Beamformer and Antenna Position Output

Closed-form SolutionOptimization Technologies: SDR

RIS Passive Beamforming: (53)

DBF: (55)

RIS Passive Beamforming 

Optimization Problem (33) 

DBF Optimization Problem (21) 

Stop Criterion?

Yes

No

Fig. 5: Signal processing flow chart of the proposed RIS-assisted TFAS.
TABLE II

Simulation parameters setup.

Parameter Value Description
fc 3.5 GHz Carrier frequency
λ 0.0857 m Wavelength
N 24 Transmit antenna number
K 3 RF chain and UE number
L 2 RIS number

M = M1 ×M2 16 = 4×4 RIS unit number
/ (0o, 0o, 0 m) Location of the transmit array

(θb,uk , ϕb,u
k , rb,uk )

(80o, 0o, 10 m)
Location of the UEs(90o, 0o, 10 m)

(100o, 0o, 10 m)

(θb,rl , ϕb,r
l , rb,rl )

(10o, 0o, 5 m)
Location of the RISs

(170o, 0o, 5 m)
D = (N − 1)λ 1.9714 m Maximum array aperture

δ = λ/2 0.0429 m Minimum element spacing
β0 40 dB Large-scale path loss [89]

(ϑb,u
k , ϑb,r

l , ϑr,u
l,k) (2.5, 1.7, 2.5) Path loss exponents [18]

σ2
η -174 dBm/Hz Noise power spectral density
ρ 10−4 Convergence threshold

Imax
MM , Imax

BCD 50, 20 Maximum iteration number

optimization methods. The meanings of the involved scheme
abbreviations are listed as follows

• Antenna Types: FA refers to the fluid antenna proposed
in Sec. III of this paper, TFA denotes the telescopic fluid
antenna introduced in Sec. IV, and FPA represents the
conventional fixed-position antenna.

• Hardware Architecture: We use FD, Full-Con, and Sub-
Con to respectively represent the fully digital, fully-
connected, and sub-connected transmitter architectures.

• RIS Number: Single-RIS denotes only one RIS is em-
ployed, i.e., L = 1. This case can only be discussed in
the FA antenna type. Double-RIS represents two RISs
are employed, i.e., L = 2. None RIS indicates the case
without RIS, i.e., L = 0.

• Signal Processing Methods: For FA and FPA antenna
types, the beamformer is obtained through the optimiza-
tion algorithm in Sec. III. Therefore, we do not introduce
special notation for the signal processing methods of FA
and FPA schemes. While for TFAS, the TFA position and
active beamformer can be obtained through a closed-form

solution in (49), (50), and (55), labeled as CFS. While the
RIS passive beamforming and DBF can also be optimized
alternately by the optimization algorithm in Sec. III,
labeled as Opt. Lastly, random phase specifically refers
to the RIS phase-shift coefficient matrix with randomly
assigned values.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1

2

1 2 3 4 5 6 7 8 9 10 11

2.6
2.7
2.8

5 10 15 20 25

3

3.5

4

1 2 3

4

4.5

Fig. 6: Convergence curves of the proposed optimization scheme in Sec. III.
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FA FD

FA Full-Con

FA Sub-Con

TFA CFS

TFA Opt

Fig. 7: CPU time comparisons among different schemes.

In Fig. 6, we study the convergence behavior of the BCD
algorithm and its three subproblems for the sub-connected
HBF architecture when P = −95 dBm/Hz and κ = 20 dB.
Overall, the BCD algorithm requires only 2 to 3 iterations
to converge, whereas the FA optimization needs around 20
MM iterations. In contrast, active and passive beamforming
both require nearly 10 FP iterations for convergence. In Fig.
7, the average (central processing unit) CPU running time of
different schemes in this paper is plotted for comparison on a
laptop platform with a 4.05 GHz Apple M3 Pro CPU and 18
GB RAM. First, it can be observed that the GL-based TFA
schemes are of much less running time than the optimization-
based FA schemes owing to the closed-form solutions of
ABF and antenna positions. Moreover, the HBF architecture,
particularly in its Sub-Con configuration, inherently requires
longer running time than the FD architecture due to the dual

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2025.3598493

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University College London. Downloaded on September 04,2025 at 08:12:20 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 18, NO. 9, SEPTEMBER 2020 12

-115 -110 -105 -100 -95 -90 -85
0

2

4

6

8

10

12

14

Fig. 8: Sum rate under different transmitter architectures and antenna types.
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Fig. 9: Sum rate between optimization-based FAS and GL-based TFAS.

beamforming matrices and the additional iterative processes
they necessitate.

In Fig. 8, results are provided for the sum rate of the
proposed RIS-assisted FAS under different transmitter archi-
tectures when κ = 20 dB. First, as expected, the performance
gains of different architectures follow the expected order as
FD, Full-Con, and then Sub-Con. Also, FA outperforms its
FPA counterpart across all three different architectures, with
the largest gap in the sub-connected architecture. Additionally,
the performance of the Sub-Con FAS can be comparable to
that of the Full-Con FPA system, while the Full-Con FAS can
achieve performance on par with the FD FPA system.

Fig. 9 compares the rate of the optimization-based FAS
and the GL-based TFAS under the Sub-Con architecture with
κ = 20dB. TFAS has access only to the statistical CSI, while
FAS with full CSI provides the performance upper bound. A
significant performance gap is observed between optimization-
based FAS and TFAS with closed-form solutions. This gap
arises as the latter scheme neither suppresses inter-UE and
inter-RIS interference nor jointly optimizes the whole transmit
array and double RISs. However, the TFAS with closed-
form solutions provides gains over the optimization-based
FPA system while maintaining extremely low computational
complexity. Additionally, the performance of the TFAS with
closed-form solutions can be greatly enhanced to closely
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Fig. 10: Sum rate comparisons among different RIS configurations.
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Fig. 11: Sum rate versus Rician factor among different schemes.

match that of the Full-Con FPA system through the joint
optimization of the double RISs and DBF.

The significance of RIS is studied by the results in Fig. 10
with the sub-connected architecture when κ = 20 dB. With the
same optimization method in Sec. III, the double-RIS-assisted
FAS offers better rate performance compared to its single-RIS
and no-RIS counterparts. From the perspective of RIS phase
shifts, although random RIS phase shifts are less effective than
the optimized ones, they still provide additional gain compared
to the system without RIS. For the double-RIS TFAS system,
we have included performance comparisons with its single-RIS
counterpart in [71]. While the single-RIS TFAS was originally
designed for single-UE scenarios, our results demonstrate
that it can also be performed in MU scenarios, but with
performance degradation similar to that in FAS. Moreover,
we note that while the sum rate metric effectively captures
communication performance for the intended UEs, it does not
fully reflect the spatial leakage interference effects in Fig. 4.

The rate comparisons versus κ with transmit power spectral
density P = −85 dBm/Hz are given in Fig. 11. It can
be seen that the performances of FAS, TFAS, and FPA
based on optimization methods show less fluctuation due to
the utilization of the complete CSI. In contrast, TFAS with
closed-form solutions, which only utilizes the LoS part of
the CSI, experiences declines in performance as κ decreases.
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Fig. 12: Normalized ABF beampattern between FA, TFA and FPA systems.

Specifically, the performance of the former falls below that of
FPA when κ drops to approximately 4 dB or lower.

Finally, in Fig. 12, we compare the beampatterns of the
optimization-based FAS, GL-based TFAS, and FPA when
P = −85dBm/Hz, κ = 30dB. It can be observed that despite
complex optimizations, FPA fails to project precise beams
towards the directions of the UEs and two RISs, showing
significant beam misalignment. By contrast, TFAS generates
five beams with identical full array gain towards all terminals
through delicate ML and GL design. In addition, optimization-
based FAS can provide extra power allocation among these
terminals, where UE 1 is allocated less power.

VI. CONCLUSION

In this paper, we investigated a RIS-assisted MU-MISO
FAS. First of all, a sum-rate maximization problem was
formulated w.r.t. HBF, RIS phase shift, and antenna position
designs. This nonconvex problem was solved by adopting
the BCD and FP frameworks combined with SDR and MM
relaxation algorithms. To reduce movement and computational
complexity, a simplified TFA was proposed and optimized in
an extremely low-complexity manner based on the GL effect.
Simulation results demonstrated the performance gains of both
FAS and TFAS over the conventional FPA system. Both the
proposed FAS and TFAS schemes demonstrate significant
performance improvements for multi-directional beamforming
systems. Beyond the current applications, these approaches
show promising potential for extension to other scenarios
requiring multi-directional beamforming capabilities, such as
multi-access systems, ISAC, and UAV networks. Future work
may further bridge the FA-TFA performance gap through ad-
vanced resource allocation and array optimization techniques.

APPENDIX A
PROOF OF PROPOSITION 1

Considering the original optimization objective function
without the quadratic transform, the Lagrangian function of

Problem (16) can be formulated as

L (Γall, µ,Lall) = −
K∑

k=1

log2

1 +
Tr (Rg

kΓk)∑
j ̸=k

Tr (Rg
kΓj) + σ2

η


+ µ

[
Tr

(
K∑

k=1

Γk

)
− P

]
− Tr

(
K∑

k=1

LkΓk

)
, (56)

where µ ≥ 0 is the Lagrange multiplier for the constraint
(16b), Lall = [L1 · · ·LK ] with each Lk ∈ HN×N ⪰ 0
denoting the Lagrange multiplier matrix for the positive semi-
definite constraint (16c). Then, part of the Karush-Kuhn-
Tucker (KKT) conditions can be expressed as

L⋆
k = u⋆I+T1 −T2, (57a)

Γ⋆
k ⪰ 0,L⋆

k ⪰ 0, µ⋆ ≥ 0, (57b)
Tr (Γ⋆

kL
⋆
k) = 0, (57c)

where T1 and T2 can be expressed as

T1 =
1

ln 2

∑
j ̸=k

1
K∑
i=1

Tr
(
Rg

jΓ
⋆
i

)
+ σ2

η

×
Tr
(
Rg

jΓ
⋆
j

)
Rg

j

K∑
i ̸=j

Tr
(
Rg

jΓ
⋆
i

)
+ σ2

η

,

(58)

T2 =
1

ln 2

Rg
k

K∑
i=1

Tr (Rg
iΓ

⋆
i ) + σ2

η

. (59)

It is evident that T2 is rank-1. Therefore, we have a similar
KKT conditions structure as those in [90]. Using the Proof of
Proposition 4.1 in [90], we can complete the proof.
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