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Abstract—Suffering from serious rate degradation, how to
improve transmission rate with low latency is a challenging issue
in ultra-reliable and low-latency communications (URLLC), espe-
cially when there is no enough blocklength for data transmission.
To handle this issue, we propose to integrate the reconfigurable
intelligent surface (RIS) and superimposed pilot (SP) into massive
multiple-input multiple-output (mMIMO) systems, where the
SP ensures latency by simultaneously sending pilot and data
while the RIS improves high transmission rate by reflecting the
SP signals. Practically, we derive the finite blocklength ergodic
achievable rate lower bound in closed form under imperfect
channel estimation and pilot interference removal. Then, we
maximize the weighted sum rate of all the users by jointly
designing the power control of SP at each user and the phase
shifts at the RIS. Due to the highly coupled variables, we first
decompose the original problem into the phase shift design
subproblem and the power control design subproblem, which
are resolved by a genetic algorithm (GA) and an iterative
algorithm based on geometric programming (GP). Then, a block
coordinate descent algorithm is proposed. Correspondingly, the
complexity and convergence of the proposed algorithms are
analyzed. Finally, our numerical results demonstrate that the
joint design scheme can bring effective rate improvement in
stringent latency constraints.

Index Terms—Short-packet transmission, URLLC, massive
MIMO, superimposed pilot, reconfigurable intelligent surface
(RIS).

I. INTRODUCTION

With the advent of Industry 4.0, smart factories and intelli-
gent manufacturing have become the theme of future industrial
development. Undoubtedly, Industrial Internet of Things (IIoT)
will be recognized as an important solution to this theme [1],
which connects various machines and devices though wireless
network and depends on real-time and precise control. Hence,
ultra-reliable and low-latency communication (URLLC) is
envisioned to establish in the realization of IIoT. As the name
suggests, the latency demand of industrial communication is as
low as below 1 ms while keeping the ultra reliability between
1−10−6 and 1−10−9. Apart from the industrial scenario, other
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mission-critical applications, e.g., autonomous driving, remote
healthcare, and smart grids [2], also have stringent latency
and reliability requirements. According to the 3rd generation
partnership project (3GPP), the URLLC requirements of a
packet with 32 bytes is specified as 1 ms latency and 10−5

packet error rate [3].
Subject to the low latency in URLLC, it is impossible to

transmit a long data packet as traditional human-to-human
communication. Generally, the URLLC applications only ex-
change short packet data such as measurement data or control
commands. Therefore, transmitting short packets in URLLC
is called short packet (finite blocklength) transmission.For
instance, the packet size of industrial automation is about 10
∼ 300 bytes, and that of smart grid is 80 ∼ 1000 bytes [4]. To
create a short packet, the information bits are firstly encoded
into data symbols. After that, additional symbols are added
to the front of data symbols as the overhead for estimating
channels and we refer to the total number of symbols as
blocklength [5]. However, short packet will inevitably cause
a degradation of transmission rate, since the packet error
rate becomes non-negligible in the finite blocklength regime.
Besides, it should be note that the overhead is also time-
consuming, which further decreases the data blocklength in
the given latency and aggravates the rate loss.

Reconfigurable intelligent surface (RIS) is a promising
technology to support high transmission rate and wide cov-
erage communications, which has drawn extensive attention
in academia and industry [6]–[8]. Specifically, composed of
numerous passive reflecting elements, RIS is a square pan-
el that can reflect the incident signal. By adjusting each
reflecting element with a controller, an independent phase
shift is introduced on the incident signal, thus collaboratively
reconfiguring the propagation of reflected signal to improve
the received signal-to-interference-plus-noise ratio (SINR) lev-
el. Additionally, the passive reflecting elements are low-cost
and low-energy in comparison with the antennas and radio
frequency (RF) chains in traditional multiple-input multiple-
output (MIMO) technique. Accordingly, RIS has the potential
to compensate the rate loss of in MIMO URLLC systems.

A. Related Work

Presently, only a few works involve the investigation of
RIS-aided MIMO URLLC systems [9]–[12]. Particularly, A
two-timescale design was proposed for downlink short packet
transmission in a RIS-enabled massive MIMO (mMIMO)
system [9], where the phase shifts and transmitting power were
jointly optimized for maximizing sum rate. Apart from phase
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shifts and transmit power, blocklength optimization was also
considered in [10] to study how to maximize sum rate while
minimizing the total transmission latency. Moreover, by care-
fully designing beamforming vector, the sum rate performance
can be also improved [11]. Different from [11], [12] studied
the reliability performance of URLLC transmission assisted
by RIS in device-to-device (D2D) networks.

It is worthy to point out that the above works except
for [9] assumed the accurate channel state information (CSI)
being available. Indeed, the low-overhead and accurate channel
estimation scheme is still an open problem in the field of RIS
due to a substantial number of passive elements. Although
various methods have been proposed to handle this issue by
harnessing the sparsity of RIS channels [13], [14], they are
not suitable for URLLC transmission since the complexity
will incur high processing delay [15]. The estimation scheme
in [9] has low complexity, but the pilot overhead will cause
considerable rate degradation in short packet transmission due
to the adoption of regular pilot (RP), in which the pilot is
transmitted before the data and the pilot length is a linear
function concerning user number. Hence, to decrease the pilot
overhead while considering imperfect CSI in RIS-aided MIMO
URLLC systems, novel channel estimation scheme should be
put forward.

Superimposed pilot (SP) can be viewed as an important
candidate for MIMO URLLC systems [16]. In the SP scheme,
the pilot and data are simultaneously transmitted at the same
frequency, which does not spend additional delay sending
pilot and thus is very suitable for short packet transmission.
Besides, the SP allows sending more pilot and data symbols
compared to the RP, which eliminates the pilot overhead
and increases the number of connected users. However, the
superimposed data and pilot increase the interference in the
channel estimation and data detection, respectively. In spite of
this, extensive researches have presented the potential of SP
on improving spectral efficiency [17]–[19]. However, the merit
of low latency in the SP scheme has received little attention.
In [20], a low-correlation SP scheme was proposed to enable
URLLC communications in the satellite internet of things sce-
narios. In our previous works [21], it has been verified that the
SP outperforms the RP in the finite blocklength transmission,
where the number of data symbols in the RP is less than that in
the SP under the same blocklength. Nevertheless, as mentioned
in Section I, the number of data symbols in a short packet is
fixed after encoding. Once the pilot overhead is high and there
is no enough blocklength remained for the data transmission,
the RP scheme can not finish the transmission in regulated
latency. Finally, the benefit of RIS has not been explored in
our pervious works, which entails a SP-RIS aided mMIMO
system design for URLLC.

B. Contributions

Inspired by the aforementioned research gaps, in this paper,
we creatively combine RIS and SP to enable URLLC in
mMIMO systems, where the SP is used to ensure latency while
the RIS aims to improve transmission rate. Different from the
GSP scheme in [22], where the number data symbols was

reduced, the SP scheme has higher transmission efficiency.
Additionally, in [22], the analysis was based on approximated
aggregated channel and infinite blocklength, and the joint
design of phase shifts and power control was not considered.
The main contributions of this paper are summarized as
follows.
• We integrate RIS and SP into mMIMO systems in uplink

URLLC scenario, where the blocklength is dedicated
for data symbols and there is no extra time-frequency
resources reserved for pilot transmission. To reduce pro-
cessing latency, we estimate the aggregated channel, i.e.,
the superimposition of direct channel and cascaded RIS
channel, instead of estimating them individually, by using
the linear minimum mean square error (LMMSE) method,
which has a low pilot overhead and complexity. With
imperfect CSI, we consider imperfect removal of pilot
interference in the data detection process, which further
improves the performance of SP.

• We derive the finite blocklength ergodic achievable rate
lower bound (LB) of our system in closed form, which
is a complicated function of the fixed phase shifts and
only depends on the large-scale fading parameters. Based
on the derived result, we formulate the weighted sum
rate maximization problem, where the SP power control
at each user and the phase shifts at the RIS are jointly
designed subject to the rate and energy constraints and
the range constraint of phase shifts.

• To obtain a solution, we first decouple the original
problem into two subproblems. For the phase shift de-
sign problem, we propose a method based on genetic
algorithm (GA) to figure out it. For the power control
design problem, we transform it into a geometric pro-
gramming (GP) problem by employing the log-function
approximation and the successive convex approximation
(SCA) methods. Then, an efficient iterative algorithm is
proposed to solve a series of GPs. Finally, to alternately
optimize the power and the phase shifts, a block co-
ordinate descent (BCD) algorithm is proposed and its
convergence and complexity are also analyzed.

• We evaluate numerically the superiority of proposed joint
design scheme compared to other baseline schemes. The
results indicate that our design scheme can realize high
transmission rate in the finite blocklength regime and
the joint optimization is indispensable when the RIS is
integrated with the SP.

Notation: The column vectors and matrices in this paper are
denoted by lower-case bold-face letters and bold-face capital
letters, respectively. xH , XH , and X−1 represent the conjugate
transpose of vector x and matrix X and the inverse matrix
of X, respectively. E {·}, ‖·‖, Re {·}, and Cov {·} denote
the expectation, Euclidean norm, real part, and covariance
operators, respectively. CN (·, ·) and C stand for the complex
Gaussian distribution and complex number set, respectively.

II. SYSTEM MODEL

Considering a uplink URLLC scenario, an RIS-aided mMI-
MO system as shown in Fig. 1, where a base station (BS)
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Fig. 1. An SP-RIS-aided mMIMO system with direct links.
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Fig. 2. The frame structure of RP and SP schemes. Given the bandwidth
Bc and the latency constraint Tc, the maximal available blocklength is τc =
TcBc.

configured with M antennas simultaneously receives short
packets from K (K < M ) single-antenna users with the
assistance of the RIS. Specifically, to enhance the channel
strength of the direct links, the RIS reflects the incoming
signal waves from the users to the BS by N passive re-
flecting elements, after which phase shifts are introduced and
the corresponding matrix with unit amplitude is given by
Φ = diag

{
ejθ1 , ejθ2 , . . . , ejθN

}
, where θn ∈ [0, 2π) is the

phase shift of element n and can be adjusted by the BS.

A. Frame Structure

Given the bandwidth Bc, the blocklength determines the
transmission latency in URLLC [23]. We assume that the
maximal available blocklength is τc and the latency equal to
Tc = τc

Bc
, which is insufficient to finish the data transmission

sometimes. As shown in Fig. 2, to transmit τc data symbols,
the conventional RP scheme must use two frames [24], which
violates the latency requirement Tc. Thus, the SP scheme is
exploited in this paper, where the pilot and data of the same
length are transmitted in the same time slot and bandwidth.
This scheme saves transmission latency at the expense of a
reduction in the SINR, since the data and pilot are regarded
as interference in channel estimation and data detection, re-
spectively. Thus, the SP scheme offers a tradeoff between low
latency and achievable rate.

B. Channel Model

To establish robust communication link, the RIS is generally
installed on a position with a high altitude when a few scatters
exist in ground communication links. Therefore, the RIS-
related channels include line-of-sight (LoS) components and

the Rician fading model is adopted to describe the channels1.
Let αk and β denote the large-scale path loss of the user-k-RIS
link and RIS-BS link, respectively. Let εk and δ represent the
the Rician factors of the user-k-RIS link and RIS-BS link,
respectively. Then, the N × 1 user-k-RIS channel hk and
M × N RIS-BS channels H2 can be respectively expressed
as

hk =

√
αk

εk + 1

(√
εkh̄k + h̃k

)
, (1)

H2 =

√
β

δ + 1

(√
δH̄2 + H̃2

)
, (2)

where h̃k ∈ CN×1 and H̃2 ∈ CM×N represent the non-
line-of-sight (NLoS) components with elements following the
distribution of CN (0, 1). Without loss of generality, assuming
that the uniform square planar arrays (USPA) is employed at
the BS and the RIS. Define steering vector as aX (ϑa, ϑe) with
0 ≤ x, y ≤

√
X − 1 and X ∈ {M,N}, which is given by

aX (ϑa, ϑe) =
[
1, . . . , ej2π

d
λ (x sinϑe sinϑa+y cosϑe), . . . ,

ej2π
d
λ ((
√
X−1) sinϑe sinϑa+(

√
X−1) cosϑe)

]T
,

(3)
where d and λ are the element spacing and carrier wavelength,
respectively. Then, the deterministic LoS components h̄k ∈
CN×1 and H̄2 ∈ CM×N can be further written as

h̄k = aN (ϕakr, ϕ
e
kr) , (4)

H̄2 = aM (ϕar , ϕ
e
r) aHN (ϕat , ϕ

e
t ) , (5)

where ϕakr and ϕekr are the azimuth and elevation angles of
arrival (AoA) at the RIS from user k, respectively. Similarly,
ϕar and ϕer are the AoA at the BS from the RIS, respectively.
ϕat and ϕet are the azimuth and elevation angles of departure
(AoD) from the RIS towards the BS, respectively.2

Different from the RIS-related channels, the channels be-
tween the BS and users undergo a surrounding with rich
scatters. Thus, considering the Rayleigh fading model for the
direct links is reasonable. Let us denote dk =

√
γkd̃k as

the channel between the k-th user and the BS, where γk and
d̃k are the large-scale path loss and the NLoS component of
the user-k-BS link following the distribution of CN (0, IM ),
respectively.

Based on the above definitions, the aggregated channel of
the k-th user can be represented as

fk = dk + gk, (6)

where gk = H2Φhk is the cascaded channel of the k-th user.

1We treat the phase of the LoS component as a deterministic constant
that is perfectly known by receiver and included into the Rician factor.

2The LoS components are deterministic because they only rely on the
large-scale parameters AoA and AoD. In URLLC scenarios, the transmission
latency is much shorter than the channel coherence time such that the large-
scale parameters hardly change and can be obtained by measuring in advance.
Thus, all the angles, path-loss factors, and Rician factors are regarded as
known constants in this paper.
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III. CHANNEL ESTIMATION AND ACHIEVABLE RATE

Since the RIS does not have the ability of signal processing,
the process of channel estimation and data detection must
be successively performed at the BS after receiving the SP
signals. However, the pilot overhead will sharply increase
when estimating the RIS-BS channels due to the extremely
high dimension, which causes high system complexity and
processing delay. Accordingly, instead of estimating the chan-
nels individually, we directly estimate the aggregated channel
by using the traditional method in mMIMO systems with fixed
phase shifts and power allocation [9], [25]–[28].

A. Channel Estimation

To distinguish the aggregated channels of different users,
orthogonal pilot transmission scheme is employed among the
K users (K ≤ τc). Specifically, Let ψi ∈ Cτc×1 and si ∈
Cτc×1 is the pilot and data of the i-th user, respectively, with
the orthogonality ψHi ψi = τc and ψHi ψj = 0, i 6= j satisfied.
Then, the received signal at the BS is given by

Y =
∑K

i=1
fi
(√
qiψ

H
i +

√
pis

H
i

)
+ W, (7)

where qi and pi are the normalized transmitting power on
the pilot and the data of the i-th user, respectively, si ∼
CN (0, Iτc), W ∈ CM×τc is the receiver noise matrix whose
entries are independently and identically distributed (i.i.d)
random variables following the distribution of CN (0, 1).

By multiplying Y with ψk
/√

τc, the observation vector for
the aggregated channel of the k-th user is obtained, as follows

yk = Y
ψk√
τc

=
√
qkτcfk +

∑K

i=1

√
pi
τc

fis
H
i ψk + W

ψk√
τc︸ ︷︷ ︸

effective noise

,
(8)

where Wψk
/√

τc ∼ CN (0, IM ). It should be noted that
both the aggregated channel and effective noise term are
not Gaussian owing to the presence of the product of two
complex Gaussian variables. Besides, the effective noise term
is not independent of the aggregated channel fk but only
uncorrelated. Accordingly, it is hard to obtain the closed-
form expression of the optimal minimum mean square estimate
(MMSE) [29]. In this case, the suboptimal estimator LMMSE
[29] is used as an alternative, which is given by the following
lemma [16].

Lemma 1: Applying the LMMSE estimator to the observa-
tion vector (8), then the estimate of fk is given by

f̂k = ckyk, (9)

where

ck =

√
qkτc (ξk + γk)

qkτc (ξk + γk) +
∑K
i=1 pi (ξi + γi) + 1

, (10)

ξk =
βαk

(δ + 1) (εk + 1)

(
δεk|fk (Φ)|2 + (δ + εk + 1)N

)
,

(11)
fk (Φ) , aHN (ϕat , ϕ

e
t ) Φh̄k. (12)

Denote the estimation error by ek = fk− f̂k. It can be readily
proved that the error ek is uncorrelated of the estimate f̂k.
Then, the covariance matrices of f̂k and ek are, respectively,

E
{

f̂k f̂
H
k

}
= ηkIM , (13)

E
{
eke

H
k

}
= (ξk + γk − ηk) IM , (14)

where ηk =
√
qkτc (ξk + γk) ck.

Proof: Please refer to Appendix A.
Remark 1: When the channels H2 and hk are estimated

individually, the pilot overhead grows proportionally with N .
From Lemma 1, we can find that only K aggregated channels
need to be estimated, which reduces the pilot overhead and
processing delay. Moreover, the estimate is not only related
to the pilot power but also the data power. Based on (14), the
mean square error (MSE) of the k-th user can be calculated
as MSEk =

M(ξk+γk)(
∑K
i=1 pi(ξi+γi)+1)

qkτc(ξk+γk)+
∑K
i=1 pi(ξi+γi)+1

, which shows that
the increase of data power will impair the channel estimation
quality. Consequently, it is essential to optimize the power
control in SP.

B. Achievable Rate
To decrease the system complexity, the low-complexity

maximal-ratio-combining (MRC) detector is utilized. With the
SP context, the pilot interference is inevitable but can be
reduced since the BS knows the pilot assignment. Then, after
removing the pilot interference, the signal is detected and can
be expressed as

ŝHk = f̂Hk

(
Y −

∑K

i=1

√
qif̂iψ

H
i

)
=
∑K

i=1

√
qif̂

H
k eiψ

H
i +

∑K

i=1

√
pif̂

H
k fis

H
i + f̂Hk W.

(15)
Obviously, the residual pilot interference results from the
channel estimation error. Next, we derive the closed-form
SINR expression based on (15)3. Using the use-and-then-
forget technique [30], (15) can be rewritten as

ŝHk =
√
pkηk (ξk + γk)

−1 E
{
fHk fk

}
sHk

+
√
pkηk (ξk + γk)

−1 (
fHk fk − E

{
fHk fk

})
sHk + zHk ,

(16)
where the non-Gaussian noise term zHk is given by

zHk =
√
pk f̄

H
k fks

H
k +

∑K

i 6=k

√
pif̂

H
k fis

H
i

+
∑K

i=1

√
qif̂

H
k eiψ

H
i + f̂Hk W,

(17)

with f̄k = f̂k − ck
√
qkτcfk. Note that zHk is uncorrelated with

the other terms in (16). Based on the [30, Chapter. 2], the RIS-
aided MIMO system in Section II can be regarded as a single-
input single-output (SISO) system with fading channel and
non-Gaussian effective noise at each user, where the effective
SINR at the k-th user is formulated as

Γk =
pkτc| ηk

ξk+γk
E{fHk fk}|

2

pkτcVar( ηk
ξk+γk

fHk fk) + E{‖zHk − E{zHk }‖
2}
. (18)

3Since the non-Gaussian nature, it is difficult to acquire the closed-form
SINR expressions for MMSE and zero-forcing (ZF) detectors. Thus, we focus
on MRC detector and the cases of MMSE and ZF are left for future work.
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According to [31], the URLLC ergodic achievable rate can
be given by

Rk = E
{

log2 (1 +$k)− Q−1 (ε)

In2
√
τc

√
V ($k)

}
, (19)

where the channel variations between different fading blocks
are averaged, $k, ε, and Q−1 (·) denote the instantaneous SIN-
R for the k-th user, decoding error rate, and the inverse of the
Gaussian Q-function, respectively, and V ($k) = 1− 1

(1+$k)2
.

However, deriving the exact expression of (19) is difficult.
Instead, we use Jensen’s inequality and Lemma 1 in [32]
to obtain the LB of (19), which is shown in the following
theorem:

Theorem 1: The URLLC ergodic achievable rate of the k-th
user in the SP-RIS-aided mMIMO system is lower bounded by

Rk ≥ R̂k =
1

In2
f
(
E
{

($k)
−1
})

=
1

In2
f

(
1

Γk

)
, (20)

where f (x) = In
(
1 + 1

x

)
− Q−1(ε)√

τc

√
V
(

1
x

)
≥ 0, x > 0, and

the closed-form SINR expression Γk is shown by (21) at the
top of next page with

Υk =

(
βαk

(δ + 1) (εk + 1)

)2

×
{

2δεk|fk (Φ)|2 (δMN +MN + 2)

+MN2
(
δ2 + 2δεk + 2δ + 2εk + 1

)
+N (2δ + 2εk + 1)} ,

(22)

χk =

(
βαk

(δ + 1) (εk + 1)

)2

×
{

2δεk|fk (Φ)|2 (δMN + 2M +Nεk +N)

+N2
(
2δεk + 2δ + 2εk +Mδ2 + 1

)
+MN (2δ + 2εk + 1)} ,

(23)

Ξ′ki =
β2αiαk

(δ + 1)
2

(εi + 1) (εk + 1)

×
(
εkεi

∣∣h̄Hi h̄k
∣∣2 +N (εi + εk + 1)

+2δεk|fk (Φ)|2 + 2δεi|fi (Φ)|2 + 2Nδ
)
,

(24)

Ωki =
β2αiαk

(δ + 1)
2
(εi + 1)(εk + 1)

×
{
Mδ2εkεi|fk(Φ)|2|fi(Φ)|2

+ δεk|fk(Φ)|2(δMN +Nεi +N + 2M)

+ δεi|fi(Φ)|2(δMN +Nεk +N + 2M)

+N2
(
Mδ2 + δ (εi + εk + 2) + (εk + 1) (εi + 1)

)
+MN (2δ + εi + εk + 1) +Mεkεi

∣∣∣hHk hi

∣∣∣2
+2MδεkεiRe

{
fHk (Φ)fi(Φ)h

H

i hk

}}
,

(25)
Ψij = (ξi + γi) (ξj + γj)− ξiξj . (26)

Proof: Please refer to Appendix B.
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Fig. 3. Accuracy of the derived SINR expression in (21): M = 64, N = 16,
K = 4, τc = 100, E = 13dB, κ = 0.3, other parameters see Section V.

We validate the accuracy of the derived SINR expression in
Fig. 3, where 10000 random channel generations are averaged
based on the Monte-Carlo method and the analytical result is
obtained by (21). We find that the analytical result is tight for
the simulation result for any path-loss exponent, which verifies
the SINR expression derived in Theorem 1 is accurate.

Remark 2: With SP, it can be seen that there is no rate
loss due to pre-log overhead in (20). Theorem 1 provides
the closed-form rate expression determined by the large-scale
fading parameters. As discussed in Section II, these parameters
are almost unchanged during the transmission time, which
suffices long-term optimization for the RIS phase shifts and
the SP power control.

IV. OPTIMIZATION PROBLEM AND PROPOSED SOLUTION

In this section, we jointly design the phase shifts Φ and pilot
power q = [q1, q2, . . . qK ] and data power p = [p1, p2, . . . pK ]
for the SP-RIS-aided mMIMO system based on the closed-
form results given in Section III.

A. Problem Formulation

As mentioned in Section II.A, by using SP scheme, the
blocklength (latency) is restricted to τc symbols. Thus, under
given decoding error rate ε, the URLLC is ensured. With the
goal of maximizing the weighted sum rate of all the users, the
optimization problem is formulated as

P1 : max
Φ,p,q

∑K

k=1
wkR̂k (27a)

s.t. R̂k ≥ 0, ∀k, (27b)
τc (pk + qk) ≤ E, ∀k, (27c)
θn ∈ [0, 2π) , ∀n, (27d)

where wk and E denote the priority of k-th user and the energy
limitation at each user, respectively. Clearly, P1 is non-convex
and non-linear and the variables Φ, p, and q are coupled. In
addition, the rate constraints (27b), energy constraints (27c),
and phase shifts constraints (27d) make the problem more
complicated.

We propose an efficient algorithm based on the BCD method
to tackle this problem [33]. The basic ideal of which is that
the original problem P1 is decoupled into two subproblems,
which are solved alternately. Specifically, Φ is optimized with
given fixed p and q, and in turn, suboptimal p and q are
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Γk =
Mτcpkqk (ξk + γk)

2

τcpkqk
(
Υk −Mξ2

k

)
+ τcqk

K∑
i=1

pi (Ωki + Ψik) +
K∑
i=1

p2
iΥi + 1

τc

K∑
i=1

p2
i

(
Mτcγ

2
i + 2Mτcγiξi + 2γiξi + γ2

i + χi
)

+ 1
τc

K∑
i=1

K∑
j=1

pipjΞ
′
ij +

K∑
i=1

K∑
j=1

pipj (Ωij + Ψij) +

(
qkτc (ξk + γk) +

K∑
i=1

pi (ξi + γi) + 1

)(
K∑
i=1

qi (ξi + γi − ηi) + 1

)
,

(21)

found when Φ is fixed, where the suboptimal value of (27a)
is updated iteratively until convergence. The above details are
shown in the following.

B. Phase Shifts Design

With fixed power allocation p and q, the subproblem to
optimize Φ can be formulated as

P2 : max
Φ

∑K

k=1
wkR̂k (28a)

s.t. R̂k ≥ 0, ∀k, (28b)
θn ∈ [0, 2π) , ∀n. (28c)

Recalling (20), the objective function (28a) is such complex
that traditional optimization methods, such as semidefinite re-
laxation (SDR) and minorization-maximization (MM) [34], are
incapable for solving P2. Fortunately, GA is an optimization
algorithm based on natural selection and genetics principle
[35], which is very suitable for this kind of intractable problem
as P2. Additionally, benefiting from the strong parallelism,
GA can accelerate the speed of search through parallel com-
putation. Hence, we solve P2 by means of GA [36].

To initialize GA, a population with L individuals is gen-
erated. Each individual contains N chromosomes, composing
matrix Φt, and the n-th chromosome corresponds to the RIS
phase shift θn. The objective function (28a) is used as the
fitness evaluation function to compute the fitness of each
individual in the current population [38]. Those with high
fitness are retained as elites to the next generation, those
with low fitness experience mutation operation to generate
offspring, and those with medium fitness are used to generate
parents, and then cross the parents to generate offspring [37].
The detailed steps are summarized in Algorithm 1. It should
be emphasized that we set those negative rates as zero when
computing the raw fitness in each iteration such that the
constraint (28b) is guaranteed.

Note that the complexity of Algorithm 1 mainly depends
on the fitness calculation in step 3 and can be approximated
as O

(
niter1 ncost1 L

)
[39], where niter1 is the total number of

iterations, ncost1 is the complexity of calculating the fitness
function, and L is the size of population.

Algorithm 1 Phase Shifts Design Based on GA
1: Initialize L = Le + Lm + Lp individuals in a population

by generating a chromosome Φt randomly for each one;
iteration number s = 1.

2: while s ≤ 100 ∗ L do
3: Use the objective function (28a) to compute the raw

fitness of each individual and sort them in a descending
order; scale the raw fitness based on [38, eq. (33)].

4: Select the top Le individuals with higher fitness as elites
from current population.

5: Select Lm individuals with lower fitness from the
current population and produce Lm offspring based on
uniform mutation [38] with probability pm.

6: Select 2Lp parents from the remaining individuals
based on stochastic universal sampling and then single-
point crossover is used to create Lp offspring [38].

7: Generate the next generation population by combining
the Le elites, Lm + Lp offspring; s = s+ 1.

8: end while
9: Output: the highest fitness and the corresponding chro-

mosome of individual in the current population.

C. Power Control Design

1) Proposed Algorithm: By fixing the phase shift matrix
Φ, the subproblem to optimize p and q is written as

P3 : max
p,q

∑K

k=1
wkR̂k (29a)

s.t. R̂k ≥ 0, ∀k, (29b)
τc (pk + qk) ≤ E, ∀k. (29c)

Due to the complicated expression of R̂k, we simplify the
objective function (29a) and constraint (29b) in the following.
To this end, we introduce Lemma 2 as follows

Lemma 2: R̂k is a monotonically increasing function of
SINR Γk in the region of R̂k ≥ 0.

Proof: Take the derivative w.r.t. Γk in (20), which yields
− 1

Γ2
kIn2f

′( 1
Γk

). Recalling Theorem 1, the feasible region of
f
(
Γ−1
k

)
is restricted in 0 < 1/Γk ≤ g−1

(
Q−1 (ε)

/√
τc
)

due
to f

(
Γ−1
k

)
≥ 0, where g (x) = (x+1)In(1+1/x)√

2x+1
[32]. Applying

Lemma 1 in [32], we have f ′( 1
Γk

) ≤ 0. Hence, the derivative
of Γk is equal and greater than zero.

Based on Lemma 2, the constraint (29b) can be equivalent
to the SINR constraint as follows

Γk ≥ 1
/
f−1 (0). (30)
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Next, we focus on the objective function (29a). First of all,
by introducing auxiliary variables σ = [σ1, σ2 . . . σK ], P3 can
be relaxed as

P4 : max
σ,p,q

K∑
k=1

wk
In2

[
In (1 + σk)− Q−1 (ε)

√
τc

√
1− 1

(1 + σk)
2

]
(31a)

s.t. Γk ≥ σk, ∀k, (31b)

σk ≥ 1
/
f−1 (0), ∀k, (31c)

τc (pk + qk) ≤ E, ∀k. (31d)

To prove that P3 is equivalent to P4, we utilize the con-
tradiction method as follows. Assuming that {σk, pk, qk,∀k}
is the optimal solution of P4 and Γk > σk. Obviously, the
value of objective function (31a) can be increased since it is a
monotonically increasing function of σk according to Lemma
2. Hence, it is contradictory with the optimal solution and the
optimal solution should satisfied Γk = σk. Then, the objective
function (31a) is equivalent to (29a). P3 and P4 have the same
power allocation solutions and the same objective function
value. However, the objective function (31a) is still in an
intractable form and needs to be further simplified. Then, we
show the following lemmas [32]:

Lemma 3: Let U (m) =
√

1− 1
(1+m)2

and m̃ ≥
√

17−3
4 ,

∀m ≥
√

17−3
4 , we have the following inequality4:

J (m) = ϑIn (m) + ν ≥ U (m) , (32)

where ϑ and ν are respectively given by

ϑ =
m̃√

m̃2 + 2m̃
− m̃
√
m̃2 + 2m̃

(1 + m̃)
2 , (33)

ν =

√
1− 1

(1 + m̃)
2 − ϑIn (m̃) . (34)

In particular, we have J ′ (m̃) = U ′ (m̃), J (m̃) = U (m̃),
which means that the upper bound (32) is tight when m = m̃.

Proof: Note that
√

17−3
4 comes from taking the derivation

of the constructed function in the discussion of monotonicity.
The details can be referred to Appendix C in [32].

Lemma 4: Let m̃ ≥ 0, ∀m ≥ 0, we have the following
inequality:

ϑ̂In (m) + ν̂ ≤ In (1 +m) , (35)

where ϑ̂ and ν̂ are respectively expressed as

ϑ̂ =
m̃

1 + m̃
, ν̂ = In (1 + m̃)− m̃

1 + m̃
In (m̃) . (36)

Particularly, (35) is tight at m = m̃.
Proof: The proof is similar to that of Lemma 3 and thus is

omitted.
In the following, we aim to design an iterative algorithm,

where the objective function (31a) is approximated via using
Lemmas 3 and 4 in each iteration. Denote ϑ̂(t)

k , ϑ(t)
k , ν̂(t)

k , ν(t)
k ,

and σ
(t)
k as the values of ϑ̂k, ϑk, ν̂k, νk, and σk in the t-th

4Considering Lemma 2 and Lemma 3, we have the constraint Γk ≥
1
/
g−1

(
Q−1 (ε)

/√
τc
)
≥
√
17−3
4

, which is readily satisfied in general
URLLC scenario.

iteration, respectively. Then, the LB of (31a) in the t + 1-th
iteration is given by
K∑
k=1

wk
In2

[
In (1 + σk)− Q−1 (ε)

√
τc

U (σk)

]

≥
K∑
k=1

wk
In2

[
ϑ̂

(t)
k Inσk + ν̂

(t)
k −

Q−1 (ε)
√
τc

(
ϑ

(t)
k Inσk + ν

(t)
k

)]
,

(37)
where ϑ(t)

k , ν(t)
k , ϑ̂(t)

k , ν̂(t)
k are obtained by substituting m̃ =

σ
(t)
k into (33), (34), and (36). Note that the equality holds when
σk = σ

(t)
k due to the tightness in Lemma 3 and Lemma 4.

Then, by replacing (31a) with (37) and neglecting the constant
terms, P4 can be turned into the following problem:

P5 : max
σ,p,q

∑K

k=1
λ

(t)
k Inσk (38a)

s.t. (31b)− (31d), (38b)

where λ
(t)
k = wk

In2 (ϑ̂
(t)
k −

Q−1(ε)√
τc

ϑ
(t)
k ). In the following, we

struggle to convert P5 into a GP problem. By mathematic
transformations, P5 can be further written as

P6 : max
σ,p,q

∏K

k=1
σ
λ
(t)
k

k (39a)

s.t.

(τcpkqkΥk + Σ + Θk× K∑
i=1

qi
Θi

(ξi + γi)

 K∑
j=1

pj (ξj + γj) + 1

+ 1

σk

≤Mτcpkqk(ξk + γk)
2

+Mτcpkqkσkξ
2
k, ∀k,

(39b)
(31c)− (31d), (39c)

where

Σ = τcqk

K∑
i=1

pi (Ωki + Ψik) +

K∑
i=1

p2
iΥi

+
1

τc

K∑
i=1

p2
i

(
Mτcγ

2
i + 2Mτcγiξi + 2γiξi + γ2

i + χi
)

+
1

τc

K∑
i=1

K∑
j=1

pipjΞ
′
ij +

K∑
i=1

K∑
j=1

pipj (Ωij + Ψij),

(40)
Θk = qkτc (ξk + γk) +

∑K

i=1
pi (ξi + γi) + 1. (41)

In standard GP form, the left-hand side of a less-than
inequality constraint should be a posynomial while the right-
hand side should be a monomial [40], which is not satisfied
in (39b). For ease of tractability, we resort to the SCA method
by Lemma 5 to approximate (39b) [41].

Lemma 5: The posynomial Z (x) =
∑
i zi (x) can be

approximated by the following inequality:

Z (x) ≥ Ẑ (x) =
∏
i

(
zi (x)

ui

)ui
, (42)

where ui = zi (x0)/Z (x0),∀i, x0 represents the optimal so-
lution from the last iteration. In particular, the approximation
is tight for any fixed positive x = x0.
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Proof: Please refer to Lemma 1 in [41].
Let q(t)

i and p(t)
i are the suboptimal power allocation of i-

th user in the t-th iteration. Applying Lemma 5 for the illegal
terms in (39b), we can obtain their approximations in the t+1-
th iteration as follows

Θi = qiτc (ξi + γi) +
∑K

j=1
pj (ξj + γj) + 1

≥

(
qiτc (ξi + γi)

υ
(t)
i

)υ(t)
i K∏

j=1

(
pj (ξj + γj)

µ
(t)
j

)µ(t)
j
(

1

ς
(t)
i

)ς(t)i
= Θ̂

(t)
i , ∀i,

(43)
where υ(t)

i , µ(t)
i , and ς(t)i , ∀i, j are respectively given by

υ
(t)
i =

q
(t)
i τc (ξi + γi)

Θ
(t)
i

, µ
(t)
i =

p
(t)
j (ξj + γj)

Θ
(t)
i

, ς
(t)
i =

1

Θ
(t)
i

,

(44)
with Θ

(t)
i = q

(t)
i τc (ξi + γi) +

∑K
j=1 p

(t)
j (ξj + γj) + 1.

Similarly, in the t+ 1-th iteration, we have

Λk = Mτcpkqk(ξk + γk)
2

+Mτcpkqkσkξ
2
k

≥

(
Mτcpkqk(ξk + γk)

2

ι
(t)
k

)ι(t)k (
Mτcpkqkσkξ

2
k

ρ
(t)
k

)ρ(t)k
= Λ̂

(t)
k , ∀k,

(45)
where ι(t)k and ρ(t)

k , ∀k are respectively expressed as

ι
(t)
k =

Mτcp
(t)
k q

(t)
k (ξk + γk)

2

Λ
(t)
k

, ρ
(t)
k =

Mτcp
(t)
k q

(t)
k σ

(t)
k ξ2

k

Λ
(t)
k

,

(46)
with Λ

(t)
k = Mτcp

(t)
k q

(t)
k (ξk + γk)

2
+ Mτcp

(t)
k q

(t)
k σ

(t)
k ξ2

k.
Then, in the t + 1-th iteration, the constraint (39b) can be
approximated as

(τcpkqkΥk + Σ + Θk

×

 K∑
i=1

qi

Θ̂
(t)
i

(ξi + γi)

 K∑
j=1

pj (ξj + γj) + 1

+ 1

σk

≤ Λ̂
(t)
k , ∀k,

(47)
which conforms to the standard format of GP. Finally, P6 can
be rewritten a GP problem as

P7 : max
σ,p,q

∏K

k=1
σ
λ
(t)
k

k (48a)

s.t. (47), (31c)− (31d), (48b)

which can be resolved efficiently by employing convex opti-
mization package CVX [42]. Based on the above discussions,
we summarize the details in Algorithm 2.

2) Algorithm Analysis: It should be noted that the con-
straint (47) is different in each iteration but the suboptimal
solution {p(t)

k , q
(t)
k , σ

(t)
k ,∀k} is a feasible solution to (47) in

the next iteration, which is proved in the following.

Algorithm 2 Power Control Based on GP.
1: Initialize iteration number t = 1, the power allocation
{p(1)
k , q

(1)
k ,∀k}, error tolerance ζ.

2: Use (33), (36), (44), (46), and λ
(1)
k =

wk
In2 (ϑ̂

(1)
k −

Q−1(ε)√
τc

ϑ
(1)
k ) to compute {ϑ(1)

k ,ϑ̂
(1)
k , σ

(1)
k , λ

(1)
k ,

υ
(1)
k , µ

(1)
k , ς

(1)
k , ι

(1)
k , ρ

(1)
k ,∀k} and compute the objective

function of P4, denoted as OF (1). Set OF (0) = OF (1)ζ
3: while

∣∣OF (t) −OF (t−1)
∣∣/OF (t) ≥ ζ do

4: Given {ϑ(t)
k , ϑ̂

(t)
k , σ

(t)
k , λ

(t)
k , υ

(t)
k , µ

(t)
k , ς

(t)
k , ι

(t)
k , ρ

(t)
k ,∀k},

Set t = t + 1, solve P7 by using CVX package,
obtaining {p(t)

k , q
(t)
k , σ

(t)
k ,∀k}.

5: Update {ϑ(t)
k , ϑ̂

(t)
k , λ

(t)
k , υ

(t)
k , µ

(t)
k , ς

(t)
k , ι

(t)
k , ρ

(t)
k ,∀k}

and OF (t).
6: end while

Since {p(t)
k , q

(t)
k , σ

(t)
k ,∀k} is the suboptimal solution in the

t-th iteration, based on (47) we have(
τcp

(t)
k q

(t)
k Υk + Σ + Θk× K∑

i=1

q
(t)
i (ξi + γi)

Θ̂
(t−1)
i (q

(t)
i , p

(t)
j )

 K∑
j=1

p
(t)
j (ξi + γi) + 1

+ 1


× σ(t)

k ≤ Λ̂
(t−1)
k (q

(t)
k , p

(t)
k ), ∀k.

(49)
By using (43) and (45), in the t-th iteration, we have

Θi(q
(t)
i , p

(t)
j ) = q

(t)
i τc (ξi + γi) +

∑K

j=1
p

(t)
j (ξj + γj) + 1

≥

(
q

(t)
i τc (ξi + γi)

υ
(t)
i

)υ(t)
i K∏

j=1

(
p

(t)
j (ξj + γj)

µ
(t)
j

)µ(t)
j
(

1

ς
(t)
i

)ς(t)i
= Θ̂

(t−1)
i (q

(t)
i , p

(t)
j ), ∀i,

(50)
Λk(q

(t)
k , p

(t)
k ) = Mτcp

(t)
k q

(t)
k (ξk + γk)

2
+Mτcp

(t)
k q

(t)
k σkξ

2
k

≥

(
Mτcp

(t)
k q

(t)
k (ξk + γk)

2

ι
(t)
k

)ι(t)k (
Mτcp

(t)
k q

(t)
k σkξ

2
k

ρ
(t)
k

)ρ(t)k
= Λ̂

(t−1)
k (q

(t)
k , p

(t)
k ), ∀k.

(51)
Using the tightness of Lemma 5, we have

Θ̂
(t)
i (q

(t)
i , p

(t)
j ) = Θi(q

(t)
i , p

(t)
j ) ≥ Θ̂

(t−1)
i (q

(t)
i , p

(t)
j ), (52)

Λ̂
(t)
k (q

(t)
k , p

(t)
k ) = Λk(q

(t)
k , p

(t)
k ) ≥ Λ̂

(t−1)
k (q

(t)
k , p

(t)
k ). (53)

Finally, by combing (49), (52), and (53), we have(
τcp

(t)
k q

(t)
k Υk + Σ + Θk× K∑

i=1

q
(t)
i (ξi + γi)

Θ̂
(t)
i (q

(t)
i , p

(t)
j )

 K∑
j=1

p
(t)
j (ξi + γi) + 1

+ 1


× σ(t)

k ≤ Λ̂
(t)
k (q

(t)
k , p

(t)
k ), ∀k.

(54)
Thus, {p(t)

k , q
(t)
k , σ

(t)
k ,∀k} is a feasible solution in the t + 1

iteration. Based on the above analysis, then we focus on the
convergence of Algorithm 2. To begin with, we verify that
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OF (t) ≤ OF (t+1). In the t + 1 iteration, according to (37),
we have∑K

k=1

wk
In2

[
ϑ̂

(t)
k Inσ(t+1)

k + ν̂
(t)
k − a

(
ϑ

(t)
k Inσ(t+1)

k + ν
(t)
k

)]
≥
∑K

k=1

wk
In2

[
ϑ̂

(t)
k Inσ(t)

k + ν̂
(t)
k − a

(
ϑ

(t)
k Inσ(t)

k + ν
(t)
k

)]
=
∑K

k=1

wk
In2

[
In
(

1 + σ
(t)
k

)
− aU

(
σ

(t)
k

)]
= OF (t),

(55)
where a = Q−1 (ε)

/√
τc and the equality holds because σk =

σ
(t)
k in (37). Similarly, the following equalities also hold when
σk = σ

(t+1)
k :

OF (t+1) =

K∑
k=1

wk
In2

[
In
(

1 + σ
(t+1)
k

)
− aU

(
σ

(t+1)
k

)]
≥

K∑
k=1

wk
In2

[
ϑ̂

(t)
k Inσ(t+1)

k + ν̂
(t)
k − a

(
ϑ

(t)
k Inσ(t+1)

k + ν
(t)
k

)]
.

(56)
Obviously, OF (t) ≤ OF (t+1) can be obtained by combining
(55) and (56) while OF (t) is upper bounded by the finite en-
ergy at users, which indicates that Algorithm 2 is convergent.

The complexity of Algorithm 2 of each iteration primarily
comes from solving the GP P7, which includes 3K constraints
and 3K variables. Hence, the complexity of Algorithm 2 can
be expressed as O(niter2 ×max{27K3, ncost2 }) [43], where
niter2 and ncost2 denote the total number of iterations and
the computational complexity of calculating the first-order
and second-order derivatives of the objective and constraint
functions of P7, respectively.

D. BCD Algorithm

1) Proposed Algorithm: Noticing that the initial solution
in Algorithm 2 must be a feasible solution of P3 while that
of Algorithm 1 is generated randomly. To find such an initial
solution for Algorithm 2, we firstly need to solve the following
problem5:

P8 : max r
r,p,q

(57a)

s.t. Γk ≥ r
/
f−1 (0), ∀k, (57b)

τc (pk + qk) ≤ E, ∀k, (57c)

where r is an auxiliary variable and r ≥ 1 means that the
solution is valid for initializing. In this paper, we guarantee
r ≥ 1 to keep the proposed algorithm running. Hence, the
phase shifts design should be implemented before the power
control design in the first iteration of BCD algorithm, which
facilitates us to find the valid initial solution under optimized
phase shifts Φ. Defining R

(
Φ(l),p(l),q(l)

)
as the correspond-

ing objective function value based on the solution in l-th
iteration p(l) = [p

(l)
1 , p

(l)
2 , . . . , p

(l)
K ], q(l) = [q

(l)
1 , q

(l)
2 , . . . , q

(l)
K ],

and Φ(l), the detail of BCD is provided in Algorithm 3.

5The problem can be also transformed into a GP problem and solved by
using the same approximated approach as in P3.

Algorithm 3 Joint Design Based on BCD.

1: Initialize iteration number l = 1, power allocation p(1),
q(1), phase shift Φ(1), error tolerance ∆, and calculate
R
(
Φ(1),p(1),q(1)

)
based on (20).

2: Given p(l),q(l), calculate the suboptimal phase shifts
Φ(l+1) by solving P2 with Algorithm 1.

3: Given Φ(l+1), calculate the parameters {fk
(
Φ(l+1)

)
,

ξ
(l+1)
k ,Υ

(l+1)
k , χ

(l+1)
k ,Ξ

(l+1)
ki ,Ω

(l+1)
ki ,Ψ

(l+1)
ij ,∀i, j, k}

based on (12) and (22)−(26).
4: Given {Υ(l+1)

k , χ
(l+1)
k ,Ξ

(l+1)
ki ,Ω

(l+1)
ki ,Ψ

(l+1)
ij ,∀i, j, k},

calculate the suboptimal power allocation p(l+1),q(l+1)

by solving P7 Algorithm 2.
5: Update R

(
Φ(l+1),p(l+1),q(l+1)

)
. If∣∣R (Φ(l+1),p(l+1),q(l+1)

)
−R

(
Φ(l),p(l),q(l)

)∣∣
R
(
Φ(l+1),p(l+1),q(l+1)

) < ∆,

terminate. Otherwise, set l = l + 1, go to step 2.

2) Algorithm Analysis: Now let us analyze Algorithm 3
in terms of the convergence and complexity. Firstly, the
suboptimal solution

(
Φ(l),p(l),q(l)

)
obtained in step 5 is

also a feasible solution to P2 in step 2. With given p(l),
q(l), the suboptimal solution for P2 in step 2 is Φ(l+1)

and thus we have R
(
Φ(l),p(l),q(l)

)
≤ R

(
Φ(l+1),p(l),q(l)

)
.

Similarly,
(
Φ(l+1),p(l),q(l)

)
is also a feasible solution

to P7 in step 4 and we have R
(
Φ(l+1),p(l),q(l)

)
≤

R
(
Φ(l+1),p(l+1),q(l+1)

)
by using the optimality. Then, fol-

lowing that R
(
Φ(l),p(l),q(l)

)
≤ R

(
Φ(l+1),p(l),q(l)

)
≤

R
(
Φ(l+1),p(l+1),q(l+1)

)
, the objective value is monotonical-

ly increasing. Also, the objective value is upper bounded by
the energy constraint. Hence, the convergence of Algorithm 3
is guaranteed.

The complexity of Algorithm 3 is dominated by the
step 2 and step 4. Based on the aforementioned complex-
ity analysis, the overall complexity of Algorithm 3 is giv-
en by O

(
Niter

(
niter1 ncost1 L+ niter2 ×max

{
27K3, ncost2

}))
,

where Niter denotes the number of iterations Algorithm 3.

V. NUMERICAL RESULTS

In this part, we demonstrate the superiority brought by
integrating the SP and RIS into mMIMO URLLC systems. We
consider a half circle with a center (0, 0, 0) and a radius of
20 m, where the users with a height of 1.6 m are distributed
evenly on the half circle [7]. We assume that the RIS and
BS are located at (0, 0, 30) and (1000, 0, 25), respectively. All
the AoA and AoD are fixed after generating randomly from
[0, 2π]. For simplicity, the element spacing is set as d = λ

2 .
Unless otherwise stated, in the following simulations, we set
number of users K = 4, number of reflecting elements of
N = 100, number of antennas of M = 100, maximal available
energy E = 10 dB, maximal available blocklength τc = 100,
decoding error rate ε = 10−5, noise power density of -174
dBm/Hz. Besides, large-scale path loss αk = 10−3d−αkURkUR ,
β = 10−3d−βRBRB , and γk = 10−3d−γkUBkUB ,∀k, in which
dkUR, dRB , and dkUB denote the distance of user-k-RIS,
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Fig. 4. Weighted sum rate versus RIS reflecting element number.
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Fig. 5. Weighted sum rate versus antenna number.
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Fig. 6. Weighted sum rate versus maximum available blocklength.
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Fig. 7. Weighted sum rate versus energy limitation at each user.

RIS-BS, and user-k-BS, respectively, and path-loss exponents
αkUR = 2, βRB = 2.5, and γkUB = 4,∀k. Rician factor
δ = 1, εk = 10,∀k. The priority of users wk = 1,∀k. The
GA parameters are set as L = 200, Le = 10, Lm = 38, and
Lp = 152.

To illustrate the superiority, we compare the weighted sum
rate of following benchmark schemes with that of the proposed
scheme where both phase shifts and power allocation are
optimized (marked as ’SP-RIS optimized’ in the figures):
• RIS optimized (κ = 0.3/0.7): In this case, only the

RIS phase shifts are optimized while the power of SP
is fixed by power factor κ which equals to the ratio of
data power to pilot power, and a low value of κ means a
better channel estimation quality. In this paper, we have
pk = κE

τc
, qk = (1−κ)E

τc
,∀k.

• RIS random: Neither the RIS phase shifts nor power
control are optimized. Specifically, the RIS phase shifts Φ
are generated randomly for 5000 times and then averaged
to obtain the result.

• SP no RIS optimized: Without RIS, the SP strategy is
adopted to assist URLLC transmission under optimized
power control.

Fig. 4 shows the weighted sum rate versus RIS reflecting
element number N . We can observe that when the optimization
of phase shifts is considered, the rate performance is improved
as the increase of reflecting elements. This is because large N

provides more degree of freedom to decrease the interference
from other users and own pilot signal. The proposed scheme
has the best performance and shows different gain compared
with the schemes only optimizing phase shifts. Specifically,
the gain from power control optimization becomes more and
more obvious for the case of κ = 0.7 while that is only
obvious in the small N region for the case of κ = 0.3.
The reason of which is that full pilot power guarantees the
channel estimation quality and then the element number begins
to dominate the performance as N increases. Furthermore, It
can be found that integrating RIS with SP will degrade the
system performance if its phase shifts are random, since more
interference is introduced by the cascaded channel and adding
element number deteriorates this situation.

Fig. 5 illustrates the impact of antenna number M on the
weighted sum rate. As expected, by increasing the antenna
number, the system obtains a better performance due to
multiplexing gain. Clearly, the performance gap between the
proposed scheme and the scheme without RIS is significant,
which indicates the advantage of integrating SP and RIS in
mMIMO URLLC systems and the strength of RIS can not be
reflected without optimization of phase shifts. Although only
optimizing phase shifts with κ = 0.7 and κ = 0.3 can achieve
a substantial improvement even a comparable performance to
the proposed scheme, the κ = 0.7 scheme just outperforms the
scheme without RIS when M < 169 and the κ = 0.3 scheme
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Fig. 11. Weighted sum rate versus the path-loss exponent γkUB .

requires a enormous antenna cost. Therefore, it is important to
implement jointly optimizing power control and phase shifts
in our system.

In Fig. 6, we study the impact of blocklength on the system
performance. On the one hand, increasing blocklength means
smaller rate loss and more accurate channel estimate in short
packet transmission due to longer data and pilot sequences. On
the other hand, the energy storage at users might be tight under
SP with the growth of blocklength. As a result, a declining
tendency can be observed from the benchmark schemes ’RIS
optimized κ = 0.3’ and ’SP no RIS optimized’. Noted that the
rate of ’RIS optimized κ = 0.3’ scheme is no longer closed to
that of the proposed scheme as the above figures. In contrast,
the performance of other benchmark schemes is enhanced
by raising τc especially the schemes with κ = 0.7 which
surpasses the counterpart with κ = 0.3. These manifest that the
quality of channel estimation can be improved by lengthening
the pilot when the pilot power is insufficient. Moreover, the
proposed scheme is always over other benchmarks when τc
rises, which reveals the superiority in URLLC transmission
once again.

In Fig. 7, the influence of energy limitation is investigated.
The figure illustrates that all the schemes obtain a boost on
rate when more energy is available at each user. Clearly, in the
low energy region, the proposed design exhibits a considerable
gain since the pilot-data interference in SP and the multi-user

interference can be reduced by taking advantage of the limited
power. As energy growing, the rate of optimizing RIS with
κ = 0.3 goes up more rapidly compared to that of κ = 0.7
and eventually approach that of the proposed design. In the
large energy region, the performance gap between κ = 0.3
and κ = 0.7 is apparent no matter whether the phase shifts
are optimized, which uncovers that assigning more power to
pilot is necessary in SP.

Fig. 8 and Fig. 9 show the effect of Rician factor δ and
εk,∀k on the rate of different schemes, respectively, where
N is set as 225. In Fig. 8, the rate achieved by the schemes
merging RIS drops with δ in different degree. It is due to the
fact that the LoS components start to play a dominant role
in RIS-BS channel H2 while δ rises, resulting in a strong
channel correlation among different users. Then, the spatial
multiplexing gain is weakened and the inter-user interference
is more severe. Specifically, the rate obtained by random
phases falls sharply and below the rate of No-RIS scheme at
δ = −3, whereas the rate obtained by optimized phases has a
moderate downward trend but always over the rate of No-RIS
scheme. Hence, the optimization of phases is essential when
the RIS is deployed in the surroundings with abundant scatters
to support URLLC. Differently, Fig. 9 presents an upward
trend on the rate of all the schemes, except for the No-RIS
scheme. However, when εk = 2, the proposed scheme has a
worse performance compared to the scheme without RIS. This
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is because the increase of εk enhances the dominance of LoS
components and decreases the NLoS components of hk, which
improves the SINR of users. Thus, when εk is large enough
such that the user-k-RIS channel approaches a deterministic
channel, the growth of rate tends to flatten out.

Fig. 10 illustrates the rate of various schemes versus the
path-loss exponent βRB , where M = 169 and N = 225.
It is interesting to find that the performance of random RIS
schemes become better with βRB while that of optimized RIS
schemes degrade at varying level. The reason is that the signal
reflected by the RIS is weaker as βRB increasing, giving rise
to the worse SINR at users. Therefore, the gain from RIS link
is eroded. To avoid this situation, the RIS should be deployed
at a location with small βRB .

Finally, we examine the impact of path-loss exponent γkUB
in Fig. 11, where M = 100 and N = 169. As expected, all
the weighted sum rate decreases with γkUB , since the signals
from direct link become weaker. Obviously, the rate quickly
slides into zero with γkUB when no RIS is deployed and other
rate achieved by using RIS reaches a bottom. This unveils the
benefit of integrating RIS with SP in URLLC scenario.

VI. CONCLUSION

In this paper, we combined the advantages of RIS and SP to
enable URLLC in mMIMO systems. We derived the closed-
form finite blocklength ergodic achievable rate LB while
considering LMMSE channel estimation error and imperfect
pilot interference removal. Then, the weighted sum rate max-
imization problem was studied by jointly designing the power
control of SP at each user and the phase shifts at the RIS. To
solve this intractable problem, we first decoupled it into the
phase shift design subproblem and the power control design
subproblem. A GA and an iterative algorithm based on GP
were proposed to tackle these two subproblems, respectively.
To optimize the variables in an alternating manner, the BCD
algorithm was presented. Besides, the corresponding complex-
ity and convergence analysis were also provided. Numerical
results confirmed that the superiority of jointly designing RIS
and SP in enhancing URLLC transmission rate.

APPENDIX A
PROOF OF LEMMA 1

Before deriving the LMMSE estimator, we show the fol-
lowing results given in [38, Lemma 1] and [44]:

E
{
‖gk‖2

}
= Mξk, (58)

E
{
‖fk‖2

}
= E

{
‖gk + dk‖2

}
= M (ξk + γk) , (59)

where

ξk =
βαk

(δ + 1) (εk + 1)

(
δεk|fk (Φ)|2 + (δ + εk + 1)N

)
.

(60)
Given the received signal yk, using the Bayesian Gauss-

Markov theorem [29, Theorem 12.1], the LMMSE estimator

of fk is given by

f̂k = E {fk}+ Cov {fk,yk}Cov−1 {yk,yk} (yk − E {yk})
(a)
= E

{
fky

H
k

}{
E
{
yky

H
k

}}−1
yk,

(61)
where (a) is due to the fact that E {fk} = 0 and E {yk} = 0.
Then, the expectations E

{
fky

H
k

}
and E

{
yky

H
k

}
are respec-

tively calculated as

E
{
fky

H
k

}
=
√
qkτcE

{
fkf

H
k

}
=
√
qkτc (ξk + γk) IM , (62)

E
{
‖yk‖2

}
= qkτcE

{
fkf

H
k

}
+

1

τc

∑K

i=1
piE

{
fis

H
i ψkψ

H
k sif

H
i

}
+

1

τc
E
{
Wψkψ

H
k WH

}
=

(
qkτc (ξk + γk) +

∑K

i=1
pi (ξi + γi) + 1

)
IM .

(63)
Substituting (62) and (63) into (61), we can obtain the
LMMSE estimator.

APPENDIX B
PROOF OF THEOREM 1

According to the appendix in [44], we have

E
{
‖fk‖4

}
= E

{
‖dk + gk‖4

}
= E

{
‖gk‖4

}
+ 2Mγkξk +M (M + 1) γ2

k + 2M2γkξk,

(64)
E
{∣∣fHk fi

∣∣2} = E
{∣∣(dHk + gHk

)
(di + gi)

∣∣2}
= E

{∣∣gHk gi
∣∣2}+Mγkξi +Mγiξk +Mγiγk,

(65)
where E{‖gk‖4} and E{|gHk gi|2} has been given in [38,
Lemma 1].

The detail of the above derivations is given by in [38] and
[44]. Note that different from the RIS-free scenario, the user
channel fk is correlated to fi, k 6= i, since the existence of the
common RIS-BS channel H2. Therefore, we need to calculate
the following expectation:

E
{
‖fk‖2‖fi‖2

}
= E

{
‖gk + dk‖2‖gi + di‖2

}
= E

{
gHk gkg

H
i gi

}
+MγkE

{
‖gi‖2

}
+MγiE

{
‖gk‖2

}
+M2γkγi.

(66)

Using the similar method to [38, Lemma 1], the first term in
(66) is calculated as

E
{
gHk gkg

H
i gi

}
= M (Mξkξi + Ξ′ki) = MΞki. (67)

Then, combining (58) and (67) with (66), we can obtain the
expectation E{‖fk‖2‖fi‖2}. In the following, we derive the
closed-form expression of SINR based on the above results.

To begin with, the numerator of (18) is calculated as∣∣∣ηk(ξk + γk)
−1E

{
fHk fk

}∣∣∣2 = M2η2
k. (68)
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Next, to calculate the variance in the denominator of (18), we
have

E
{∣∣∣ηk(ξk + γk)

−1
fHk fk

∣∣∣2} =
η2
k

(ξk + γk)
2E
{
‖fk‖4

}
=

Mη2
k

(ξk + γk)
2

(
∆k + 2γkξk + (M + 1) γ2

k + 2Mγkξk
)
.

(69)
With (68) and (69), the variance is calculated as

Var
(
ηk(ξk + γk)

−1
fHk fk

)
= Mη2

k

(
∆k + 2γkξk + γ2

k −Mξ2
k

(ξk + γk)
2

)
.

(70)

Then, we derive the term E{‖zHk − E{zHk }‖
2}, which can be

divided into the following parts:

E
{∥∥zHk − E

{
zHk
}∥∥2

}
= E

{∥∥zHk ∥∥2
}
−
∥∥E{zHk }∥∥2

=
∑4

i=1
E
{
‖uik‖2

}
−
∑4

i=1
‖E {uik}‖2

− 2Re

{∑4

i=1

∑4

j=i+1
E {uik}E

{
uHjk
}}

+ 2Re

{
E
{∑4

i=1

∑4

j=i+1
uiku

H
jk

}}
,

(71)

where u1k =
√
pk f̄

H
k fks

H
k , u2k =

∑K
i6=k
√
pif̂

H
k fis

H
i , u3k =∑K

i=1

√
qif̂

H
k εiψ

H
i , and u4k = f̂Hk W. Then, we calculate the

expectations in (71) one by one with the same method as in
[45], [46].

First, we focus on E{‖u1k‖2}, which is decomposed as

E
{
‖u1k‖2

}
= pkE

{∥∥f̄Hk fks
H
k

∥∥2
}

= pkE


∥∥∥∥∥ck

K∑
i=1

√
pi
τc
ψHk sif

H
i fks

H
k + ckψ

H
k

WH

√
τc

fks
H
k

∥∥∥∥∥
2


= pk E


∥∥∥∥∥ck

K∑
i=1

√
pi
τc
ψHk sif

H
i fks

H
k

∥∥∥∥∥
2
︸ ︷︷ ︸

A

+ pk E

{∥∥∥∥ckψHk WH

√
τc

fks
H
k

∥∥∥∥2
}

︸ ︷︷ ︸
B

.

(72)

The above terms in (72) are respectively given by

A = E

{∥∥∥∥ck√pk
τc
ψHk skf

H
k fks

H
k

∥∥∥∥2
}

+ E

{∥∥∥∥ck∑K

i 6=k

√
pi
τc
ψHk sif

H
i fks

H
k

∥∥∥∥2
}

= Mc2kpk
(
(τc + 1) ∆k +Mτcγ

2
k

+2γkξk (Mτc +M + 1) + (M + 1) γ2
k

)
+Mc2kτc

∑K

i=1
pi (ξiγk + γiξk + γiγk)

+Mc2kτc
∑K

i 6=k
piΩki,

(73)

B = Mc2kτc (ξk + γk) . (74)

Combining (72)−(74), we can obtain the expression of
E{‖u1k‖2}. Similarly, the term E{‖u2k‖2} can be expanded
as follows

E
{
‖u2k‖2

}
= E

{∥∥∥∥√pi∑K

i6=k
f̂Hk fis

H
i

∥∥∥∥2
}

= E
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qkτcf

H
k fis

H
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}
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C

+ E
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√
pj
τc
ψHk sjf

H
j fis

H
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}
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+ E
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ψHk

WH
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fis
H
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E

,

(75)
where C in (75) is given by

C = qkc
2
kτ

2
c pi
∑K

i6=k
E
{∣∣fHk fi

∣∣2}
= Mqkc

2
kτ

2
c

∑K

i6=k
pi(Ωki + γkξi + γiξk + γiγk),

(76)
and D can be rewritten as

D = E
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ψHk sif

H
i fis

H
i
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(77)
D1 and D2 are respectively derived as

D1 = Mc2k
∑K

i 6=k
p2
i ((τc + 1) ∆i + 2 (τc + 1) γiξi

+ (M + 1) τcγ
2
i + 2Mτcγiξi + γ2

i

)
+M2c2k
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pipjΞij ,

(78)



14

D2 = Mc2kτc
∑K

i 6=k
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j 6=i
pipj (Ωij + γiξj + γjξi + γiγj) .

(79)
Then, we have
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(80)
Combining (75)−(80), we can obtain the expression of
E{‖u2k‖2}. Next, since the channel estimation error is un-
correlated to the channel estimate in LMMSE, recalling (13)
and (14), we have

E
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= E
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∑K

i=1
qi (ξi + γi − ηi) .

(81)

Then, we focus on E{‖u4k‖2}, which can be isolated three
parts as
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(82)

where F , G, and H in (82) can be respectively given as

F = Mc2kqkτ
2
c (ξk + γk), (83)

G =
c2k
τc

∑K

i=1
piE

{
ψHk sif

H
i WWHfis

H
i ψk

}
= Mc2kτc

∑K

i=1
pi(ξi + γi),

(84)

H = c2kM (M + τc) . (85)

Combining (82)−(85), we can obtain the expression of
E{‖u4k‖2}. Next, we focus on ‖E {uik}‖2, 1 ≤ i ≤ 4. Here
we omit their detailed process since they are straightforward.

‖E {u1k}‖2 = c2kpk

∥∥∥∥E{√pk
τc
ψHk skf

H
k fks

H
k

}∥∥∥∥2

= M2p2
kc

2
k(ξk + γk)

2
,

(86)

‖E {u2k}‖2 =

∥∥∥∥E{ck√pi∑K

i 6=k

√
pi
τc
ψHk sif

H
i fis

H
i

}∥∥∥∥2

= M2c2k

(∑K

i6=k
pi(ξi + γi)

)2

,

(87)
‖E {u3k}‖2 = 0, (88)

‖E {u4k}‖2 = M2c2k. (89)

Similar to the above derivations, the diploid terms in (71) are
derived as follows

2Re

{∑4

i=1

∑4

j=i+1
E {uik}E

{
uHjk
}}

= 2Re
{
E {u1k}E

{
uH2k
}

+ E {u1k}E
{
uH4k
}

+E {u2k}E
{
uH4k
}}

= 2M2c2kpk(ξk + γk)
∑K

i6=k
pi(ξi + γi)

+ 2M2c2kpk(ξk + γk) + 2M2c2k
∑K

i 6=k
pi(ξi + γi),

(90)

2Re

{
E
{∑4

i=1

∑4

j=i+1
uiku

H
jk

}}
= 2Re

{
E
{
u1ku

H
2k

}
+ E

{
u1ku

H
4k

}
+ E

{
u2ku

H
4k

}}
= 2Mc2kpk

∑K

i6=k
pi (Ξik +Mγkξi +Mγiξk +Mγkγi)

+ 2M2c2kpk (ξk + γk) + 2M2c2k
∑K

i 6=k
pi (ξi + γi) .

(91)
Finally, substituting E{‖uik‖2}, 1 ≤ i ≤ 4, and (86)−(91)
into (18) and performing some algebra simplifications, we can
complete the derivation of SINR expression.
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