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ABSTRACT: Understanding excited-state processes is essential for Periodic v Cluster v Embedded cluster v
designing new functional organic materials. Modeling excited states 54 & I
in organic crystals is challenging due to the need to balance localized ~ ft< - s < - » Ny .
and delocalized processes and the competition between intra- % 1 g?s?; ’ : QMQM'
molecular and intermolecular interactions. Cluster models have O .. 0O
. . LA . . . SR =T XOIS Wigner:sampled ONIOM
proven highly effective for describing weakly interacting organic ¢ 10 o et
crystals; however, nonperiodic calculations on periodic systems must . ;ﬁngw 3o // | | = 2w

account for mechanical and electrostatic coupling to the crystal
lattice, particularly in cases of extended coordination where covalent
bonds are severed, such as in organic polymers and metal—organic
frameworks (MOFs). Point charge embedding is a low-cost method
for incorporating long-range electrostatics, enabling the consid-
eration of long-range interactions using Ewald embedding. Small
clusters have been effective for modeling excited-state processes in MOFs, yet embedding has rarely been included in such studies. In
this work, we examine some of the challenges in describing excited states in covalently connected organic crystals using
ONIOM(QM:QM’) embedding techniques across systems with increasing coordination: diC,—BTBT (an organic molecular
crystal), polythiophene (an organic polymer), and two MOFs (QMOF-d29cec2 and MOF-5). We analyze the effects of using
different electronic structure methods, including TDHF, TDDFT, ADC(2), and CC(2). One of the main challenges is that
embedded cluster models are susceptible to overpolarization near the QM:QM’ boundary. To address this, we assess the impact of
different charge redistribution schemes (Z-N (N = 0, 3), RC, and RCD) and implement them in fromage. Additionally, we compare
cluster and periodic models. We find that localized models effectively reproduce excited states in both nonconnected systems (diC,—
BTBT) and fully connected MOFs, whereas polythiophene remains the most challenging due to band conduction. The accuracy of
vertical excitations, oscillator strengths, and simulated spectra is strongly influenced by model size, boundary charges, redistribution
schemes, and level of theory. We further analyze the effect of vibrational broadening using the nuclear ensemble approach to predict
the absorption and emission spectra of MOEF-S. Our results provide a heuristic guide for nonperiodic studies of crystalline excited
states, highlighting the remarkable relationship between molecular crystals and MOFs, which will be explored in the future work.
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1. INTRODUCTION electronic and excitonic bands.® Indeed, many polymer studies
require extrapolation protocols in the prediction of vertical
excitations and oscillator strengths.7’8 However, much of the
intriguing photophysics in MOFs, which are composed of
modular secondary building units (SBUs), organic linkers and
transition metal nodes joined to form a highly porous crystal,
arises from direct excitation of the framework, on or between
SBUs. As such, MOF excited states are typically characterized
as either local excitations centered on the linker (LC) or node

Characterizing the excited-state potential energy surface (PES)
of crystalline materials is challenging."”” The periodic arrange-
ment of molecules in a crystal lattice results in interactions
across long spatial distances, not present in the gas phase.
Significant delocalization in a molecular crystal makes
modeling electronic structure, particularly excited states,
difficult. In some cases, the restriction of intramolecular
motion by the crystal controls processes such as aggregate-
induced emission (AIE) and aggregate-caused quenching
(ACQ), even if the relevant excited states are localized.”” Received:  April 4, 2025
Consequently, individual molecules are both mechanically and Revised:  July 8, 2025
electrostatically coupled to the molecular crystal environment.” Accepted:  July 9, 2025
In extended coordination polymers, such as metal—organic Published: July 24, 2025
frameworks (MOFs) and organic polymers, the complexity of

this problem is compounded by the increased formation of
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(MC), or as charge transfer states between these units (LLCT,
LMCT or MLCT).”" Accordingly, calculations on these
building units are often fruitful models for exploring their
excited states, similar to molecular crystals."'~"*

Long-range interactions in crystals are naturally described by
quantum chemical methods with inherent periodicity, using
periodic boundary conditions. Periodic Kohn—Sham density
functional theory (KS-DFT) is the workhorse of the solid-state
community; however, in materials that are more molecular in
nature, periodic models using plane waves are not necessarily
the best approach to describe excited states. In both organic
crystals and MOFs, electron and charge transport can be
understood through two extreme mechanisms: incoherent
hopping and band transport. In molecular crystals with small
exciton couplings compared to their reorganization energies,
excited states do not significantly delocalize beyond the
absorbing molecule or its immediate neighbors, causing
incoherent hopping to dominate.” Similarly, many MOFs
exhibit minimal band dispersion, also favoring hopping
mechanisms.'* Additionally, defects within the crystal arrange-
ment disrupt periodic symmetry, inﬂuencing_ the availability of
charge transfer states, or other excitations. >16 Consequently,
excitations are often better understood using calculations on
individual molecules within the crystal in so-called cluster
models,"!” rather than on the unit cell itself, because the
excited states often localize to within a few molecular units at
room temperature.'® Cluster models extract a molecule, or a
collection of molecules, from the periodic crystal, on which
excited-state calculations are performed using molecular codes.
In crystals with extended connectivity, such as polymers and
MOFs, cluster models must cut covalent bonds, and these
dangling bonds must be saturated with hydrogen “link atoms”.
Chemical intuition during model construction is required to
properly encapsulate the electronic structure of the crystal.

The use of cluster models yields several advantages. First,
many high-level methodologies are available, including post-
Hartree—Fock (post-HF) and multireference methods, which
are imperative when the target wave function is highly
correlated and multiconfigurational in nature, for instance, at
nonadiabatic regions of the PES."”” Second, excited-state
methods, although still computationally expensive, come with
lower overhead than their plane-wave counterparts. In recent
years, efficient periodic implementations have emer§ed for
time-dependent density functional theory (TDDET);” how-
ever, for large crystals such as MOFs (with unit cells exceeding
1000 atoms), even hybrid KS-DFT is challenging. In contrast,
TDDFT in molecular codes routinely affords long-range
corrected hybrid functionals, which are mandatory for reliable
Rydberg and CT states, response properties, and van der Waals
interactions.'®”" Finally, this favorable cost-to-accuracy trade-
off facilitates exploratory methods on the excited-state PES,
such as excited-state geometry optimization, conical inter-
section searching,”* and nonadiabatic dynamics.”’

In turn, cluster models are limited by the omission of long-
range interactions. The poor scaling of quantum chemical
methods prohibits their application to clusters with 1000s of
atoms, the order on which long-range interactions are fully
represented. Indeed, TDDFT is generally limited to a few
hundred atoms, and only tens of atoms for multiconfigura-
tional methods, depending on the size of the active space.
Partitioning a model into regions of different levels of quantum
mechanical theory seeks a compromise. In QM:QM’
embedded cluster models, a small region is treated using a
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high-resolution excited-state (QM) method, and the remaining
atoms are treated using a cheaper QM’ method, such as
extended tight-binding (xTB),”"*> with some coupling energy
between levels of theory. This facilitates embedded cluster
models with 1000+ atoms and environmental constraints,
incurring only a small increase in computational cost.” A
myriad of multilayer approaches have been developed in this
picture, but the simplest approach to implicitly couple the QM
and QM’ calculations is via the ONIOM method (Our own N-
layered Integrated molecular Orbital and molecular Mechan-
ics).”*** Previously, the ONIOM method has been used
extensively to study molecular crystal excited states, in
processes such as AIE,””*" clusterization-triggered emission
(CTE),”* excited-state intramolecular proton transfer
(ESIPT),"*" and ultralong organic phosphorescence
(UOP).>>** However, few studies have explored embedded
cluster approaches in the excited states of MOFs,” despite the
success of vacuum models in these systems.'' ™"

The success of QM:QM’ in crystal excited states is partly
due to the suite of electrostatic embedding (EE) methods used
to accurately polarize the QM wave function.”” Point charge
embedding (PCE) is an affordable but accurate alternative to
more costly approaches, such as wave function-in-DFT based
on frozen density embedding.33 In our ONIOM(QM:QM’)-
EE code, fromage, long-range interactions are explicitly
evaluated using point charges based on the electrostatic
potential (ESP). However, at short-range, the Coulombic
potential can become unphysical if there are large point
charges situated close to the QM:QM’ boundary. These
problematic charges can cause charge density to “leak” into the
QM’ region, known as overpolarization.34 In connected
systems, link atoms are necessarily prone to overpolarization
due to their proximity to the charge distribution.”® The
simplest and most widely used method is the Z-N scheme (N <
3),”® which modifies the charge distribution by deleting
charges close to the QM:QM’ boundary, providing a practical,
low-cost approach to mitigate overpolarization. Various more
sophisticated methods have been tried and tested in the
ground-%_39 and excited-states;*>*" however, Z3 remains the
most commonly used in commercial codes. Here, we
implement and test the Z-N scheme (N = 0 to 3), and the
RC and RCD schemes from Truhlar and coworkers (see
Section 2.2),*® in fromage.

In this contribution, we employ cluster, embedded QM:QM’
cluster, and periodic models to study excited states in a range
of crystals with varying degrees of connectivity. Using a new
implementation in fromage, we perform ONIOM calculations
going from molecular crystals to MOFs, taking covalent bond
cuts in all cases. In particular, we focus on the role of
overpolarization, its relationship with the charge distribution
close to the QM:QM’ boundary, and how it can be mitigated
using various charge redistribution schemes. We utilize a range
of levels of theory and basis sets, and discuss the choice of
DFT functional in detail. First, we benchmark our charge
redistribution schemes in the nonconnected scenario, a weakly
bound organic molecular crystal of symmetric dialkylated
benzothieno[3,2-b][ 1 ]benzothiophenes (diC,~BTBT), mak-
ing systematic cuts along aliphatic group covalent bonds
(Section 3.1). Second, we use polythiophene to illustrate the
challenges in cases of strong through-bond conjugation, and
the interplay between inter- and intramolecular effects (Section
3.2). Third, we use QMOF-d29cec2, a fully connected but
hypothetical MOF, to compare cluster, Ewald-embedded
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cluster, and periodic excited-state models (Section 3.3) in
MOFs. Finally, we collect these findings to compare directly to
the experiment and simulate accurate, vibrationally broadened
absorption and emission spectra for MOF-S (Section 3.4),
speculating on the excitation mechanism in both cases. Overall,
this work seeks to provide a practical overview of the
challenges and solutions associated with ONIOM-
(QM:QM’)-EE methods in the context of covalently bonded
crystals, and provide a perspective on the remarkable
similarities between weakly- and strongly bound crystals.

2. BACKGROUND THEORY

2.1. The ONIOM(QM:QM’) Method and Link Atoms.
Hybrid QM:QM’ methods couple two or more quantum
chemical levels of theory to enable combined expressions for
the energies, gradients, and Hessians of complex systems.”’
This is pertinent to excited states, where the chromophoric
region often contains far fewer atoms than the molecule of
interest but requires a more demanding level of theory (e.g.,
CASSCF). As the excited-state calculation cannot be
performed on the entire cluster (the real region’), the cluster
is partitioned into the photoactive region (the 'model region’)
to be modeled at the excited-state level (QM), and the
remaining atoms in the system (the environment) at a lower
level of theory in the ground state (QM’). The calculations are
then coupled either through an explicit interaction energy in
the QM:QM’ Hamiltonian or implicitly through a subtractive
energy expression.

Here, the ONIOM(QM:QM’)-EE method is used, where
the total energies are obtained using the subtractive equation:

PCE PCE
EONIOM(rreal) = EQM (rmodel + L) + EQM'(rreal)
PCE
- EQM' Iodel + L) (1)

where r denotes the atomic coordinates of the model (r,,,4.1)
and real regions (r,.,), QM denotes the high-level calculation,
QM the low-level calculation and L the inclusion of link atoms
in the model region. By subtracting the QM’ calculation of the
model region, the double-counted contributions approximately
cancel."””*>** PCE refers to the use of electrostatic embedding
in QM and QM’ model-region calculations. Accordingly, the
individual terms in eq 1 are referred to as model-high, real-low,
and model-low. Indeed, the formal objective of the ONIOM
equation is to approximate the real-region at the high-level of

theory, the real-high calculation (EgngM(rreal) ~ Equ(Trea))-

The electrostatic interaction between the QM and QM’
wave functions and the charge distribution of the environment
models the region through the Coulomb equation. In
conventional QM/MM simulations without electrostatic
embedding, the interactions with the environment are at the
molecular mechanics level, and the model is therefore said to
be mechanically embedded (ME). Indeed, an advantage of
QM:QM’ is that the underlying embedding is quantum
mechanical, not requiring specific system-dependent parame-
terizations beyond those already involved in the QM’ method,
which is typically a semiempirical approach.

Importantly, the QM:QM’ boundary is the spatial partition
between levels of theory (regions); in molecular crystals, the
QM:QM’ boundary cuts through space, whereas in connected
systems it necessarily cuts through chemical bonds. In the
latter scenario, this creates dangling bonds at the QM:QM’
boundary, which must be saturated to avoid creating radical
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species and a change in multiplicity in the QM calculation,
which would introduce a substantial change in electronic
structure. Typically, bond cuts are saturated using hydrogen
“link atoms”,*° although sometimes fluorine atoms, pseudo-
potentials, or some small group (methyl-, amine-, etc.) may be
used. In the present work, hydrogen link atoms are generated
using the parameterization from Plett and coworkers (see
TESI).*

2.2. Charge Redistribution Schemes. Overpolarization
may arise from electronic embedding due to the functional
form of the Coulomb potential, which becomes infinitely
attractive at very short-range, giving rise to the unphysical
overlap between the QM densities and the point charges in the
QM’ region.” In covalently bonded systems, link atoms are
inherently susceptible to overpolarization as the link atom used
to saturate the bond lies very close to the partial charge of the
link atom host at the QM:QM’ bond. Equally, overpolarization
has been observed through nonbonding interactions in the
condensed phase. For instance, in our previous embedded
CC(2)/aug-cc-pVDZ calculations of the molecular crystal of
cytosine, overpolarization via a hydrogen bond (~ 1.8 A)
resulted in S, energies over 1 eV lower than experiment and
periodic references.'” Additionally, charge density was
observed outside the QM region. When overpolarization
arises, modification of the charge distribution is mandatory.
The simplest approach is to remove problematic charges near
the QM:QM’ boundary and redistribute them.>®* Figure 1
shows how charges are redistributed in the Z-N scheme.

Point charge
M1
e M2
M3

Figure 1. Schematic of the charge redistribution schemes for the
diC4-BTBT model, in which the bond cut is made at the C,, position.
For each Z-N scheme, charges up to M-N are removed, and the total
charge removed is redistributed across the remaining point charges.
For the RC and RCD schemes, the M; charge is redistributed to the
midpoint of the M;-M, bond.

In this example, the QM:QM’ cut is made along each C,—C,
bond, where C, is the atom in the QM region, termed the link
atom connect (LAC), and C, is the atom in the QM’ region
that is to be replaced with a hydrogen link atom, termed the
link atom host (LAH). Cutting covalent bonds means link
atoms must be placed along the C;—C, (LAC-LAH) single
bond (see TESI). The potentially problematic point charges in
the QM’ may then be defined relative to the QM:QM’ cut,
according to the local bonding. The M, charge is on the atom
bonded directly to the QM region, M, are the QM’ atoms
bonded to the M, atom, and similarly M; to M,. Under this
definition, all charges up to N bonds are removed. For
instance, in the Z2 scheme, M, and M, charges are removed.
In all schemes, net charge is conserved by uniformly
redistributing the cumulative deleted charge to the rest of
the charge distribution.”> The Z3 scheme (deleting up to M)
is the largest cutoff used. In this work, we implement three
commonly used schemes, Z1, Z2, and Z3, to redistribute these
charges. In addition to the Z-N schemes, we implement the
redistributed charge (RC) and redistributed charge and dipole
(RCD) schemes of Truhlar and coworkers.®® In the RC
scheme, each deleted M charge is redistributed equally to the

https://doi.org/10.1021/acs.jctc.5c00539
J. Chem. Theory Comput. 2025, 21, 75767592
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midpoint of each M;-M, bond. In this way, it removes the
most problematic M, charge while preserving the M,-M;
dipole and net charge. The RCD scheme also redistributes
charges to the same midpoint but scales the magnitude of the
charges to account for the 50% reduction in the M;-M, bond
length. Consequently, the RCD method preserves the M;-M,
dipole, rather than M,-Mj, as it lies closer to the model region.

Finally, other sophisticated schemes have been developed,
which are not implemented in this work. First, the multilink F*
scheme by Truhlar enables cuts with highly polar bonds, and
uses tuned pseudopotentials to improve the quality of the
charge distribution.”* This method provides a useful protocol
for MOFs with metal nodes containing hundreds of atoms, and
M-L or M-M bonds must necessarily be cut. Here, we take
examples of MOFs in which an effective cut can be made
through the linker. Second, the ONIOM-CT scheme uses
nuclear charges on link atoms to reproduce the electrostatic
potential (ESP) of the real region.”” Finally, the EE(L1) and
EE(L2) methods from Caricato et al. use constrained
Restrained Electrostatic Potential (RESP) fitting to self-
consistently tune the charge distribution with respect to the
ESP of the entire cluster.’ The RESP fit for the MOF real-low
calculation was prohibitively expensive for large clusters,
despite the availability of improved ESP fitting implementa-
tions.*

2.3. Population Analyses and Charge Assignment.
The quality of the population analysis used to generate the
PCE is important for the accuracy of the embedded cluster
calculation. The method used to generate the charge
distribution differs between the molecular crystal and the
fully connected systems. In the molecular crystal ONIOM
calculations, PCE is generated using the standard methods
implemented in fromage.” First, a population analysis is
performed on an S, or S; (TD-)DFT calculation on the QM
model region to obtain the atomic charges. Of course, charge is
not a quantum mechanical observable and therefore introduces
a degree of subjectivity in how it is calculated. Generally,
methods that calculate the ESP provide a favorable trade-off
between accuracy and cost, removing the dependence on basis
set present in more basic schemes, such as Mulliken charges."
As such, we use the RESP and the Repeating Electrostatic
Potential Extracted ATomic (REPEAT) charges for the
molecular crystal calculations. The charges on the QM
model are then rapidly redistributed across the shell region,
where the connectivity of the molecule is used to average
charges on atoms in chemically equivalent environments.

Additionally, the modified Ewald method in fromage can be
used for the exact treatment of long-range interactions, where
summation can be used to approximate the true Madelung
potential of the crystal."”*® In the summation, the full
electrostatic potential is divided into two rapidly converging
short- and long-range series,

‘/Ewald(r) = Z qs

erfc(ylr — L — RJ)
r — L -R|

Le—czmyl[z qseiG(r—Rs)l

2
Vo o G (2)
where R; is the unit cell lattice site, g is the charge at each site,
y is the Ewald constant, v, is the unit cell volume, and L and G
are the real (L) and reciprocal (G) lattice translations." From
this, an array of around 10,000 point charges can be generated
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to approximate the exact long-range potential without creating
artificial dipoles, as implemented by Derenzo and co-
workers.***” In our previous studies, the defect is selected as
a specific configuration of QM molecules (e.g, a dimer) or
isomers.">*>** Ciofini et al. have used self-consistent Ewald
embedding in photophysical studies on organic crystals* ™"
and organic—inorganic perovskites,52 where the Ewald
embedding was used to generate the condensed phase (ie.,
periodic) electrostatics in an otherwise nonperiodic calcu-
lation. Recently, we have evaluated the performance of ground-
and excited-state charges, self-consistent charges, and Ewald-
embedded cluster models on a subset of the X23 molecular
crystal database,”® where overpolarization of some Ewald-
embedded calculations was observed. The Ewald calculation
still requires an underlying population analysis, which is
assigned to the (neutral) unit cell as before. Ewald embedding
can be used on both molecular crystals and crystals with
extended coordination. Ewald was tested only for QMOEF-
d29cec2 here, as we have established its efficacy in organic
molecular crystals previously;">'”** however, the method-
ology can be rapidly deployed to other MOFs.

Finally, the charge assignment approach for molecular
crystals does not straightforwardly extend to covalent systems
due to the introduction of link atoms. Any isolated population
analysis cannot be extrapolated to the full cluster because the
link atoms are not present, meaning some charge will be lost in
the process. This gives no guarantee of neutrality (or integer
charge) and would require ad-hoc correction. Instead, we can
use the Mulliken population analysis provided by the real-low
xTB calculation. Mulliken charges are not optimal due to the
small basis set used in xTB, which describes atoms with a
minimal basis and adds polarization basis functions for heavier
atoms (Z > 9). However, they are included automatically with
each xTB calculation and can therefore be readily applied to
geometry optimizations of a large embedded cluster model.

3. RESULTS

3.1. diC,—BTBT. First, we demonstrate the effect of
overpolarization on the vertical excitations and oscillator
strengths in crystalline diC,—BTBT. This organic semi-
conductor crystal, a symmetric dialkylated benzothieno[3,2-
b][1]benzothiophene, has been investigated due to its
applications in high-performance organic thin-film transis-
tors.”® The chemical structure is shown in Figure 1 and the
model is shown in Figure 2.

Cutting along the aliphatic group in diC,—BTBT is
favorable because the single C—C bonds are nonpolar and
are not part of the chromophore.” The minor inductive effects
of the chain only minimally perturb the corresponding excited
states of the z-electrons, thereby making this a useful test

QM

Figure 2. The diC,—BTBT cluster model used in terms of its model
(yellow) and env (green) regions. In this case, the QM:QM’ boundary
does not cut through any bonds. In our C,,, models, we cut the alkyl
chain at the corresponding n and m carbons.

https://doi.org/10.1021/acs.jctc.5c00539
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Figure 3. a) Absolute deviation in S;—S; energies (CC(2)/def2-SVP) for each truncated model compared to the full molecule embedding in RESP
charges at the periodic DFT geometry and redistributed via each charge scheme. b) Absolute deviation in S;—S; oscillator strengths (CC(2)/def2-
SVP) for each truncated model compared to the full molecule embedded in RESP charges at the periodic DFT geometry and redistributed via each

charge scheme.

system. Figure 3 shows the excited states and oscillator
strengths of each model at the CC(2)/def2-SVP level of
theory. The absolute deviation from the full ONIOM
calculation shows that model size and the M, charge value
control the accuracy of both the excited-state energy and
oscillator strength in the truncated model. In C,,, the smallest
model with the link atom directly bonded to the chromophore,
S, has the largest absolute error, showing deviations of 0.15 eV
across each charge distribution. Smaller errors were observed
for S; (under 0.09 eV). Interestingly, S, shows a large
dependence on charge redistribution, where the deviation is
high under Z1 (0.124 eV) but very low for Z2 (0.017 eV) and
Z3 (0.008 eV). The poor performance of this model is due to
both the bad position of the bond cut, near the chromophore,
and the large size of the M, charge at —0.35 e, resulting in
overpolarization. In contrast, the largest model, C,;, is very
close in size to the full ONIOM reference but has a similar M,
charge, isolating the effect of the charge distribution. This
shows that the M, charge dominates the polarization of the
QM region and is therefore the most important to remove.”
As such, we see the dependence on charge redistribution,
arising due to overpolarization, present for all three states, with
Z2 providing the best performance, with errors of 0.003 to
0.004 eV, very close to that of the reference. Similarly, the
second-largest model, Cs,, has the opposite effect: the model is
sufficiently large but has a smaller M, charge at —0.35 e at 0.16,
resulting in a much smaller overpolarization effect. Con-
sequently, the deviations are generally below 0.01 eV,
regardless of the charge scheme. Finally, in C,3, the bond cut
is within two single bonds from the chromophore,35 and
consequently, model size starts to play a role with errors
approaching 0.05 eV.

Similar patterns emerge in the calculated oscillator strengths,
but the case is more complex due to the sensitivity of the
transition dipole moment, which determines the brightness of
the state, to polarization. In the embedded CC(2) reference
(Table S1, see TESI), S, has low strength (f= 0.1), S, is bright
(f=0.7), and S; is dark (f = 0.0). Similar to the excited-state
energies, in C),, Cy3, and Cy,, the relative errors are most
significant in S, due to a poor prediction of the oscillator
caused by the size of the model, with only a small dependence
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on the charge distribution. This seems to suggest that, in this
case, the oscillator strength is most dependent on the length of
the chain, and indeed variation is also seen in S,. However, due
to the low strength of the state, the absolute deviation is much
smaller. In all three models, S; is consistently predicted to be
dark, resulting in no error. Interestingly, this scenario changes
entirely for C,5 because, although there are enough carbons to
correctly model the state, a similar pattern to the excited-state
energies emerges, with a much stronger dependence on the
local charge distribution. This is significant, as in this case,
overpolarizing charges cause S; to be bright (f & 0.15) under
the Z0, Z1, RC, and RCD schemes, a qualitative change in the
character of the state. For our CC(2)/def2-SVP calculations,
only C,s under the Z2 scheme correctly predicts the first bright
state, and consequently, the error is almost entirely removed.

The RC and RCD schemes perform less well than
anticipated, generally displaying overpolarization similar to
that of the Z0 scheme, indicating that overpolarizing charges
have not necessarily been redistributed. The poor performance
is likely due to the charges not being moved sufficiently far
from the model region. In the past, these methods have been
effective in ground-state electronic structure; however, further
tuning of the position of the g, charge is likely required,
depending on the diffusivity of the excited states. The g,
charges were redistributed to the midpoint of the M;-M, bond
to simplify the dipole correction in the RCD scheme.
Moreover, the simplicity of the Z-schemes is advantageous.
The relationship between diffusivity and overpolarization is
important in the modeling of Rydberg states, where one would
anticipate optimal performance for Z3.

Similarly, overpolarization depends on the choice of
quantum chemical method (Figures S2 and S3, see TESI).
The deviation of S, energies calculated from TD-HF, TD-PBE,
and TD-PBEO in the TZVP basis set highlights this
relationship. Indeed, these two properties are related. For
instance, TD-HF/TZVP shows almost no dependence on
charge redistribution or the size of the M, charge in models
C,, to Cy,, indicating minimal overpolarization, unlike PBE
and PBEOQ, suggesting that model size is the most important
factor. In C,, the Z1 and Z2 schemes correct before. This
implies that the error in TD-HF is primarily due to the model
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Figure 4. Visualization of the polythiophene aggregate real-high model (C: gray, H: white, S: yellow) containing four chains of nine thiophene units
(4—9) from the top (a) and side (b) perspectives. An example thiophene unit is shown in green. The indices in red show the order in which new
chains are added to the model, and the indices in green show the order in which thiophene units are added, to ensure a balanced charge distribution
in each cluster model. A terminating hydrogen link atom is added to each embedded cluster.

a) Vacuum

1{ 3.43 3.45
1]
£
©
=
©ol 342 3.44
(0]
c
[0}
=
o
o3 332 3.33
=
-
e
[e]
a

41 330 3.32

1 1
Thiophene units

b) Vacuum Z2

1{11.98 1164 1124 1034 941 |1{1198 1164 11.24 1035 942 | S,
2
©
<
©2{1191 1135 1065 11.91 1135 10.66
C
[0)
<
o
©3]11.95 11.12 10.20 11.95 11.11 10.19
=
>
[e]
o

4112.04 1093 9.79 12.01 10.90 9.76

1 2 3 1 2 3

Thiophene units

Figure S. Absolute error between the (4—9) reference model and each of the aggregate models: a) S; energy compared to the (4—9) S, reference,
b) oscillator strength of the model bright state compared to the (4—9) S, reference. The state of the model is indicated next to each matrix. All

calculations were performed using TD-wB97X-D/cc-pVDZ.

size, and electrostatic embedding is less effective as a
correction. In contrast, TD-PBE is the most overpolarized.
For instance, in C,,, there are deviations of over 0.04 eV for
the Z0, Z1, RC, and RCD schemes, with minimal deviation
only for the Z2 and Z3 schemes. Similarly, very large
deviations of over 0.2 eV are seen for the Z0, RC, and RCD
schemes in C,s. Surprisingly, however, TD-PBE0/TZVP shows
a similar but slightly smaller error to TD-PBE, except in Cys,
where the errors are as much as 0.1 eV smaller. This difference
is explained by the inclusion of exact HF exchange in the
functional. Proper accounting of nonlocal effects through
exchange in PBEO results in a greater degree of localization in
the excited state, reducing susceptibility to overpolarization
compared to the GGA calculations.

In turn, the small deviations in TD-HF are unsurprising, as
100% of the exchange integral is included, resulting in highly
localized states and minimal dependence on the charge
distribution. Generally, we do not observe a strong dependence
on basis set (Figure S2, TESI), at least for TD-PBE0. We must
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emphasize that the smaller error is relative to the respective full
ONIOM calculation, and not indicative of the quality of the
underlying quantum chemical theory. For instance, the
energies of the S, state vary widely: 4.50, 3.47, 4.00, and
4.32 eV for TD-HF, TD-PBE, TD-PBEO, and CC(2)/def2-
SVP, respectively. Moreover, diC,—BTBT is an organic
semiconductor and is therefore subject to additional
challenges, as we will see in polythiophene (Section 3.2).
Overall, the results for diC,—BTBT suggest that redis-
tribution under the Z-scheme is judicious and our
implementation is valid, at least in the case of cutting carbon
single bonds. These findings hold true for a range of basis sets
and methods. Consequently, these approaches will be used in
our ONIOM(QM:QM’) calculations going forward. The
neutrality of the bond, as indicated by the size of the M,
charge, also plays a critical role. These findings support those
established in the QM/MM literature, which particularly focus
on a ground-state model region.ss"’6 Here, we show that the Z-
scheme extends to excited states. Throughout the diC,—BTBT
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a)

QMOF-d29cec2 Ewald embedding

Figure 6. a) Visualization of the QMOF-d29cec2 Ewald embedded cluster model (Zn: purple, O: red, C: gray, H: white). b) The local charge
distribution at each QM:QM’ cut possible. The M, (yellow), M, (pink), and M; (green) are highlighted while the remaining Ewald charges are

shown in light pink.

results, the perturbation is generally small (<0.2 eV), reflecting
that these QM:QM’ studies are less susceptible to over-
polarization by PCE. This supports our previous work on the
molecular crystal of cytosine, where overpolarization could be
corrected using the Z;,, scheme.'’

In the past, similar problems have been solved for ADC(2)
within the FDET approach, where the approximate kinetic-
energy functional does not properly account for Pauli
repulsion.54 In that case, all-electron pseudopotentials were
necessary to correct the charge spill-out in a set of
chromophores embedded in different chemical environments.
Moreover, this suggests that these findings extend beyond
single excitations. This is important because methods
containing doubly excited determinants, like CC(2), are
essential in systems such as polyenes, where a double excitation
from the HOMO to LUMO can significantly influence the
excited-state properties.55

3.2. Polythiophene. This section demonstrates the
challenges of truncating a conjugated 7-system, polythiophene,
and the limitations of using electrostatic embedding in lieu of a
sufficiently large model. The models of the QM regions are
shown in Figure 4; more details about the models can be found
in the SI. The number of thiophene units in the model has a
profound influence on the excited state than the nature of the
PCE, and in particular, the through-bond conjugation controls
the vertical excitations and oscillator strengths (Figure S4, see
FESI for detailed discussion).

The aggregate model for polythiophene enables inves-
tigation of the balance between intramolecular and inter-
molecular interactions. The real-high reference (4 chains of 9
thiophene units, see Figure 4) has a dark S; state at 2.22 eV
with @wB97X-D/cc-pVDZ, approaching the experimental
literature value of ~ 2 eV.>® The first S singlet excited states,
S, to S, are predicted to lie within a narrow energy range (2.22
to 2.92 eV), where S; (2.22 eV) is very weakly allowed (f =
0.003) and S, (2.56 eV) is a very intense bright state, with
exceptionally large oscillator strength (f= 12). This is a feature
of extended conjugated polymers, arising from the Thomas-
Reiche-Kuhn (TRK) sum rule and the dense first absorption
band. For instance, in a similar polymer, PPV, very large
oscillator strength of the 1'B, was observed with RI-ADC(2)
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on long-chain cluster models, where S; (1'B,) is very bright in
the infinite chain extrapolation.” These results suggest that
TD-wB97X-D/cc-pVDZ provides a balanced description of
the electronic structure, compared to crystalline polythio-
phene, and therefore the (4—9) model serves as a reasonable
“exact” reference model.

The performance of the embedded cluster models is
measured in two ways. First, for energies, we compare the
absolute error between the S; energy of each model to the (4—
9) reference. Second, for oscillator strengths, we compare the
absolute error in oscillator strength between the bright state of
each model to the bright state (S,) of the (4—9) reference.
This is because the bright state changes with the number of
polythiophene chains in the model. The resulting error
matrices (Figure S) gauge how the intramolecular effects
improve along the x-axis and intermolecular effects along the y-
axis.

Clearly, from the figure, a critical dependence is observed on
both the number of chains and the number of units in each
chain, with and without point charge embedding. Figure §
shows that increasing the number of chains has a smaller effect
on the S, energy than increasing the number of units in the
chain. For instance, the 1-unit chains show errors in the range
3.30—3.45 eV, significantly overestimated with respect to the
reference. Going from 1 to 4 chains results in a stabilization of
0.13 eV in the vacuum case, indicating the stabilization from
aggregation (0.13 eV) is far smaller than the error from too
small a chain (3.3—3.4 V). As such, extending the chain from
1 to 7 thiophene units results in errors of 0.10—0.30 eV, very
close to the (4—9) reference. At this resolution, the
aggregation effect is substantial, as the (4—7) over 0.2 eV
more stable than the (1—7) model (twice the error 0.1 eV
absolute error for the (4—7) model). In other words, when the
through-bond effect is sufficiently accounted for, the
intermolecular effect must now be carefully considered.

The case for oscillator strengths is interesting (Figure Sb),
because both intra- and intermolecular effects strongly affect
the oscillator strength. For instance, the l-unit chain shows
deviations from 11.98 to 9.42, meaning even though the S,
energy is well-described, the oscillator strength is massively
underestimated. For the seven-unit models, increasing the

https://doi.org/10.1021/acs.jctc.5c00539
J. Chem. Theory Comput. 2025, 21, 75767592


https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.5c00539/suppl_file/ct5c00539_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.5c00539?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.5c00539?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.5c00539?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.5c00539?fig=fig6&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.5c00539?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

Journal of Chemical Theory and Computation pubs.acs.org/JCTC
a) S,(3.08eV) S,(3.19eV) S,(3.55eV) b) S,(3.07eV) S,(3.07 eV) S,(3.07 eV)
BP T_o® ¥ ¥ FJF_F
Pariead i - 3@%}4}“ 0 L e Ao
1 o 24 lB g || B G D ¢ B
i | 1. ) | | 3 L | | 3. A |
§ k3 ¥F ¥ P S e S S B |
h A ﬁ}; A N X o M{x A ‘*{%}M_} A
é@tx 2 s oo ‘91«'% > C&@p"‘ / ?3‘*:‘ (553’“ ] C{P“‘?
X {% 4 A Aol % PO
Y o) [ a7 ) L v L o

©) s,(2.95eV) S,(3.19eV) 5, (3.57 eV)

ROt

%W}

i

3

>

3%

“‘%@ : i
B S R P

Figure 7. Comparison of natural transition orbital (NTO) analysis from a periodic TDA-wB97X-D calculation on a) the conventional unit cell, b)
the 2 X 2 X 2 supercell (right), and c) a cluster model in a 27.1 X 27.1 X 27.1 A® box. The dominant hole (yellow/green) and electron (purple/
pink) orbitals are shown for the first three excited-state transitions. The TZVP-MOLOPT/admm-dzp basis set with the GTH-PBE

pseudopotentials was used for each TDA-wB97X-D calculations.

number of chains drastically improves this from deviations of
9.42 to 3.52. The (4—7) model provides the closest oscillator
strength, but is still underestimated by 3.52, showing it is a
challenging property to predict from the cluster model. For
both energies and oscillator strengths, the model itself is most
important, and cannot be corrected by point charge
embedding alone.

As such, polythiophene serves as a highly delocalized
example, in which aggregation leads to the formation of a
dense excitonic band structure. In essence, this is the limit
where cluster models break down due to band conduction.
However, in cases where the electronic structure is localized
and the excitonic coupling is low, these bands become far more
separated, enabling a complete description of the excited states
from modestly sized cluster models. Clearly, careful model
benchmarking is required depending on the desired property.
Remarkably, in previous nonadiabatic simulations on poly-
thiophene, just four oligomer units were sufficient to recover
accurate time constants for the periodic crystal.”” This raises
the question: in the absence of band conduction, how small
can a model be to characterize the key bands of a crystal? This
will be explored further in QMOF-d29cec2 in the next section.

3.3. QMOF-d29cec2. Having now investigated weakly
bound molecular crystals (diC,—BTBT) and crystals with
extended conductivity in one direction (polythiophene), we
can now explore MOFs as fully connected systems. As an
example, QMOF-d29cec2 has a composition similar to other
useful MOFs, such as MOF-5, but with a more manageable
unit cell”**” The structure was predicted from a high-
throughput study, so we use a periodic reference at a
comparable level (TDA-wB97X-D) to our embedded cluster
calculations. Ground-state Ewald charges were used because
we are investigating vertical excitations of the framework, using
a geometry that has been shown to reproduce the fundamental
band gap accurately compared to periodic data.” Figure 6
shows the Ewald embedded cluster model. The charge
distribution near the QM:QM’ boundary, as demonstrated
for diC,—BTBT, determines the extent of overpolarization.
The periodic population analyses (see Table S8 and fESI for
detailed analysis), used to generate Ewald embedding, showed
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that M, carbons near the linker are essentially neutral, making
the C—C bond a suitable QM:QM’ cut, although the larger
node M, charges will be seen to be more challenging.
Nevertheless, this is preferable to the M-L bond, which would
require careful tuning due to the high polarity of the bond.**
First, we compare periodic and cluster models in vacuum
within a common periodic TDA-DFT framework using the
GPW method, 2069 3t a common geometry, providing a very
close comparison between models. The coordinates in each
model are the same as those in the relaxed unit cell, with
hydrogen link atoms introduced to the cluster model. Figure 7
shows TDA-wB97X-D vertical excitation energies (up to S;)
alongside the dominant natural transition orbitals (NTOs) for
each state. For the 1 X 1 X 1 (111, hereafter) model, the
energies of 3.08, 3.19, and 3.55 eV, respectively, are in close
agreement with the isolated cluster model in vacuum,
particularly for S, (3.19 eV) and S; (3.57 eV). Notably, the
S, energy (2.95 eV) is slightly underestimated in vacuum.
Given the excellent agreement of the other states, this is likely
an artifact of a nonoptimal capping atom at the QM:QM’
boundary rather than the level of theory. Nevertheless, this
discrepancy is small (0.13 eV). The generally good agreement
between the vacuum and cluster models is perhaps explained
by the breaking of 7-conjugation on the linker at the organic—
inorganic interface. Essentially, the hydrogen atom lies in the
nodal plane of each zz* and does not contribute explicitly to
each excited state. For S;, in the terminal alkyne group, the
excitation occurs between the pair of 7-orbitals. Furthermore,
the NTO analysis shows that the electron and hole orbitals are
centered on the same linker for each excitation, indicating that
the excitation is ligand-centered (LC) in character. Moreover,
the well-separated energy levels suggest that excitonic coupling
is not substantial in QMOF-d29cec2, reflecting that the cluster
model is an excellent approximation of the solid state.
Increasing the supercell dimensions is a common con-
vergence check for I"-point-only calculations,®" and in this case,
it is preferred over denser k-grids due to the better scaling of
the method. Figure 7 shows that the first three TDDFT singlet
states on the 2 X 2 X 2 (222) supercell are degenerate (3.07
eV), and indeed differ in energy from the S, energy of the 111
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calculation by less than 0.01 eV. Interestingly, visualization of
the NTOs shows that the orbitals are very similar to those of
the 111 S, state, but localized on different, but equivalent,
linkers. Indeed, the interpretation is that there are eight near-
degenerate vertical excitations with essentially no excitonic
coupling between states. This has a profound impact on how
model construction is perceived. To gain an understanding of
the key excitation bands, a significantly larger number of states
must be calculated to capture the characteristics of each band.
In this case, to understand up to S; in 222, excitations up to S,,
would be required-three excitations for each of the eight
linkers. In practical terms, this is a significantly larger
calculation on a much larger number of atoms, leading to a
large increase in cost, which, in reality, offers no further insight
into the excited states. This is important for modeling
absorption spectra, particularly if one is interested in
excitations beyond the first absorption band. Of course,
caution is required when using a truncated cell, but for
QMOEF-d29cec2, the 111 model offers a good reference point.
In polythiophene, this truncation may be unacceptable.
Moreover, the localized electronic structure of MOFs, and
the ability of both models to capture the character of the low-
lying excited states, make it unsurprising that small cluster
models can perform so well against experimental MOF
studies." "

Finally, we introduce Ewald embedding in the cluster model,
performing the TDA calculations at the same common
geometry as the vacuum calculation. Figure 8 shows the
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Figure 8. Energy of S;—S; from TDA-wB97X-D/TZVP RESP-Ewald-
embedded cluster for QMOF-d29cec2, and under each redistribution
method. The isolated cluster calculation is also shown. The solid lines
refer to the periodic TDA-wB97X-D of the isolated cluster (dashed)
and the 1 X 1 X 1 cell (solid).

excited states (S; to S;) of the embedded TDA-wB97X-D
cluster calculations. The vacuum calculation in the GPW
method and molecular code are very close in energy, indicating
that wB97X-D/TZVP is reasonable compared to the fully
periodic reference. Figure 8 shows the vertical excitations with
embedding, which has the strongest influence on the Z1
scheme, reducing the energies of the excited states, with the
largest deviations (0.1—0.5 eV) for S, and S; with respect to
the reference. Similarly, Z3 is also affected by the embedding,
influencing only S, and S;. In the RESP/Ewald embedding, the
M, charges in the Zn node (Table S8, TESI) are large (0.44 to
0.60 e) and overpolarizing, while the M, charges in the linker
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are nearly neutral. In principle, this should make these excited
states, localized on the linkers, more susceptible to polarization
by the larger M, charge, as was shown for diC,—BTBT.
However, Z0 shows improved agreement with the reference.
The case is similar for RC and RCD. This is once again
explained by the position of the link atom within the node of
the zz* states. Visualization of the density differences (Figure
SS, TESI) shows that in the best performing models (Z0, Z2,
RC, and RCD), there is no density localized on the linker, but
a region of electron density is present in Z1 and Z3. Because of
this, one would cautiously select Z2 going forward to avoid
issues when the nuclei are allowed to move, for instance in
geometry optimization or dynamical studies. Similar results are
observed for the REPEAT and Mulliken calculations (Figure
S6, TESI), where the Mulliken scheme shows the smallest
effect because the sizes of the charges in the distribution are
much lower. This highlights the importance of carefully
selecting the charge distribution, where ESP-based charges are
most chemically justified.

Overall, this highlights a key difference between molecular
crystals and MOFs. While molecular crystals often have close
packing, and are strongly influenced by electrostatics, the large
pores of MOFs clearly reduce this effect. Especially in the case
of QMOF-d29cec2, point charges are situated far from the QM

wave function. Given the L scaling of the Coulomb potential,
r

the evaluation is low and the model is not polarized by the
environment, resulting in excellent performance of the vacuum
model. Indeed, only those lying close to the QM:QM’
boundary ought to have a large effect. After all, the error
cancellation inherent to quantum chemical simulations,
particularly density functional methods, merits a larger degree
of benchmarking on the choice of redistribution.

3.4. MOF-5. 3.4.1. Absorption. In our final section, we
investigate absorption and emission in MOEF-S, going beyond
theoretical benchmarks to directly compare the results with
experimental data. This demonstrates the utility of cluster and
embedded cluster models in reproducing the photophysical
properties of MOFs. First, we examine three isolated cluster
models of increasing size: H,BDC, the organic linker,
Fragment A, and Fragment B (Figure 9). These MOF clusters
have previously been used to investigate exciton binding in
MOE-5.%% Focusing first on absorption, our results suggest that
model size, DFT functional, and vibrational effects play key
roles in the accuracy of the simulated spectrum.

Figure 10 shows the absorption spectra obtained in vacuum
for H,BDC, Fragment A, and Fragment B, as well as for the
embedded models ONIOM(CAM-B3LYP:xTB)-EE obtained
for Fragment A, considering both the periodic PBE-D3
geometry and the geometry optimized at ONIOM(CAM-
B3LYP:xTB)-EE. This model is embedded in a large cluster
and electrostatically embedded using the Z-N schemes
outlined earlier. We consider simple Gaussian and vibrational
broadening, generated by the nuclear ensemble approach
(NEA) using stochastic sampling of a Wigner distribution
based on the frequencies obtained for the Franck—Condon
(FC) geometry, as implemented in Newton-X.°>** The
experimental absorption spectrum is shown between 220 and
320 nm to capture the first absorption band.”® The spectrum
shows an intense absorption maximum at 241 nm, with a long
tail extending beyond 300 nm, a challenging feature to capture
without considering the coupling of atomic vibrational motion
to the excited states.

https://doi.org/10.1021/acs.jctc.5c00539
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Figure 10. Absorption spectrum of MOF-S (TD-CAM-B3LYP/cc-pVDZ) compared to the experimental absorption spectrum (ref 65 In each
subplot, Franck—Condon refers to spectra computed by phenomenological broadening of the Franck—Condon (FC) vertical excitations (S;—S;5)
with Gaussian curves (fwhm = 10 nm). Wigner-sampled plots were obtained considering the NEA (200 configurations). Vacuum refers to the
cluster models relaxed in the gas-phase. ONIOM refers to the embedded cluster models, both at the periodic DFT geometry (dashed) and the

relaxed ONIOM geometry (solid). Z0, Z1, Z2, and Z3 refers to the charge redistribution scheme.

For the Gaussian-broadened vertical excitations, the intense
bands of Fragments A and B (both at 238 nm) agree closely
with the experimental value (241 nm), while the maximum is
underestimated for H,BDC (229 nm). The intense band is
only 0.04 eV lower in energy in Fragment A than in Fragment
B. The close agreement between the line shape and peak
position of Fragments A and B, and to some extent H,BDC,
strongly indicates that the intense bands and low-lying states
are contributed solely by the BDC linker in MOF-5. All three
models have low oscillator strength excitations (f > 0.01) in
the region of 251 to 277 nm (4.47 to 4.93 eV) for the low-lying
excited states (see Table S10, TESI), and narrow broadening
was chosen to avoid obscuring them. The first intense band (f
> 0.3) at 4.85 to 5.42 eV (229 to 256 nm) dominates the
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absorption maximum. Although these states contribute low
oscillator strength at the Franck—Condon geometry, they may
be vibrationally activated to better capture the long absorption
tail. The low-strength excitations lie close in energy to the BSE-
GW optical gap (4.5 €V) reported previously.”® For Fragment
A, the low oscillator strength excitation (f = 0.025) arises from
S,, while the intense band (f = 0.79) comes from S,. In
contrast, for Fragment B, the first band (f = 0.035) arises from
S,, and the bright band from S, (f = 0.83). It therefore follows
that absorption is dominated by a ligand-centered (LC)
excitation.
This conclusion is supported by the visualization of the
excited-state density difference (Figure S7, see TESI). For each
model, the excitations are localized on the BDC linker and are
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Table 1. Vertical Excitation Energies (eV) and Oscillator Strengths in Parentheses (a.u.) at the S; Minimum Following

Excited-State Geometry Optimization®

System B3LYP PBEO

H,BDC 3.10 (0.000) 3.22 (0.000)

3.15 (0.000) 3.20 (0.000)
Fragment A 4.07 (0.024) 4.07 (0.027)

3.67 (0.160) 3.83 (0.148)
ONIOM-Z3 4.16 (0.023) 4.29 (0.026)
Fragment B 2.89 (0.000) 3.22 (0.000)
Periodic 4.18 (0.010) 4.30 (0.009)

®B97X-D CAM-B3LYP ADC(2)
3.77 (0.000) 3.77 (0.000) 4.37 (0.031)
- 3.90 (0.130) -
4.41 (0.031) 4.42 (0.031) 4.33%
- 3.82 (0.137) -
4.49 (0.030) 448 (0.032) 4.48%%
4.36 (0.030) 4.40 (0.029)
- 4.48 (0.004) -

“Where calculated, MRSF-TDDFT values are given in the row below in italics. TDDFT calculations used the cc-pVDZ basis set. *ADC(2)/def-

SVP for Fragment A. **ADC(2)/def2-SVP at PBEOS; min.

qualitatively similar in nature. This remains true for H,BDC,
despite a different truncation procedure from the crystal (i.e., a
terminal carboxyl group). In Fragment B, the only model with
multiple BDC units, excitations are seen on two of the BDC
units, with small density on the first for S,, indicating some
exciton formation and concomitant stabilization of the state.
The excitonic coupling between the BDC portions of the
molecule is small (20 meV by the half-gap rule). The LC
character of the excitations is unsurprising, given that MOF-5
is Zn-based (d'°), and consequently, the metal center does not
participate in the excited states of the framework. LMCT,
MLCT, or MC excitations are unlikely to be signiﬁcant.éz’67 An
LLCT mechanism also appears unlikely, as the introduction of
new linkers in Fragment B does not produce a bright charge
transfer excitation in any of the functionals studied, suggesting
that the results are converged with respect to model size. The
other functionals studied (vide infra) showed qualitatively
similar absorption spectra, but only the other range-separated
hybrid, @B97X-D, showed similar agreement in peak position.”’

In the vibrational-broadened spectra, the improvement from
H,BDC to the experimental spectrum is most notable, with the
absorption maximum shifted to 239 nm, much closer to that of
the larger MOF fragment models. The spectra of Fragments A
and B are also slightly shifted to 242 nm. In all models, the
low-lying states show a significant increase in oscillator
strength, contributing primarily to the long-wavelength tail.
The line shape of Fragment B is broader due to the much
wider range of displacements (i.e, the number of vibrational
modes) present. The simulations of absorption spectra for the
models in vacuum clearly show that the lower-energy
excitations are localized on the BDC linker. Because of this,
we used only Fragment A to assess the effect of the crystal
environment on the absorption spectrum.

The absorption maximum at the periodic DFT geometry is
red-shifted compared to the experimental data, whereas the
ONIOM S, structure shows excellent agreement, similar to the
vacuum calculation. This holds regardless of charge redis-
tribution. Across all PCE, the periodic DFT geometry
absorption maxima range from 245 to 246 nm, whereas the
ONIOM spectra are placed between 238 and 241 nm, in line
with the experimental maximum of 241 nm. Interestingly, both
structures capture the broadening well, and better than the
Fragment A model in vacuum. The improvement following
optimization is largely independent of the charge scheme. This
likely stems from the nature of the bond at the C—C carbon in
the carboxyl region of the BDC linker. Although charge density
is delocalized over these sp>-hybridized carbons, the bond is
very neutral, and the M, charge is small, resulting in minimal
overpolarization. The high porosity of the framework means
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the remaining charges do not provide a large perturbation to
the QM wave function energy. This is similar to what was
observed in models C,; and C;,, where a small M, charge can
result in good accuracy, despite charges close to the boundary.
This is akin to what was found in QMOF-d29cec2.

In MOFs with a much denser structure, both the restriction
of torsional motion available to its secondary building units
and proximity to the charge distribution would suggest a larger
influence on the QM region by the mechanical and
electrostatic embedding, respectively. However, in MOF-S,
the breaking of conjugation at the organic—inorganic interface
and the lack of strong excitonic coupling between subunits
suggest that the local relaxation Franck—Condon geometry is a
reasonable approximation. In particular, the high porosity of
the framework means that many of these groups are relatively
isolated from the rest of the framework. Consequently, the
constraints imposed by the environment center around critical
coordinates (i.e., the bond between the linker and metal node)
at which the local and wider environments are joined.
Previously, vacuum cluster models have been used to model
the photoisomerization of the linker unit in PCN-123, a
derivative of MOEF-$ in which the BDC linker is functionalized
with azobenzene. In PCN-123, the large pores do not
significantly restrict the range of motion available to the
linker, and therefore, an isolated cluster model is justiﬁed.68
Additionally, in models C,; and Cs, in diC,—BTBT, a small
M, charge can result in minimal overpolarization and good
performance of a model independent of charge redistribution.
Moreover, in the case of MOF-S, mechanical embedding
dominates, and overpolarization is minimal. Consequently,
MOFs with greater flexibility in the underlying scaffold, smaller
pores, or large charge density on the building unit may show
larger discrepancies between isolated cluster and embedded
cluster calculations.

The success of the nuclear-ensemble approach highlights the
molecular nature of MOFs. In conventional (ionic) solids,
vibrational modes in crystals are characterized by the collective
vibration of the lattice (phonons).* Although phonons are
crucial to many MOF processes,”””" such as the breathing of
pores in the low-frequency range, our results indicate that high-
frequency vibrations (bond-stretching, wagging, etc.) can
profoundly influence the excited states and be leveraged in
local cluster models. Mapping protocols between phonon and
local vibrational analysis are indeed interesting and applicable
to molecular crystals. For instance, certain propeller-shaped
blue emitters, displaying AIE, have been effectively charac-
terized in the past through local vibrations.”> Consequently, we
have demonstrated that cluster models can provide critical
insight into the vibronic coupling of MOF solids.

https://doi.org/10.1021/acs.jctc.5c00539
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3.4.2. S; Minimum. Finally, we investigate the emission
spectrum of MOEF-S by relaxing the S, state. Following Kasha’s
rule,”” radiative fluorescent emission (S, — S,) is expected to
occur from the lowest-energy singlet state, S;. MOF-S is Zn-
based, suggesting that spin—orbit coupling is not significant,
and therefore, phosphorescence is not expected to contribute
to the photoluminescence spectrum. The localization of
excited states on SBUs suggests that characteristics similar to
molecular crystals should be observed, where embedded
cluster models have previously shown the localization of the
emissive excited state on a single molecule, even if absorption
is initially delocalized.”® Experimentally, the maximum has
been reported at 375 nm® (3.31 eV) and 355 nm®” (3.49 V),
with the peak position varying depending on the quality of the
MOE-S crystal, which is notoriously difficult to obtain. We
ensure that the activated crystal is modeled as per Villemot et
al.,, and plot both spectra for clarity.

Table 1 reports S; minima calculated at a range of levels of
theory (TDDFT, MRSE-TDDFT, ADC(2), ONIOM) for our
cluster models, as well as periodic TDA calculations on the
MOF crystal. In the TDDFT/cc-pVDZ calculations, a strong
dependence on the functional is observed, with significant
differences between the range-separated and global hybrid
functionals. For the H,BDC ligand, TD-PBEO and TD-B3LYP
optimizations predict S, minima at 3.10 and 3.28 eV,
respectively, which are red-shifted by more than 0.5 eV
compared to the range-separated hybrids which place the S,
minimum at 3.77 eV. Visualization of the S§;—S, density
differences (Figure 11) reveals that the lower energy S; minima
have nz* character about the carbonyl group; the state is dark
because the transition is symmetry-forbidden.

In contrast, TDDFT on Fragment A indicates S; is an LC
excitation with small oscillator strength and zz* character, at
4.07 eV for the global hybrids and 4.41—4.42 eV for the range-
separated functionals. For Fragment B, a significant split is
observed: TD-B3LYP and TD-PBEO predict a dark LLCT
state at 2.89 and 3.22 eV, respectively, while CAM-B3LYP and
@B97X-D weakly predict a bright LC (zz*) state at 4.36 and
4.40 eV. The demanding size of Fragment B made converging
a single-point ADC(2)/def2-SVP challenging, however a
preoptimized calculation (i.e., an uncertainty of 0.02—0.03
€V) placed S; at 4.37 €V at the B3LYP geometry, suggestive of
the spurious nature of the LLCT state. It is well established
that global hybrid functionals tend to underestimate the
energies of charge-transfer (CT) states.'® Previously, TDDFT
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calculations with BLYP (i.e., a GGA functional with no
exchange whatsoever) reported an LLCT emission mechanism
in MOF-5.”* Finally, a fourth cluster model (Fragment C, see
TESI) containing the square pore structure (4 nodes + 4
linkers), and therefore retaining some of the geometric
restraints from the actual framework, gives energies in the
range 4.08—4.42 confirming that the size of our models is
converged with respect to the crystal.

Indeed, the S;—S, density differences are qualitatively similar
to those obtained for absorption (Figure S6, see TESI)
However, these S, minima are approximately 0.4 eV more
stable than the FC geometry and much higher in energy than
experiment, suggesting that the emissive S, geometry may not
have been reached and that the optimized structure may
correspond to a different local minimum on the surface. In all
cases, absorption was delocalized but largely uncoupled. For
the range-separated hybrids, this result is consistent with
observations for emissive states in molecular crystals, where the
excitonic state localizes on a single molecule during
relaxation.”® This corroborates the predictions of higher
quality functionals and suggests that the contribution of
double excitations is small, a conclusion also supported by
experimental evidence for an LC mechanism.®” Villemot et al.
showed that MOF-S solvated in DMF, DMSO, and DCM
exhibits similar peak positions (342—363 nm) and vibronic
structure to H,BDC dissolved in these solutions, strongly
suggesting that emission arises from a single excitation on the
linker, regardless of the solvation environment.®”

The ADC(2) minima for all models lie in the range 4.33—
4.39 eV, suggesting a common excited state (LC) has been
obtained in all cases. For H,BDC, the ADC(2) S, state is
higher in energy with respect to the TDDFT results, however,
the small oscillator strength (f= 0.03) suggests this S, state has
different character. For Fragments A and B the ADC(2)
calculations exclusively corroborate the range-separated hybrid
results, indicating results from these functionals, and indeed
these S; minima, are the most reliable, at least when calculating
using a single reference method, despite the blue-shift with
respect to experiment. Notably, the energies of the LC states
agree very well with the periodic TDA results, which place
weakly bright (f = 0.004—0.01) emission minima at 4.30 eV for
TDA-PBEO and 4.48 eV and TDA-CAM-B3LYP. An NTO
analysis shows the minimum is LC in nature. These results lie
in markedly close in agreement with our excited-state
ONIOM-EE optimizations at the TDDFT:xTB level for each
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Figure 12. Emission spectra computed from the NEA: (top) H,BDC using TD-PBEO.cc-pVDZ and MRSF-PBEO/cc-pVDZ; (bottom) Fragment A
with MRSF-CAM-B3LYP/def2-SVP. The shifted spectrum is also shown Two reference spectra from experiments are also plotted (refs 67 and 65).

functional. This consistency is a strong indicator that the
ONIOM model is accurate. Indeed, the closer agreement with
the periodic reflects that the ONIOM model, unlike the
vacuum clusters, is mechanically and electrostatically coupled
to the crystal. Charge transfer is inherently related to the
proximity of the interacting fragments,” and the restriction of
the geometry optimization by the periodic arrangement is
critical in the accessibility of these states. This is especially true
for LLCT states, where the linkers are most spatially separated.
As a result, LLCT is not accessible with global hybrids in the
periodic calculations either, as the constraints of the solid
prevent the ligands from approaching closely enough to
stabilize the LLCT state. Moreover, this confirms that any
disagreement with the experiments is not related to the use of
cluster models or the quality of the embedding, but to the level
of theory itself.

Consequently, to account for multireference character of the
wave function, we consider Mixed Reference Spin-Flip
TDDFT (MRSF-TDDFT), a method derived from SE-
TDDFT with the significant advantage that the response
states are spin-pure due to the use of a mixed reference,
providing a good balance of dynamical and nondynamical
correlation.”””” MRSF-TDDFT calculations for H,BDC
predict that the minima for PBEO and B3LYP (3.15-3.20
eV) are similar to TDDFT. However, CAM-B3LYP shows a
minimum at 3.90 eV with much larger oscillator strengths
(0.130), suggesting this state is no longer nz*. For fragment A,
MRSE-TDDFT predicts S; minima in the range 3.72 to 3.82
eV with appreciable oscillator strength, much closer to the
experimental value of 3.49 eV. The main transition (around
90% across all levels of theory) is associated with a HOMO—1
to LUMO electronic excitation, with a minor contribution
from HOMO to LUMO+1, all of which lie predominantly on
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the linker. This suggests that multireference effects may
influence the prediction of emission in MOF-5, and the triplet
reference state used in MRSF-TDDFT provides a better
reference for the excited states of MOF-5. This is also
consistent with previous calculations on the H,BDC ligand in
the crystalline phase, where CASPT2 showed better agreement
with experiments than TD-wB97X-D.”® Additionally, this
excitation is localized on a portion of the molecule absent in
MOFE-§, raising doubts about the validity of this emissive state
in the MOF crystal. Indeed, H,BDC, shows remarkable
agreement with experiment, despite being, in principle, the
least faithful approximation to the true MOF-5 crystal. We
considered whether, due to the complexity of MOF synthesis,
the error could lie in the characterization of the material, for
instance, the presence of defects or unreacted H,BDC in the
MOE-S cages. However, our experimental reference comes
from studies Sé)eciﬁcally focusing on the purity and quality of
the crystals.”>®’

3.4.3. Emission Spectra. Having extensively characterized
the emissive minimum, we use the NEA to compute the
emission spectrum for H,BDC, Fragment A, and Fragment B
with TDDFT and MRSF-TDDFT (Figures 12 and S11, see
ESI). A new interface between Newton-X** and OpenQP”’
was implemented to enable the simulation of the electronic
spectra using the NEA, including multireference character.
Vibrational broadening is particularly important, as displace-
ment along normal modes allows the selection rules to be
relaxed by breaking symmetry, enabling dark states to become
bright.

First, for H,BDC, the TD-PBEO and MRSF-PBEOQ spectra
once again show remarkable agreement with the experimental
spectra, reflecting the fact that emission is attributable to the
organic linker rather than the metal node. The emission peaks
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at 367—369 nm coincide very well with the experimental
reference at 375 nm, although they are slightly blue-shifted
compared to the broader reference at 355 nm. The CAM-
B3LYP emission spectra for H,BDC (Figure S11, see TESI)
are blue-shifted, similar to the MOF fragments.

The spectrum for Fragment A with MRSF-CAM-B3LYP are
the most interesting. The emission energy is overestimated by
around 0.6 eV, however, the spectrum shows exceptional
agreement in the line shape, capturing the broad emission tail
to longer wavelengths, as well as the shoulder at the higher end
of the spectrum. Consequently, we are confident that the
emission in MOEF-S follows an LC mechanism, although some
refinements in the level theory (e.g., larger basis, DFT
functional, many-body effects) are likely required for better
agreement in the vertical excitation energies. Indeed, we also
computed the emission for Fragment B at the TDDFT level, as
MRSF-TDDFT was prohibitively expensive for such a large
cluster. Both TD-CAM-B3LYP and TD-PBEOQ exhibit sharp
emission peaks from the LC state, at 281 and 301 nm.
However, TD-PBEO also shows a second broad emission peak
from 330 to 450 nm, corresponding to the LLCT excitation.
This ostensibly shows remarkable agreement with experiment,
however, this is an artifact of the functional, and is unlikely to
be a dominant radiative pathway in the true MOF-5 crystal.

4. CONCLUSIONS

In this work, we have systematically studied the cluster and
embedded cluster approaches for simulating the excited states
of crystalline materials, spanning weakly- to strongly bound
crystals, from molecular crystals to MOFs. Through this
survey, we have illustrated the tremendous complexity of
excited states in the condensed phase, as well as the frequent
ability of very small models to capture the key characteristics.
In particular, we have leveraged electrostatic embedding and
implemented a new ONIOM(QM:QM’)-EE method in
fromage, enabling rapid deployment in crystal studies requiring
bond cutting. This has allowed us to analyze the long-range
dependency on the crystal environment.

First, diC,—BTBT illustrated the extent of the perturbation
by the environment, depending on the electrostatic treatment
near the QM:QM’ boundary. It is well-known in hybrid
QM:QM’ studies that overpolarization by unphysical electro-
statics at the boundary critically influence the excited-state
energies. By cutting along the aliphatic group, we showed both
the model itself but also the size of the M, charge closest to the
boundary, both play critical roles in the accuracy of the
calculated excited-state energies and oscillator strengths. In all
cases, electrostatic embedding was imperative to achieve
results comparable to the full ONIOM reference. The well-
established Z-N charge redistribution schemes were most
effective for excited-states to remove overpolarizing point
charges at the QM:QM’ boundary. The RC and RCD schemes
performed less well than we expected for excited states, likely
due to a lack of tuning in the redistribution point, here fixed as
the midpoint of the M;-M, bond. These results generalized
across a range of common wave function (HF, CC(2)) and
density functional (GGA, PBEO) methods, and basis sets
(STO-3G, 6—31G**, TZVP, def2-SVP).

Second, polythiophene demonstrated the limits of electro-
static embedding, focusing on model construction over the
perturbation by the environment. In highly delocalized
systems, ensuring a model contains the relevant electronic
structure is challenging. Cluster models are best suited to
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systems with coherent hopping transport, and therefore
polythiophene, a semiconductor, illustrated the point at
which the cluster model approach breaks down. At this limit,
intramolecular effects strongly stabilize the singlet excited
states due to through-bond conjugation. Additionally, incor-
poration of intermolecular effects via adjacent chains
influenced the state, but our large aggregate model showed
that the dominance of intra-over intermolecular effects
outweighed the effect of PCE. This has strong implications
for studies on (band-)conductive MOFs.

Third, QMOF-d29cec2 extended the study to MOFs,
facilitating direct comparison between periodic TDA-DFT on
the conventional cell, 2 X 2 X 2 supercell, and a molecule-in-a-
box. We revealed that in this hypothetical material, there is
virtually no excitonic coupling. This enables excellent agree-
ment between our truncated molecular models and the fully
periodic solid, reflecting findings in the field of MOF excited
states.'”'” Indeed, the agreement is such that periodic
embedding provides only a small perturbation to the excited
states. For highly porous MOFs, the benefits of the embedded
cluster model, relative to the time taken to build such a model,
are limited. However, in MOFs with a denser unit cell and
smaller pores than QMOF-d29cec2, a larger effect is
anticipated. Diabatization schemes for direct calculation of
these couplings may prove an exciting avenue for future
research.”>*

Finally, with the understanding of cluster and embedded
cluster simulations built thus far, we investigated the
absorption and emission spectra of MOF-5. Obtaining pristine
MOF-5 crystals is experimentally challenging (e.g, defect
concentration, purity, and solvation effects), introducing
ambiguity in both experimental and theoretical character-
ization of absorption and emission. In this work, we have
shown through three models that at least three linkers were
required for good recovery of the first absorption band. We
report absorption spectra of MOF-S with vibrational broad-
ening from Wigner-sampling, using both clusters in vacuum
and in the crystalline phase through the use of ONIOM
embedded cluster calculations, which also reproduce the first
absorption band well. From these results, we draw a unique
comparison to molecular crystals, where the localization of
excited states and dominance of local high-frequency vibrations
lead to excellent agreement with both our calculated spectra
and the experimental data. Similarly, the relationship between
phonon and molecular vibrations will be the subject of future
work.

Additionally, we report S, minima to investigate the
emission spectra for MOF-S. Periodic TDA and ONIOM
calculations show close agreement, providing strong evidence
that we have built a consistent and accurate framework for
modeling emission in MOF-5, and that it indeed follows an LC
mechanism. However, vertical excitation energies at the
emissive state are consistently overestimated, with ADC(2)
calculations corroborating our range-separated functional
calculations, suggesting that double excitations do not play a
significant role in the emission process. In our larger models,
TD-PBEO and TD-B3LYP predict a spurious LLCT state in
Fragment B, emphasizing the need for using range-separated
functionals in MOF calculations, something that is essential in
fundamental band gap predictions.”®> Our periodic and
ONIOM calculations show that mechanical constraints of the
crystal environment, render this CT state inaccessible.
Quantum chemical calculations will always critically depend
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on error cancellation, and in MOFs, the high degree of
complexity merits careful selection of the DFT functional.
From this perspective, we recommend the use of long-range
corrected functionals, where possible, in the study of MOFs,
but, as usual in density functional studies, it is imperative to
benchmark the functional. Best results were obtained when
including multireference effects. Good agreement with the
experiment was found in just the H,BDC linker using MRSF-
TDDFT calculations, and in our optimizations of fragment A.

Moreover, these final endeavors into emission in MOF-5
highlight the challenges and benefits of using cluster and
embedded cluster models in condensed-phase excited-state
studies. Across all of the systems studied, we have built a
heuristic framework illustrating the challenges and solutions to
recover these excited states in molecular crystals, conjugated
polymers, and MOFs. In future work, we intend to apply this
protocol to MOFs with more exotic photophysical and
photochemical properties.
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