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Abstract—Both fluid antenna system (FAS) and reconfigurable
intelligent surface (RIS) are promising technologies that enhance
the performance of wireless communications. This letter studies
the power minimization problem under quality of service (QoS)
constraints in a multiuser FAS-RIS-aided system, where each user
is equipped with a planar FAS, and the base station (BS) has
multiple fixed-position antennas (FPAs). The precoding vectors,
the RIS elements, and the user antenna positions are iteratively
optimized to minimize the transmit power. Our simulation results
show that the proposed approaches require much less transmit
power to achieve the QoS than the FPA counterpart.

Index Terms—Fluid antenna system, reconfigurable intelligent
surface, antenna position optimization, power minimization.

I. INTRODUCTION

FLUID antenna system (FAS) has recently been proposed
to greatly improve spatial diversity and enable massive

connectivity, e.g., [1], [2], [3]. FAS represents any form of
shape-flexible, position-flexible antenna systems [4], [5], such
as liquid-based antenna [6], RF pixel-based antenna [7], meta-
material based antenna [8], and movable antenna [9]. FAS has
also innovated multiple access by enabling users to access the
highs and lows of the fading envelopes in the spatial domain.
The concept of fluid antenna multiple access (FAMA) can be
interpreted as ‘beamforming by nature’ to mitigate inter-user
interference, without actually performing beamforming at the
transmitter [4]. In [10], the outage probability for two-user
FAMA was analyzed while [11] tackled the energy efficiency
problem of a multiuser FAMA through a mean-field game.

Recent efforts also combined FAS with other technologies.
Fairness issues of non-orthogonal multiple access and orthogo-
nal multiple access systems using FAS were recently addressed
in [12]. In [13], [14], the authors studied the performance of
FAS in improving the integrated sensing and communication
(ISAC) systems. The system delay of mobile edge computing
networks was investigated in [15]. Reinforcement learning was
employed in [16] to maximize the sum rate for opportunistic
FAMA systems. FAS was further considered as a relay in [17],
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Fig. 1. A multiuser FAS-RIS-aided system where the users and the BS are
equipped with 2D fluid antennas and FPAs, respectively.

showing improvement in the sum rate by 125%. In [18], FAS-
aided wireless information and power transfer was evaluated
under imperfect channel state information (CSI).

On the other hand, reconfigurable intelligent surface (RIS) is
a promising technology that improves wireless communication
coverage with low power consumption, e.g., [19], [20]. How-
ever, the cascaded channel fading effect in RIS systems often
leads to a reduction in received signal power, posing a signif-
icant challenge. In this context, FAS can provide users more
spatial degrees of freedom (DoF) to effectively reduce the
effect of noise. The performance analysis of RIS-aided FAS
was first given in [21]. The sum-rate maximization problems
of RIS-assisted systems were investigated in [22] and [23],
where the FASs were equipped on the unmanned aerial vehicle
(UAV) and the base station (BS), respectively. The authors of
[24] investigated FAS and RIS-assisted index modulation in a
millimeter-wave system, and proposed a transmission scheme
with low hardware cost and power consumption to improve
the error performance and the spectral efficiency. The impact
of equipping position-flexible elements on RIS was evaluated
in [25], [26]. However, the power minimization problem of a
FAS-RIS-assisted multiuser system has not been studied.

This letter studies the transmit power minimization problem
of a FAS-RIS-aided downlink system in which the users and
the BS are equipped with a single-antenna FAS and multi-
ple fixed-position antennas (FPAs), respectively. Due to non-
convexity, we iteratively optimize the precoding vectors, phase
shift of the RIS, and the user antenna positions. Simulation
results show that FAS can achieve the quality of service (QoS)
constraints with much less power than FPA.

II. SYSTEM MODEL

A. Signal Model
We consider a FAS-RIS-assisted downlink system as shown

in Fig. 1, where the BS transmits messages to U users on the
same physical channel. Each user is equipped with a single-
antenna two-dimensional (2D) FAS of size S = [0,W ]×[0,W ]
while the BS has M FPAs. In the FAS, the antenna can be
instantly switched to any position within the given region. We
also consider a RIS with a passive reflecting uniform planar
array (UPA) of dimension N = N1 × N2 in the system to
assist the communication from the BS to the users.
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Let wu ∈ CM×1 and vu = [xu, yu]
T represent the precod-

ing vector and the antenna position of user u, respectively.
Then the received signal at the u-th user is given by

zu = (hr
u(vu)ΘG+ hd

u(vu))

U∑
k=1

wksk + nu, (1)

where su ∼ CN (0, 1) is the symbol for user u, hd
u(vu) ∈

C1×M and hr
u(vu) ∈ C1×N are respectively the direct channel

from the BS to user u and the RIS-user u channel, the diagonal
matrix Θ = diag(ejθ1 , . . . , ejθN ) is the reflection-coefficients
matrix of the RIS, G ∈ CN×M is the channel between the
BS and the RIS, and nu ∼ CN (0, σ2

u) is the additive noise.
Denote the user index set by U = {1, . . . , U}. The signal-to-
interference-plus-noise ratio (SINR) at user u is given by

ηu(wU ,Θ,vu) =

∣∣(hr
u(vu)ΘG+ hd

u(vu))wu
∣∣2∑

k 6=u |(hr
u(vu)ΘG+ hd

u(vu))wk|
2
+ σ2

u

.

(2)

B. Channel Model

1) BS-user channel: Denote the number of propagation
paths of the BS-user u direct channel by Ld

u, and the complex
channel gain of the l-th path by γd

u,l ∼ CN (0, 1). Using the
geometric channel model, the direct channel between the BS
and user u can be modeled as [27]

hd
u(vu) =

Ld
u∑

l=1

γd
u,lr

d
u,l(vu)

(
td
u,l

)H
, (3)

where td
u,l and rd

u,l denote the steering vector at the BS side
and the steering element at the user side, respectively, and the
superscript ‘d’ indicates that it is the direct link between the
BS and the user. Denote the angle of departure (AoD) of the
l-th path from the BS to user u by ζd

u,l. Then we have

td
u,l =

[
1, e−j

2π
λ dBS cos ζ

d
u,l , . . . , e−j

2π
λ (M−1)dBS cos ζ

d
u,l

]T
, (4)

where λ is the wavelength and dBS is the BS antenna spacing.
For the BS-user u channel, the azimuth and elevation angles

of arrival (AoAs) of the l-th path are denoted by φd
u,l and θd

u,l,
respectively. The distance difference in the l-th path of the BS-
user u channel between vu and its origin [0, 0]T is

ρd
u,l(vu) = xu sin θ

d
u,l cosφ

d
u,l + yu cos θ

d
u,l. (5)

As a consequence, the steering element at user u is rd
u,l(vu) =

e−j
2π
λ ρ

d
u,l(vu). Now, we denote
rd
u(vu) =

[
rd
u,1(vu), . . . , r

d
u,Ld

u
(vu)

]
∈ C1×Ld

u ,

Γ d
u = diag{γd

u,1, . . . , γ
d
u,Ld

u
} ∈ CL

d
u×L

d
u ,

T d
u =

[
td
u,1(wu), . . . , t

d
u,Ld

u
(wu)

]
∈ CM×L

d
u ,

(6)

based on which (3) can be rewritten in matrix form as

hd
u(vu) = r

d
u(vu)Γ

d
u

(
T d
u

)H
. (7)

2) BS-RIS channel: Denote the number of paths, AoD, and
azimuth-elevation AoAs of the BS-RIS channel by Lbr, ζbr

l ,
and (φbr

l , θ
br
l ), respectively, where the superscript ‘br’ indicates

that it is the link between the BS and RIS. Denote $br
l =

sin θbr
l cosφbr

l . The steering vectors of the BS and the RIS are,
respectively, written as tbr

l =
[
1, e−j

2π
λ dBS cos ζ

br
l , . . . , e−j

2π
λ (M−1)dBS cos ζ

br
l

]T
,

rbr
l = rbr1

l ⊗ r
br2
l ,

(8)

where
rbr1
l =

[
1, e−j

2π
λ dr cos θ

br
l , . . . , e−j

2π
λ (N1−1)dr cos θ

br
l

]T
,

rbr2
l =

[
1, e−j

2π
λ dr$

br
l , . . . , e−j

2π
λ (N2−1)dr$

br
l

]T
,

(9)

are respectively the steering vectors with respect to the vertical
direction and horizontal direction of the RIS, dr is the RIS
element spacing. Let γbr

l ∼ CN (0, 1) denote the complex
channel gain. Then the BS-RIS channel can be written as

G = RbrΓbrT
H
br , (10)

where 
Rbr =

[
rbr
1 , . . . , r

br
Lbr

]
∈ CN×Lbr ,

Γbr = diag{γbr
1 , . . . , γ

br
Lbr
} ∈ CLbr×Lbr ,

Tbr =
[
tbr
1 , . . . , t

br
Lbr

]
∈ CM×Lbr .

(11)

3) RIS-user channel: Similarly, for the RIS-user u channel,
the number of propagation paths, and the azimuth and eleva-
tion AoDs of the l-th path from the RIS to user u are denoted
by Lr

u, ξr
u,l, and ζ r

u,l, respectively, where the superscript ‘r’
indicates that it is the link between RIS and the user. Denote
$r
u,l = sin ζ r

u,l cos ξ
r
u,l. The steering vector of the RIS-user u

channel is given by

tr
u,l = t

r1
u,l ⊗ t

r2
u,l, (12)

where
tr1
u,l =

[
1, e−j

2π
λ dr cos ζ

r
u,l , . . . , e−j

2π
λ (N1−1)dr cos ζ

r
u,l

]T
,

tr2
u,l =

[
1, e−j

2π
λ dr$

r
u,l ,. . ., e−j

2π
λ (N2−1)dr$

r
u,l

]T
.

(13)
Denote the azimuth-elevation AoAs of the l-th path by
(φr
u,l, θ

r
u,l). The steering element of the RIS-user channel at

user u is rr
u,l(vu) = e−j

2π
λ ρ

r
u,l(vu), where

ρr
u,l(vu) = xu sin θ

r
u,l cosφ

r
u,l + yu cos θ

r
u,l. (14)

Then the RIS-user u channel can be modeled as

hr
u(vu) =

Lr
u∑

l=1

γr
u,lr

r
u,l(vu)

(
tr
u,l

)H
, (15)

where γr
u,l ∼ CN (0, 1) is the complex channel gain. Similar

to the BS-user channel, (15) can be rewritten as

hr
u(vu) = r

r
u(vu)Γ

r
u (T

r
u)
H
, (16)
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where
rr
u(vu) =

[
rr
u,1(vu), . . . , r

r
u,Lr

u
(vu)

]
∈ C1×Lr

u ,

Γ r
u = diag{γr

u,1, . . . , γ
r
u,Lr

u
} ∈ CL

r
u×L

r
u ,

T r
u =

[
tr
u,1(wu), . . . , t

r
u,Lr

u
(wu)

]
∈ CN×L

r
u .

(17)

C. Problem Formulation

Our aim is to minimize the transmit power by optimizing
the precoding vectors wU , the phase shift matrix of the RIS Θ,
and the antenna positions vU of all the users. Mathematically,
the problem can be formulated as

min
wU ,Θ,vU

U∑
u=1

‖wu‖2 s.t.


ηu(wU ,Θ,vu)≥εu,∀u∈U ,
vu ∈ S, ∀u ∈ U ,
0 ≤ θn ≤ 2π, ∀n ∈ N ,

(18)

where εu is the SINR target for user u and N = {1, . . . , N}.
III. PROPOSED SOLUTION

A. Alternative Optimization

Since (18) is non-convex, we alternatively optimize wU , Θ,
and vU . For given vU , (18) is a classical optimization problem
for RIS. Thus, we optimize wU and Θ using the approach in
[19]. For given wU and Θ, (18) becomes

min
vU

U∑
u=1

‖wu‖2 s.t.

{
ηu(vu) ≥ εu, ∀u ∈ U ,
vu ∈ S, ∀u ∈ U .

(19)

For convenience, we denote hr
u(vu)ΘG+hd

u(vu) by hu(vu).
Then, based on (2), the SINR constraint can be equivalently
rewritten as

|hu(vu)wu|2−εu

 U∑
k 6=u

|hu(vu)wk|2+σ2
u

≥ 0,∀u∈U . (20)

As the SINR constraint is still non-convex, we move it into
the objective function by introducing a penalty τ and get

min
vU

U∑
u=1

‖wu‖2−τ
U∑
u=1

[
|hu(vu)wu|2−εu

U∑
k 6=u

|hu(vu)wk|2−εuσ2
u

]
s.t. vu ∈ S, ∀u ∈ U . (21)

Dropping the constants, (21) can be transformed to

max
vU

U∑
u=1

|hu(vu)wu|2 − εu U∑
k 6=u

|hu(vu)wk|2


s.t. vu ∈ S, ∀u ∈ U . (22)

As the antenna position of each user is independent, (22) can
be decomposed into U subproblems. For user u, we have the
corresponding objective function

f(vu) , hu(vu)wuw
H
u h

H
u (vu)−εu

U∑
k 6=u

hu(vu)wkw
H
k h

H
u (vu)

= (hr
u(vu)ΘG+ hd

u(vu))Wu(h
r
u(vu)ΘG+ hd

u(vu))
H

= rr
u(vu)Aur

r
u(vu)

H
+ rr

u(vu)Bur
d
u(vu)

H

+ rd
u(vu)Cur

r
u(vu)

H
+ rd

u(vu)Dur
d
u(vu)

H
, (23)

in which we have Wu = wuw
H
u −εu

∑U
k 6=uwkw

H
k , Au =

Γ r
uT

r
u
HΘGWuG

HΘHT r
uΓ

r
u
H, Bu=Γ

r
uT

r
u
HΘGWuT

d
uΓ

d
u
H,

Cu=Γ
d
uT

d
u
H
WuG

HΘHT r
uΓ

r
u
H, and Du=Γ

d
uT

d
u
H
WuT

d
uΓ

d
u
H.

Therefore, we rewrite (22) as U subproblems, where the u-th
subproblem is written as

max
vu

f(vu) s.t. vu ∈ S. (24)

If ∀u ∈ U , the solution of (24) satisfies ηu(vu) ≥ εu, (19)
is solved. Otherwise, (19) is infeasible. In the following, we
propose three methods to solve (24).

1) Discrete Exhaustive Search (ES): As vu ∈ S, a near-
optimal solution can be obtained by discrete ES [28], [29]. In
particular, we divide the entire space of FAS equally into K2

small squares with (K + 1)
2 vertices. The coordinates of the

vertices are contained in the potential position set of the FAS
X = {0, dFAS, 2dFAS, . . . ,W} × {0, dFAS, 2dFAS, . . . ,W},
where dFAS =W/K is the search step. Then, for each user u,
we take the point in X that yields the maximum f(vu) as the
solution of problem (24), i.e.,

v∗u = arg max
v̂u∈X

f(v̂u). (25)

Since the computational complexity of ES is high for large
K, we propose the following two methods.

2) Successive Convex Approximation (SCA) based Method:
As (24) is non-convex and intractable, we successively approx-
imate it in a convex form [30]. According to the second-order
Taylor expansion, we can obtain a lower-bound of f(vu) as

f(vu)≥f(v(i)u )+∇f(v(i)u )T(vu−v(i)u )− δu
2
(vu−v(i)u )T(vu−v(i)u )

=− δu
2
vTu vu +

(
δuv

(i)
u +∇f(v(i)u )

)T
vu

− δu
2
(v(i)u )Tv(i)u −∇f(v(i)u )Tv(i)u + f(v(i)u ), (26)

where v(i)u is the value of vu obtained in the i-th iteration and
δu is a positive real number satisfying δuI2 � ∇2f(vu).

To employ the Taylor series expansion above, we provide
the gradient of f(vu) and the value of δu as follows. De-
noting the (i, l)-th element of Au,Bu,Cu,Du in (23) by
ai,lu , b

i,l
u , c

i,l
u , d

i,l
u , respectively, we have

f(vu) =

Lr
u∑

i=1

Lr
u∑

l=1

ai,lu ψ(u, r, l, r, i) +
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu ψ(u, d, l, r, i)

+

Ld
u∑

i=1

Lr
u∑

l=1

ci,lu ψ(u, r, l, d, i) +
Ld
u∑

i=1

Ld
u∑

l=1

di,lu ψ(u, d, l, d, i), (27)

where ψ(u, χ1, l, χ2, i) = ej
2π
λ (ρ

χ1
u,l(vu)−ρ

χ2
u,i(vu)) and

χ1, χ2 ∈ {d, r}. Denote g1(θ1, φ1, θ2, φ2) = sin θ1 cosφ1 −
sin θ2 cosφ2, g2(θ1, θ2) = cos θ1 − cos θ2. The gradient of
f(vu) over vu can be found as

∇f(vu) =
[
∂f(vu)

∂xu
,
∂f(vu)

∂yu

]T
, (28)

in which ∂f(vu)
∂xu

and ∂f(vu)
∂yu

are given in (29) and (30) (see
bottom of the next page) and
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ϕ1(u, χ1, l, χ2, i) =ψ(u, χ1, l, χ2, i)g1(θ
χ1

u,l, φ
χ1

u,l, θ
χ2

u,i, φ
χ2

u,i),

ϕ2(u, χ1, l, χ2, i) =ψ(u, χ1, l, χ2, i)g2(θ
χ1

u,l, θ
χ2

u,i). (31)

Since ‖∇2f(vu)‖22 ≤ ‖∇2f(vu)‖2F = ( ∂
2f

∂xu2 )
2 +

( ∂2f
∂xu∂yu

)2 + ( ∂
2f

∂yu2 )
2 + ( ∂2f

∂yu∂xu
)2, we can select δu as

8π2

λ2

Lr
u∑

i=1

Lr
u∑

l=1

|ai,lu |+
Lr
u∑

i=1

Ld
u∑

l=1

|bi,lu |+
Ld
u∑

i=1

Lr
u∑

l=1

|ci,lu |+
Ld
u∑

i=1

Ld
u∑

l=1

|di,lu |

,
(35)

which satisfies δu ≥ ‖∇2f(vu)‖F ≥ ‖∇2f(vu)‖2, and thus
δuI2 � ∇2f(vu) based on eigenvalue decomposition. The
second-order derivatives of f are given in (32), (33) and (34)
(see bottom of this page), where

Λ1(u, χ1, l, χ2, i) =ψ(u, χ1, l, χ2, i)g
2
1(θ

χ1

u,l, φ
χ1

u,l, θ
χ2

u,i, φ
χ2

u,i),

Λ2(u, χ1, l, χ2, i) =ψ(u, χ1, l, χ2, i)g
2
2(θ

χ1

u,l, θ
χ2

u,i),

Λ3(u, χ1, l, χ2, i) =ϕ1(u, χ1, l, χ2, i)g2(θ
χ1

u,l, θ
χ2

u,i). (36)

Dropping the constraints of (26), (24) is transformed into

max
vu∈S

−δu
2
vTu vu +

(
δuv

(i)
u +∇f(v(i)u )

)T
vu. (37)

As the objective function of (37) is quadratic concave, it has

the maximum value at v′u = v
(i)
u +
∇f(v(i)u )

δu
. If v′u is inside S,

it is the solution of (37). Otherwise, we can obtain the solution
using CVX. To obtain a good solution, we solve (24) using
the SCA method from κSCA different initial points and let the
position with the largest f(vu) be the solution of problem (24).
This method is summarized in Algorithm 1.

Since CVX utilizes an interior point method to solve a
quadratic program, which usually results in high computational
complexity, we propose the following gradient descent (GD)
method with closed-form solution in each step.

3) GD based Method: Here, we adopt the GD method with
backtracking line search to find the stationary points of f(vu)
[31, Chapter 9] . The antenna position of user u is updated by

v(i+1)
u = v(i)u + µ(i+1)∇f(v(i)u ), (38)

Algorithm 1 SCA for solving (24)
1: Let f∗ = 0.
2: for k=1:κSCA do
3: Let i = 0.
4: Initialize v(i)u which satisfies vu ∈ S.
5: repeat
6: Calculate ∇f(v(i)u ) and δu based on (28) and (35),

respectively.

7: Update v′u = v
(i)
u +

∇f(v(i)u )

δu
.

8: if vu′ ∈ S then
9: Update v(i+1)

u = v′u.
10: else
11: Obtain vu, the solution of (37), using CVX.
12: Update v(i+1)

u = vu.
13: end if
14: Let i = i+ 1.
15: until convergence
16: if f(v(i)u ) > f∗ then
17: f∗ = f(v

(i)
u ) and v∗u = v

(i)
u .

18: end if
19: end for
20: return v∗u as the solution of (24)

where µ(i+1) is the step size for GD in the (i+ 1)-th iteration
and ∇f(v(i)u ) is the gradient in (28). Using the backtracking
line search method, the step size µ starts at 1 and decreases
by the factor β ∈ (0, 1) until the position is within the given
antenna space and the Armijo-Goldstein condition is met, i.e.,

f(v(i+1)
u ) > f(v(i)u ) + αµ(i+1)‖∇f(v(i)u )‖22, (39)

where α ∈ (0, 0.5) is the control parameter for the step size.
Similar to the Section III-A2, we start the GD method from

κGD random positions and select the result with the largest
f(vu) as the solution of (24). The main steps of the proposed
gradient descent method are summarized in Algorithm 2.

∂f(vu)

∂xu
=j

2π

λ

[ Lr
u∑

i=1

Lr
u∑

l=1

ai,lu ϕ1(u,r,l,r,i)+
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu ϕ1(u,d,l,r,i)+
Ld
u∑

i=1

Lr
u∑

l=1

ci,lu ϕ1(u,r,l,d,i)+
Ld
u∑

i=1

Ld
u∑

l=1

di,lu ϕ1(u,d,l,d,i)
]
, (29)

∂f(vu)

∂yu
=j

2π

λ

[ Lr
u∑

i=1

Lr
u∑

l=1

ai,lu ϕ2(u,r,l,r,i)+
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu ϕ2(u,d,l,r,i)+
Ld
u∑

i=1

Lr
u∑

l=1

ci,lu ϕ2(u,r,l,d,i)+
Ld
u∑

i=1

Ld
u∑

l=1

di,lu ϕ2(u,d,l,d,i)
]
, (30)

∂2f

∂xu2
=
−4π2

λ2

[ Lr
u∑

i=1

Lr
u∑

l=1

ai,lu Λ1(u,r,l,r,i)+
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu Λ1(u,d,l,r,i)+
Ld
u∑

i=1

Lr
u∑

l=1

ci,lu Λ1(u,r,l,d,i)+
Ld
u∑

i=1

Ld
u∑

l=1

di,lu Λ1(u,d,l,d,i)
]
, (32)

∂2f

∂yu2
=
−4π2

λ2

[ Lr
u∑

i=1

Lr
u∑

l=1

ai,lu Λ2(u,r,l,r,i)+
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu Λ2(u,d,l,r,i)+
Ld
u∑

i=1

Lr
u∑

l=1

ci,lu Λ2(u,r,l,d,i)+
Ld
u∑

i=1

Ld
u∑

l=1

di,lu Λ2(u,d,l,d,i)
]
, (33)

∂2f

∂xu∂yu
=

∂2f

∂yu∂xu
=
−4π2

λ2

[ Lr
u∑

i=1

Lr
u∑

l=1

ai,lu Λ3(u,r,l,r,i)+
Lr
u∑

i=1

Ld
u∑

l=1

bi,lu Λ3(u,d,l,r,i)+
Ld
u∑

i=1

Lr
u∑

l=1

ci,lu Λ3(u,r,l,d,i)+
Ld
u∑

i=1

Ld
u∑

l=1

di,lu Λ3(u,d,l,d,i)
]
, (34)
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Algorithm 2 GD for solving (24)
1: Let f∗ = 0.
2: for k=1:κGD do
3: Initialize v(1)u which satisfies vu ∈ S. Let i = 0.
4: repeat
5: Let i = i+ 1.
6: Calculate f(v(i)u ) and ∇f(v(i)u ) based on (23) and

(28), respectively.
7: Initialize µ(i+1) = 1.
8: repeat
9: Let µ(i+1) = βµ(i+1).

10: Update v(i+1)
u = v

(i)
u + µ(i+1)∇f(v(i)u ) .

11: Calculate f(v(i+1)
u ).

12: until Armijo-Goldstein condition in (39) is satis-
fied.

13: until convergence
14: if f(v(i+1)

u ) > f∗ then
15: f∗ = f(v

(i+1)
u ) and v∗u = v

(i+1)
u .

16: end if
17: end for
18: return v∗u as the solution of (24)

B. Complexity Analysis

For convenience, it is assumed that the number of propaga-
tion paths for each channel is identical, i.e., Ld

u = Lbr = Lr
u =

L,∀u ∈ U . Noting that the complexity of calculating Au, Bu,
Cu, and Du is F = NML +M2U +M2L, the complexity
of ES is then O((K + 1)

2
L2 + F ). Denoting the maximum

number of iterations by NSCA, the complexity of Algorithm 1
is O(κSCANSCAL

2 + F ). The implementation of Algorithm 2
has a complexity of O(κGDNout(NinL

2+L2)+F ), where Nin
and Nout are the maximum number of iterations of the inner
and outer loops of Algorithm 2, respectively. The complexity
of solving (19) is O(UOs), where Os is the complexity of the
chosen method among ES, SCA, and GD.

IV. SIMULTION RESULTS

In this section, we verify the performance of the proposed
algorithms through Monte Carlo simulations. The carrier fre-
quency is 30 GHz. The noise power σ2

u is set to be −80 dBm.
The azimuth and elevation of AoAs and AoDs follow uniform
distribution over [0, π]. For convenience, we assume the same
number of propagation paths for each channel and the same
SINR target for each user, i.e., Ld

u = Lr
u = Lbr = L,

εu = ε, ∀u ∈ U . In addition, we set α = 0.1, β = 10−3,
K = 5, κSCA = 100, κGD = 10, and dBS = dr = λ/2. The
performance of the strategy that uses FPAs at the users is given
as a benchmark for transmit power comparison.

In Fig. 2, we study how the transmit power changes with a
user antenna position when the other user antennas are located
at the origin (0, 0). We can observe that the required power at
different locations varies from −10 dB to 0 dB, which shows
the necessity of starting SCA and GD schemes from different
initial points to avoid getting stuck in local maxima.

Now, Fig. 3 depicts the minimum transmit power over the
number of users U under different SINR targets ε. Since each
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Fig. 2. Transmit power versus the antenna locations with ε = 3 dB, N1 =
N2 = 5, M = 5, L = 10 and U = 5.
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Fig. 3. Transmit power versus the number of users with W = 3λ, M = 6,
N1 = N2 = 5, and L = 10.

user is equipped with a single fluid antenna, increasing the
number of users also introduces more degrees of freedom into
the system. Therefore, the power savings achieved with fluid
antennas compared to FPAs grow as U increases. Specifically,
as U increases from 2 to 6, the power saved by fluid antennas
increases from 1 dB (26%) to 2 dB (58%) for both SINR
targets (ε = 3 dB and ε = 5 dB).

Finally, Fig. 4 investigates the effect of FAS size on the
transmit power. Since a large antenna provides more spatial
diversity, the transmit power of using GD or SCA initially
decreases with the normalized antenna size. Due to the fact that
the antenna with large space can cover enough local optimal
points, further increasing the antenna size does not bring any
more power reduction. As a result, the transmit power reaches
saturation when the antenna size is about 5λ. In contrast,
the transmit power for the ES scheme increases slightly with
antenna size. This is because we maintain a fixed number of
search points on each fluid antenna, which leads to a decrease
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Fig. 4. Transmit power versus normalized size of fluid antenna with ε =
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in search resolution as the antenna size increases.

V. CONCLUSION

In this letter, we studied the power minimization problem
of a FAS-RIS-aided downlink system under QoS constraints.
We have addressed the problem by iteratively optimizing the
precoding vectors, the phase shift of RIS, and the FAS antenna
positions. ES, SCA, and GD methods were developed to find
the optimal antenna position of each user, while the precoding
vectors and phase shift of RIS were optimized by a classical
algorithm. Simulation results showed that FAS requires much
less transmit power to achieve the target SINR than FPA. This
work assumed perfect CSI, which is difficult to obtain in real-
world applications and that CSI errors may cause the actual
SINR to fall below the threshold, making the optimization
problem infeasible. In the future, robust optimization algo-
rithms should be sought to account for the imperfect CSI case.
In addition, the physical power consumption and reconfigura-
tion time of the RIS and FAS may affect system performance.
Future work is suggested to consider hardware limitations to
offer valuable insights for real-world applications.
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