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ABSTRACT

Computer-Generated Holography (CGH) algorithms relies on pixel-wise evaluation metrics for calculating holo-
grams. Our work addresses a gap in the literature by evaluating various combinations of conventional pixel-wise
metrics such as L2-norm and emerging perceptual metrics including FovVideoVDP1 and ColorVideoVDP.2 We
report the effectiveness of each metric on the quality of the resulting holograms, identifying a set of recipes
describing the optimal combination of visual metrics for high-quality hologram calculation.
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1. INTRODUCTION

Renewed interest in holographic displays in the recent years has triggered a boost in algorithmic research for
CGH.3 Primarly, these CGH algorithms aim to identify holograms that can reconstruct an accurate representation
of a targeted 3D scene. These CGH algorithms could broadly be classified as optimization based,4,5 learning
based6 and hybrid7,8 methods. A typical hologram calculation process could be expressed as the following,
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where Z ∈ R≥0 and Z0 ∈ R≥0 denote the largest and shortest light propagation distance, respectively, P ∈ Z
denotes the total number of color primaries (i.e. RGB → 3), T ∈ Z denotes the total number of subframes
reproducing a full-color image (typically three), l(t,p) ∈ R≥0 represents the light source power for the p-th
primary at the t-th subframe, λp ∈ R700>R>400 and λpanchor

∈ R700>R>400 denotes the wavelength of the active
primary and the anchor primary, respectively, dx ∈ R≥0 represents the physical pixel pitch size of a hologram,
ût, I(p,z) ∈ R≥0 is a target image intensity, s ∈ R≥0 represents a parameter to scale the brightness of a target
image intensity, hp ∈ C denotes the wavelength, λp, and location, z, dependent kernel for propagating a field,
and L represents the loss function that evaluates the intended target image for a given plane and a reconstructed
image by a hologram. Note that l ∈ Rt×p is always an identity matrix in the traditional holograms.

Our work explores a combination of pixel-wise metrics such as L2-norm and emerging perceptual metrics in-
cluding FovVideoVDP1 and ColorVideoVDP.2 Specifically, in addition to conventional losses used in 3D hologram
optimization4 and learning,6 we include these perceptual metrics to our L that is introduced in our hologram
synthesis equation in Eq. 1. We weight the outcomes from traditional pixel-wise metrics used in multiplane
CGH4 and perceptual metrics 1,2 to regularize our hologram optimization process. In our experimentations,
we identified a recipe to weight the loss components in L to improve our hologram optimization routines. Our
practical findings suggest multipling the outcome from FovVideoVDP1 and ColorVideoVDP2 with −1 × 10−4

in addition to weighting existing pixel-wise metrics with one would lead to a slightly improved image quality.
We provide a sample result in Fig. 1, where we also report the metric results. Note that in Fig. 1, P denotes
Peak-to-Signal ratio in Decibels, S denotes Structured-Similarity Index Metric, L denotes LPIPS,9 FV denotes
FovVideoVDP1 and CV denotes ColorVideoVDP.2
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Figure 1. Including perceptual metrics in CGH opti-
mization improves image quality slightly at the cost of
a slight increase in computational complexity.

Our findings suggest that image quality of reconstructed
3D scenes could be improved when using selected percep-
tual metrics ,1,2 see Fig. 1. However, we observed that
the selected perceptual metrics1,2 and emerging perceptual
metrics9 from the literature tend to require more computa-
tional resources. Thus, these perceptual metrics increase the
computational complexity of hologram synthesis described
in Eq. 1. To provide more insights, our Graphical Process-
ing Unit (GPU) optimized CGH optimization code (located
in GitHub:complight/multi color, perceptual multiplane loss
branch) basing on our differentiable toolkit10 and NVIDIA
RTX 3090 GPU, runs %15 slower (1:10 to 1:21) and requires
%2 more GPU memory (6.02 GB to 6.11 GB).

We argue that CGH research community may find it ben-
eficial to investigate on dedicated perceptually-guided visual
quality metrics geared for 3D hologram synthesis problem
described in Eq. 1 as there are novel artifacts in images
displayed on a holographic display (e.g., ringing artifacts4).
In addition, from our experiments, we speculate that there
could be image quality related benefits in training models
for hologram synthesis with these perceptually-guided visual
quality metrics in the future.
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[3] Koulieris, G. A., Akşit, K., Stengel, M., Mantiuk, R. K., Mania, K., and Richardt, C., “Near-eye display and
tracking technologies for virtual and augmented reality,” in [Computer Graphics Forum], 38(2), 493–519,
Wiley Online Library (2019).
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[6] Akşit, K. and Itoh, Y., “Holobeam: Paper-thin near-eye displays,” in [2023 IEEE Conference Virtual Reality
and 3D User Interfaces (VR)], 581–591 (Mar. 2023).

[7] Zhan, Y., Kavaklı, K., Urey, H., Sun, Q., and Akşit, K., “Autocolor: Learned light power control for
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