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Abstract—To support the development of air-ground integrated
sensing and communication (ISAC), network-level performance
analysis is needed for providing an essential guide on the network
design. Following the widely adopted orthogonal frequency-
division multiplexing (OFDM) technology in existing wireless
systems, a cooperative air-ground wireless network based on
OFDM-ISAC is introduced in this paper, where the ISAC-
enabled base stations (BSs) following the two-dimensional ho-
mogeneous Poisson point process (HPPP) distribution serve the
terrestrial communication users while sensing the aerial targets.
In particular, cooperative beamforming schemes are designed
for mitigating the interference among ISAC BSs. First, we
analyze the communication as well as sensing performances in
terms of different metrics including area communication coverage
probability, area communication spectral efficiency, area radar
detection coverage probability, and average Cramér-Rao Bound.
Simulation results are then presented to validate the theoretical
analysis and illustrate the effects of key system parameters on the
network performance. It is observed that both the communication
and sensing (C&S) performances depend on the BS density and
height, while the sensing performance also depends on the height
of sensing target together with the numbers of OFDM subcarriers
and symbols. Moreover, there exists tradeoffs between the C&S
performances with respect to the BS density and height. The
results of this paper provide useful guidance to the design and
implementation of air-ground wireless network for harnessing
the dual benefits of ISAC.

Index Terms—Integrated sensing and communication, orthogo-
nal frequency-division multiplexing, air-ground network analysis,
stochastic geometry, beamforming.

I. INTRODUCTION

As an innovative technological paradigm, integrated sensing
and communication (ISAC) aims to unify the traditionally
separate functions of sensing and wireless communication
within a single system [1]. By leveraging shared resources
such as spectrum, hardware, and signal processing techniques,
ISAC seeks to enhance the efficiency and performance of
both sensing and communication tasks [2]. As one of the key
enabling technologies for the sixth generation (6G) wireless
system, ISAC has attracted increasing research interest from
both academia and industry in recent years [3]–[7]. However,
most of the existing works in this area focus on single cell
rather than the network-level ISAC systems [8], [9].
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Network-level performance analysis helps to gain insights
that can guide the actual deployments of multi-cell wireless
networks. As a powerful mathematical tool, stochastic geom-
etry (SG) has been widely used in a series of communication
network analysis [10]. In [11], the coverage probabilities
and average rates for downlink communication scenarios are
analyzed with the homogeneous Poisson point process (HPPP)
distribution of base stations (BSs) and stationary point process
distribution of communication users (CUs). However, as an
initial exploration in this field, the analysis therein is limited
to the single-antenna case, which restricts the ability to lever-
age the spatial gain provided by multiple antennas. In [12],
the multiuser multiple-input multiple-output (MU-MIMO) in
distributed antenna systems is considered for analyzing the
per-CU throughput and area spectral efficiency, with the co-
operative strategies among multiple distributed antennas in a
typical cellular scenario. Following this work, the randomness
of the BS and CU locations is further considered in [13], based
on which the ergodic sum rate per-BS under different system
parameters is derived. The analysis is further extended to the
millimeter-wave (mmWave) scenarios [14].

In addition to performance analysis of communication net-
works, the sensing performance can also be analyzed via SG
in radar and sensor networks. For example, the achievable
detection probability in orthogonal frequency-division multi-
plexing (OFDM)-based radar networks is investigated in [15]
by employing a Gaussian approximation of the aggregate
interference. [16] makes a step forward by modeling and
analyzing the statistical characteristics of radar interference in
a linear automotive radar network under various vehicle spatial
distribution models. In [17], the co-channel interference for
automotive radar is analyzed using the SG tools.

Compared with communication-only and sensing-only net-
works, ISAC networks involve communication and sensing
(C&S) interference. In [18], the effects of interference on
ISAC performance are analyzed, where the time slots were
divided for communication and sensing separately. As a further
step, the effects of building blockage on the ISAC network
performance are investigated in [19]. Taking simultaneous
C&S into consideration, a mathematical framework is estab-
lished in [20] to characterize the C&S coverage probability
and the ergodic rate in an ISAC network. Moreover, the
C&S performances are jointly considered in [21], where
the sensing performance is evaluated via Cramér-Rao Bound
(CRB). The beamforming (BF) design for ISAC network is
considered in [22], based on which the spectrum efficiency
and energy efficiency are analyzed. Following this line of
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work, the cooperative ISAC is considered to mitigate sensing
interference by applying a customized BF strategy [23]. In
addition, the cooperative BS cluster sizes and the numbers
of CUs/sensing targets (STs) are investigated to achieve a
balanced performance tradeoff between C&S [24].

However, all the above studies focus exclusively on terres-
trial CUs and STs, which might overlook the effects of altitude
differences on aerial CUs or STs. With the rapid development
of non-terrestrial networks and low-altitude economy, the CUs
and STs are not only distributed on the ground but also in
the low-altitude airspace [25]. To support air-ground C&S,
the ISAC BSs are expected to be deployed in 6G networks
[26], where the network performance remains to be analyzed.
Moreover, as the OFDM waveform provides both excellent
communication performance and sufficient flexibility for var-
ious sensing purposes, it is widely adopted in the design of
ISAC networks [27].

In this paper, the network-level C&S performance in a coop-
erative air-ground OFDM-ISAC network is investigated using
SG tools, where the ISAC BSs following a two-dimensional
(2-D) HPPP distribution serve the terrestrial CUs while sensing
the aerial STs. The cooperative BF schemes are designed
for mitigating the sensing interference. The effects of system
parameters on communication and sensing performances are
further analyzed, including the BS density, BS height, ST
height, as well as the number of OFDM subcarriers and
transmission symbols. The main contributions of this paper
are summarized as follows.

• Air-ground OFDM-ISAC network framework: As a new
framework for 6G, the air-ground OFDM-ISAC network
is introduced in this paper, where the ISAC BSs are de-
ployed following the 2-D HPPP distribution to serve the
terrestrial CUs while sensing the aerial STs. Compared
with the conventional ISAC networks with terrestrial CUs
and STs, additional parameters such as BS height and ST
height are taken into consideration.

• Cooperative BF strategies: The BFs of adjacent BSs
are collaboratively designed to mitigate the interference.
A linear zero-forcing (ZF) BF strategy is designed at
the transmitter and a maximum ratio combining (MRC)
BF strategy is designed at the receiver. The cooperative
BF strategies can effectively mitigate the interference
between ISAC BSs.

• C&S performance analysis: The C&S performances are
analyzed in terms of different metrics including area
communication coverage probability (ACCP), area com-
munication spectral efficiency (ACSE), area radar detec-
tion coverage probability (ARDCP) under the constant
false alarm rate (CFAR) criterion, and average Cramér-
Rao Bound (ACRB). For communication, the effects of
system parameters including BS density and height on
ACCP and ACSE are analyzed. The closed form of ACCP
is further derived with the specific path loss exponent
αc = 4. For sensing, the effects of system parameters
such as the number of OFDM subcarriers and symbols
on ARDPC and ACRB are analyzed. The closed form of
the required radar SIR given a specific CFAR is further
derived based on the strongest interferer approximation.

• Guides on network deployment: Simulations are con-
ducted to validate the theoretical analysis and illustrate
the effects of system parameters on the network perfor-
mance. It is observed that increasing the BS height results
in better sensing performance but worse communication
performance, which indicates that there exists a tradeoff
between C&S performances. Moreover, both the ACCP
and ARDCP first increase and then decrease with the
increasing BS density, while the maximum ACCP or
ARDCP is achieved at different BS densities. The sensing
performance can be further improved by increasing the
numbers of OFDM subcarriers and symbols, or decreas-
ing the ST height. These results serve as useful guides
on the deployment of air-ground OFDM-ISAC networks
for achieving balanced C&S performances.

The rest of the paper is organized as follows. The air-ground
OFDM-ISAC network framework is introduced in Section
II. The C&S performances in terms of different metrics are
analyzed in Section III and Section IV, respectively. Section
V and Section VI provide simulation results and conclusions,
respectively.

Notations: In this paper, boldface letters refer to vectors
(lower case) or matrices (upper case). For an M×N complex
matrix A ∈ CM×N , AT , AH and A[m,n] denote its trans-
position, Hermitian and the entry in the m-th row and n-th
column, respectively. x!,

∑
x and

∫
x dx denote the factorial,

sum and integral operations of x, respectively. For a random
variable (RV) X , E{X}, E{X2}, Var{X} = E{X2}−E2{X}
and P{X > T} denote its expectation, second-order moments,
variance and the probability of event X > T , respectively.
X ∼ CN (µ, σ2), X ∼ Γ(α, β) and X ∼ Exp(λ) represent
the circularly symmetric complex Gaussian (CSCG), Gamma
and exponential distributions of the RV X , respectively, where
µ and σ2 represent the mean and variance for the CSCG
distribution, α and β are the shape and scale parameters for
the Gamma distribution, and λ is the intensity parameter for
the exponential distribution.

II. NETWORKS FRAMEWORK

A. ISAC Network Model

As shown in Fig. 1, a downlink ISAC network consisting
of BSs, terrestrial CUs and aerial STs is considered, where
each BS is equipped with a vertically placed half-wavelength
uniform linear array (ULA) consisting of Nt antennas for
transmitting ISAC signals and Nr antennas for receiving radar
sensing echos. 1 The ISAC signals are used for serving single-
antenna CUs and sensing the non-cooperative aerial STs si-
multaneously. 2 The locations of BSs are randomly distributed
according to the 2-D HPPP with density λB BSs/Km

2, while
CUs and STs are located according to independent stationary
point processes. The heights of the BSs, CUs, and STs are
hB m, hU m and hT m above the ground, respectively.

1With the ULA placed vertically, the orientation of the BS does not affect
the position of each antenna. The antenna radiation pattern of the BS is
vertically directional and horizontally omnidirectional, which can be achieved
by multi-sector antennas.

2It is assumed that the self-interference between the transmit and receive
antennas is mitigated using electromagnetic shielding.
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Figure 1: The ISAC network with low-altitude aerial sensing targets.

Without loss of generality, it is assumed that hT > hB > hU
and each BS is required to serve multiple CUs and sense
several STs under the nearest-neighbor association strategy.

Under the common SG analytical framework, we focus on
the typical i-th BS, j-th CU and k-th ST to generally represent
the average performance in the network [11]. By taking the
horizontal plane O where BSs are located as the reference,
the specific geometry model is illustrated in Fig. 1, where the
locations of BS, CU and ST are denoted as bi = (xi, yi, hi),
uj = (xj , yj , hj) and tk = (xk, yk, hk), respectively. Let ri,j
and ri,k denote the horizontal ground distances from the BS
to the CU and the ST, respectively. ∆hc = hB−hU represents
the vertical distance between the BS and the CU, while ∆hr =
hT − hB represents the vertical distance between the ST and
the BS. The distances between the BS and the CU as well
as the ST are given by di,j and di,k, respectively. The angle
of departure of ISAC signal as well as the angle of arrival of
sensing echo signals are denoted by θi,k = arcos ∆hr

‖bi−tk‖2
=

arcsin ri,k
‖bi−tk‖2

.

B. Signal Model

Benefiting from the excellent communication and sensing
capabilities of OFDM signal, it is adopted in our considered
ISAC network. Specifically, we assume that the ISAC system
operates at the carrier frequency fc over a total bandwidth
B that is divided into N OFDM subcarriers with subcarrier
spacing ∆f . For an OFDM frame consisting of M OFDM
symbols, each OFDM symbol duration can be denoted as
T = Tg + Ts, where Tg and Ts denote the guard interval
and data symbols duration, respectively, leading to a subcarrier
spacing ∆f = 1

Ts
. Focusing on an OFDM frame consisting of

M×N time-frequency resource blocks, we consider that each
serving BS communicates with J CUs within its cell, while
simultaneously sensing K STs within the cell using dual-
function ISAC signals during the coherent processing interval
(CPI) [1]. Furthermore, the channel is assumed to be stationary
over the entire time-frequency resource blocks.

1) Communication Model: To ensure fair distribution of
interference among the CUs, each CU is assumed to be
randomly allocated N/J subcarriers for data transmission.
Consequently, following the literature [20], [28], [29], we
focus on performance metrics defined for arbitrary resource
elements in the context of communication. Without loss of

generality, the serving BS is referred to as BS 1 and it is
assumed that the J CUs served by this BS receive equal power
allocation across all resource elements. Then, for arbitrary
resource elements, the received communication signal at the
typical CU can be expressed as 3

yc =
√
PtLc1hH1 x1 +

∑
i∈ΦB |1

√
PtLcih

H
i xi︸ ︷︷ ︸

inter-cell interference

+z1,
(1)

where Pt denotes the transmit power, Lci =
(
λc
4π

)2
d−αci

represents the pathloss for the communication channel with
exponent αc over a transmission distance di, λc is the wave-
length of the carrier, hHi ∈ C1×Nt denotes the communication
channel vector between BS i and the typical CU, with every
entry following CN (0, 1), x1 = w1s1 denotes the unit-
power intended signal for the typical CU precoded by the
normalized BF vector w1 ∈ CNt×1, xi ∈ CNt×1 represents
the transmitted signal from BS i that shares the same resource
elements as the typical CU, and z1 ∼ CN (0, σ2

c ) is the
addictive white Gaussian noise vector with variance σ2

c . It is
assumed that the symbols satisfy |si| = 1 due to constant-
amplitude modulation, and thus the statistical properties of the
reference signal and noise remain unchanged after element-
wise division by the transmitted symbols.

2) Sensing Model: The sensing model is different from
communication that focuses on data transmission during a
particular resource element. Since ST-related parameter infor-
mation is coupled in the time, frequency, and spatial domains,
and radar’s sensing capability is positively correlated with the
number of accessible resources, radar sensing tends to utilize
the echo signals from the entire resource blocks during the
CPI. The line-of-sight (LoS) mono-static sensing is considered
in our model. Specifically, the sensing tasks considered in this
work include target detection and target parameter estimation.
Since the angular information is coupled in the spatial domain
and is not specific to OFDM waveforms, any conventional
angle estimation algorithm (e.g., MUSIC [30]) can estimate the
angular information. Therefore, in this work, the parameters of
interest for the STs are the relative distance drel and relative
velocity vrel, where drel = cτ/2 and vrel = λcfD/2, in which
c is the speed of the light, τ is the time delay, fD is the Doppler
frequency. It is assumed that fc � B and fD � ∆f such that
fD is a constant over the sub-carriers, while τ < Tg such that
the inter-symbol interference is avoided.

The estimation of relative distance and speed in OFDM-
radar can be transformed into a spectral estimation prob-
lem using periodogram algorithm [27], [31]. Utilizing the
periodogram algorithm, the parameters of each ST can be
estimated separately once the number of STs has been de-
termined. Assuming that the parameters of different STs are
distinguishable in the spectral estimation of the periodogram
and are only affected by background interference and noise, we
can focus on a typical ST for performance analysis. Along this

3Note that only inter-cell interference is retained since different CUs occupy
different resource elements.
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Figure 2: Framework of cooperative BF.

vein, the radar observation on the (m,n)-th resource element
with respect to the typical ST is given by

[Yr]m,n=
√
PtLr1fH1 (θ1)ar(θ1)aTt (θ1)︸ ︷︷ ︸

,G1(θ1)

w1 [S1]m,ne
j2πmTfD

e−j2πn∆fτ+
∑

i∈ΦB |1

√
PtLc1,i f

H
1 (θ1)H1,i︸ ︷︷ ︸
,νH1,i(θ1)

wi [Si]m,ne
−j2πn∆fτ1,i

︸ ︷︷ ︸
inter-BS interference

+ [Z1]m,n , (2)

where Lr1 =
λ2
cξ

(4π)3 d
−2αr
1 is the amplitude attenuation fac-

tor, with ξ denoting the radar cross-section (RCS) of the
ST and αr denoting the pathloss exponent for the sensing
channel. The vector fH1 (θ1) ∈ C1×Nr is the receive BF
vector with θ1 denoting the angel between the typical ST
and BS 1. ar(θ1) = [1, · · · , ejπ(Nr−1) cos θ1 ]T ∈ CNr×1 and
at(θ1) = [1, · · · , ejπ(Nt−1) cos θ1 ]T ∈ CNt×1 are the receive
and transmit steering vectors, respectively. Lc1,i denotes the
pathloss between the sensing interference BS i and the BS
1. H1,i ∈ CNt×Nr , with each entry distributed as CN (0, 1),
represents the interference channel matrix between the inter-
ference BS i and BS 1. νH1,i(θ1) = fH1 (θ1)H1,i ∈ C1×Nt

is the combined sensing interference channel between BS
i and the typical BS 1 while sensing the typical ST 1.
[Z1]m,n ∼ CN (0, σ2

r) is the Gaussian noise. Note that w1

and wi are the BF vectors that depend only on the quasi-static
channel, thus the subscripts [m,n] are omitted for statistical
analysis. To avoid the influence of symbol [S1]m,n on sensing,
the symbol-by-symbol phase rotations are applied and thus[
Ỹr

]
m,n

= [Yr]m,n / [S1]m,n (3)

=
√
PtLr1fH1 (θ1)G1(θ1)w1e

j2πmTfDe−j2πn∆fτ+∑
i∈ΦB |1

√
PtLc1,iν

H
1,i(θ1)wi

[
S̃i

]
m,n

e−j2πn∆fτ1,i

︸ ︷︷ ︸
inter-BS interference

+
[
Z̃1

]
m,n

,

where S̃i and Z̃1 are symbols and noise after phase rotation.

C. Cooperative BF Design

Since the sensing echo signal suffers from round-trip path
loss compared to the severe interference signal that transmitted
directly by other BSs, the cooperative BF is designed to
mitigate the sensing interference from other BSs. On the
transmitter side, a linear ZF BF strategy [32] is employed
to gain spatial diversity while facilitating a tractable analysis.
On the receiver-side, since the direction θi,k between the kth
ST and ith BS can be estimated based on previous sensing
results, the MRC BF vector can be designed as

fHi (θi,k) =
1√
Nr

[1, · · · , e−jπ(Nr−1) cos θi,k ] ∈ C1×Nr (4)

to maximize the sensing echo signal power. Since a linear com-
bination of complex Gaussian RVs is still a complex Gaussian
RV, the combined sensing interference channel vector νH1,i(θ1)
still follows Rayleigh distribution. Therefore, similar to ZF
BF in conventional multiuser communications, cooperative ZF
BF can achieve sensing interference nulling by treating the
combined sensing interference channels as the communication
channels for other users within the same cell.

For instance, a nearest-neighbor cooperative BSs cluster of
size Nc + 1 centered on the typical BS (denoted be BS 1) is
considered as illustrated in Fig. 2. The red point and triangle
represent the typical CU and typical BS, respectively. The
other BSs are indexed with the increasing distance between it
and the BS 1. The green, yellow, and brown triangles represent
the second, Nc+1th, and Nc+2th BS, respectively. To mitigate
the severe sensing interference caused by the BS 1 on its
Nc nearest BSs, the ZF BF of BS 1 will have to sacrifice
KNc degrees of freedom (DoF). Specifically, the collective
combined sensing interference channel is denoted as

GI =
[(
νH2,1(θ1)

)T
,
(
νH2,1(θ2)

)T
, · · · ,

(
νH2,1(θK)

)T
, · · · ,(

νHNc+1,1(θ1)
)T
, · · · ,

(
νHNc+1,1(θK)

)T ] ∈ CNt×KNc . (5)

Further, the normalized cooperative ZF BF matrix of BS 1 is
given by

W1 =
H̃H

1

(
H̃1H̃

H
1

)−1∥∥∥∥H̃H
1

(
H̃1H̃H

1

)−1
∥∥∥∥

2

, (6)

where H̃1 =
[(
hH1
)T
,GI

]T
. Hence, the BF vector w1 of

BS 1 can be extracted from the first column of matrix W1.

III. COMMUNICATION PERFORMANCE EVALUATION

In this paper, we focus on the interference-limited networks,
where noise is ignored due to severe interference in dense cell
scenarios, and employ the signal-to-interference ratio (SIR)
for performance analysis [33], [34]. Thus, according to (1),
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the received communication SIR for the typical CU can be
denoted as

γc =
Lc1
∣∣hH1 w1

∣∣2∑
i∈ΦB |1 L

c
i

∣∣hHi wi∣∣2 =

d−αc1

∣∣hH1 w1

∣∣2︸ ︷︷ ︸
,gcs∑

i∈ΦB |1

d−αci

∣∣hHi wi∣∣2︸ ︷︷ ︸
,gcI︸ ︷︷ ︸

,Ic

,
(7)

where gcs denotes the BF gain for the desired signal’s com-
munication channel, gcI denotes the BF gain for the commu-
nication interference channel and Ic denotes the aggregated
communication interference. ACCP and ACSE are adopted to
evaluate and analyze communication performance.

A. Communication Performance Metrics

1) ACCP: For each CU, the CCP is defined as

Pccov(Tc) = P{γc > Tc}, (8)

where Tc is the required SIR beyond which the CU is regarded
as covered. The ACCP represents the density of CUs covered
by BSs, denoted by Paccov(Tc) = λBJPccov(Tc).

2) ACSE: For each CU, the CSE is defined as

Rc = E{log2(1 + γc)} (in bps), (9)

which represents the average throughput. The ACSE represents
the sum throughput per square kilometer, denoted by Rac =
λBJRc.

B. Communication Performance Analysis

Note that each entry in channel vector hi is a com-
plex independent RV with distribution CN (0, 1). Given the
Rayleigh channel assumption, the communication channel gain
distribution of the effective desired signal with Nt DoF is
gcs =

∣∣hH1 w1

∣∣2 ∼ Γ(Nt, 1) [12]. To mitigate the severe
sensing interference, the cooperative ZF BF has to sacrifice
the KNc DoF, so we have gcs ∼ Γ(Nt − KNc, 1). Since
hHi is isotropic, when projected onto the subspace spanned
by wi, the interference channel gain is distributed as gcI =∣∣hHi wi∣∣2 ∼ Exp(1) [13].

To simplify the analysis, the effective channel gain gcs
can be further transformed as $1 = gcs

Nt−KNc , where $1 ∼
Γ
(
Nt −KNc, 1

Nt−KNc

)
is a tractable distribution with a

cumulative distribution function (CDF) of [35]

F$1
(x) = P{$1 < x} = 1−

m1−1∑
m=0

(m1x)m

m!
e−m1x, (10)

with m1 = Nt − KNc being a positive integer. The corre-
sponding ACCP is given in the following theorem.

Theorem 1 (ACCP in Air-Ground Cooperative OFDM-ISAC
Network): The downlink ACCP of air-ground cooperative
OFDM-ISAC network is expressed as

Paccov(Tc) = λBJ

∫ ∞
r1=0

Pccov|R1
(Tc, r1)fR1

(r1) dr1,

(11)

where Pccov|R1
(Tc, r1) denotes the conditional coverage prob-

ability, which is given by

Pccov|R1
(Tc, r1) , P {γc > Tc|R1 = r1}

=

m1−1∑
m=0

(−q̂1)m

m!

dm

d(q̂1)m
LT Ic|R1

(q̂1),
(12)

where q̂1 = Tc
Lc1

, Lc1 =
(
λc
4π

)2 (
r2
1 + ∆h2

c

)−αc2 , ∆hc =

hB − hU , LT Ic|R1
(q̂1) denotes the Laplace transform of the

conditional aggregate interference Ic|R1, and

fR1(r1) = 2πλBr1e
−πλBr2

1 (13)

denotes the probability density function (PDF) of ground
serving distance [11].

Proof: See Appendix A.
Under the special case where αc = 4 and Nc = (Nt −

1)/K, the closed form of the CCP is given in the following
proposition.

Proposition 1: (Closed Form of the ACCP) The ACCP under
the special case of αc = 4 and Nc = (Nt−1)/K is expressed
as

Paccov(Tc) =
λBJe

−πλB∆h2
cT

1
2
c arctan

√
Tc

T
1
2
c arctan

√
Tc + 1

. (14)

Proof: See Appendix B.
Remark 1: It can be observed that the CCP under the special

case of αc = 4 and Nc = (Nt−1)/K is determined by the BS
density λB , the vertical distance between the BS and the CU
∆hc, and the required SIR by CU Tc. Specifically, the ACCP
decreases with the increasing ∆hc. Moreover, the ACCP first
increases and then decreases with the increasing λB , where the
maximum ACCP is achieved when λB = 1

π∆h2
cT

1
2
c arctan

√
Tc

.

The corresponding ACSE is given in the following theorem.
Theorem 2 (ACSE in Air-Ground Cooperative OFDM-ISAC

Network): The downlink ACSE of air-ground cooperative
OFDM-ISAC network is expressed as

Rac = λBJE {log2 (1 + γc)} =
λBJ

ln 2

∫ ∞
t=0

Pccov(t)
1 + t

dt.

(15)
Proof: See Appendix C.

IV. SENSING PERFORMANCE EVALUATION

Given the radar sensing echos in (3), one can get the
received SIR for the typical ST as

γr =
Lr1Nr

∣∣aTt (θ1)w1

∣∣2∑
i∈ΦB |ΦCB L

c
1,i

∣∣νH1,i(θ1)wi
∣∣2

=

ξd−2αr
1 Nr

∣∣aTt (θ1)w1

∣∣2︸ ︷︷ ︸
,grs∑

i∈ΦB |ΦCB

4πd−αci

∣∣νH1,i(θ1)wi
∣∣2︸ ︷︷ ︸

,grI︸ ︷︷ ︸
,Ir

,
(16)

where grs =
∣∣aTt (θ1)w1

∣∣2 and grI =
∣∣νH1,i(θ1)wi

∣∣2 are the
BF gains for the effective radar sensing channel and sensing
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interference channel, respectively. Ir is the aggregate sensing
interference. ΦCB is the PPP of the cooperative BSs cluster.
The radar sensing performance can be evaluated and analyzed
from the perspectives of both coarse-grained detection tasks
and fine-grained estimation tasks using different metrics, as
described below.

A. Sensing Performance Metrics

1) ARDCP under CFAR: For each bin in the periodogram,
the false alarm happens if PtIr > η with η denoting the
threshold. Therefore, the CFAR for each bin is defined as

PCFAR,bin = P{PtIr > η}. (17)

The corresponding CFAR during the CPI of an OFDM frame
can be expressed as

PCFAR,frame = 1− (1− PCFAR,bin)
NM

. (18)

Given the required CFAR PCFAR,frame, the threshold η can
be recovered from (17) and (18). The corresponding required
SIR can be further obtained as Tr = η

PtIr
. The corresponding

ARDCP under given CFAR can be defined as

Parcov = λBKP{NMγr > Tr}, (19)

which represents the density of detected STs by BSs that
satisfies certain CFAR level, where NM comes from the signal
processing gain of periodogram [36].

2) ACRB: Calculating the CRB for the entire OFDM signal,
which consists of M symbols over N subcarriers, is highly
complicated. The high complexity arises from the matrix
Yr, where each entry has a different, random and unknown
initial phase, due to the unknown Doppler frequency and the
unknown time delay. Thus, by applying the ACRB over the
entire resource blocks as described in [31], the estimation
errors of d̂rel and v̂rel can be lower-bounded by

var(d̂rel)>ACRB(d̂rel)=
6

γr(N2 − 1)NM

(
c

4π∆f

)2

, (20a)

var(v̂rel)>ACRB(v̂rel)=
6

(M2 − 1)MNγr

(
c

4πTfc

)2

. (20b)

B. Sensing Performance Analysis

To analyze the sensing performance, two useful lemmas are
introduced as follows.

Lemma 1 (Gamma 2nd Order Moment Match [12]): Con-
sider a RV X with expectation ρ = E {X}, ρ(2) = E

{
X2
}

,
and variance % = ρ(2)− ρ2. Then a Gamma approximation of
X can be obtained by applying the 2nd-order moment match
as X ∼ Γ(α, β), where

α = ρ2/% and β = %/ρ (21)

are its shape and scale parameters, respectively.
Lemma 2 (Expectations with Isotropic Random Vectors

[12]): Suppose that w1 is an Nt × 1 isotropic random vector
and aTt (θ1) is a constant vector. Then, we have

ρ|aTt (θ1) := Ew1

{∣∣aTt (θ1)w1

∣∣2}=
aHt (θ1)at(θ1)

Nt
, (22a)

%|aTt (θ1) := Varw1

{∣∣aTt (θ1)w1

∣∣2}=
Nt − 1

Nt + 1
ρ2
|aTt (θ1). (22b)

Based on Lemma 1 and Lemma 2, and following the
assumptions in [12], the BF vector w1 is considered as an
isotropic random vector with the distribution of the BF gain
given in the following proposition.

Proposition 2 (Distribution of BF Gain): Suppose that
aTt (θ1) is the phase-wise steering vector and w1 is an Nt× 1
isotropic random vector, the distribution of BF gain for the
effective radar sensing channel can be approximated as grs ∼
Γ
(
Nt+1
Nt−1 ,

Nt−1
Nt+1

)
.

Proof: See Appendix D.
For tractability, we further approximate grs ∼ Exp(1) when

Nt is sufficiently large. Since the combined sensing channel
vector νH1,i(θ1) remains Rayleigh distributed, the BF gain of
the sensing interference channel follows the distribution grI ∼
Exp(1). The corresponding RDCP under CFAR is given in the
following theorem.

Theorem 3 (ARDCP under CFAR in Air-Ground Coop-
erative OFDM-ISAC Network): The approximated ARDCP
under CFAR of air-ground cooperative OFDM-ISAC network
is expressed as

Parcov = λBK

∫ ∞
r1=0

Prcov|R1
(Tr, r1)fR1

(r1) dr1, (23)

where Prcov|R1
(Tr, r1) denotes the conditional coverage prob-

ability for radar sensing, which is given by

Prcov|R1
(Tr, r1) , P {NMγr > Tr|R1 = r1}

= LT Ir|R1
(q2),

(24)

where q2 = Tr
NMNrLr1

, LT Ir|R1
(q2) denotes the Laplace

transform of the conditional aggregated interference Ir|R1,
and fR1(r1) denotes the pdf of ground serving distance during
sensing.

Proof: See Appendix E.
To simplify the analysis and facilitate the derivation of the

distribution of the aggregate sensing interference, we approx-
imate the aggregated sensing interference by only considering
the strongest interferer, which is a common approach in radar
sensing literatures [37], [38]. The corresponding relationship
between the minimum SIR and required CFAR for radar
detection is given in the following proposition.

Proposition 3 (The Strongest Interferer Approximation):
Under the strongest interferer approximation, the explicit
relationship between the minimum SIR and required CFAR
for radar detection is expressed as

Tr = − ln
[
1− (1− PCFAR,frame)

1
NM

]
. (25)

Proof: See Appendix F.
The approximation that considers only the strongest inter-

ference source, while ignoring interference from more distant
BSs, is generally accurate when the interference from the
nearest BS is significantly greater than that from distant BSs.
The corresponding ACRBs are given in the following theorem.
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Table I: Simulation Parameter Settings

Symbol Value Parameter Description
Nt 10 Number of transmit antennas
Nr 10 Number of receive antennas
λB 10 BSs/Km2 Density of BSs
J 4 CUs/BS Number of CUs served by each BS
K 3 STs/BS Number of STs sensed by each BS
Nc 3 Number of cooperative BSs
hB 50 m Height of BS
hU 1.5 m Height of CU
hT 100 m Height of ST
fc 5.89 GHz Carrier frequency
B 10 MHz Bandwidth
M 50 Number of OFDM symbols per frame
N 64 Number of subcarriers
T 8 µs Symbol duration
αc 4 Pathloss exponent of the communication channel
αr 2 Pathloss exponent of the sensing channel
ξ 1 m2 RCS of ST
drel 20 m Relative distance of ST
vrel 80 km/h Relative speed of ST

Theorem 4 (Approximated ACRB in Air-Ground Cooperative
OFDM-ISAC Network): The approximated ACRBs of esti-
mated d̂ and v̂ in air-ground cooperative OFDM-ISAC network
are expressed as

ACRB
(
d̂rel

)
= Eγr

{
6

(N2 − 1)NMγr

(
c

4π∆f

)2
}

=
6

(N2 − 1)I0
r

(
c

4π∆f

)2

, (26a)

ACRB (v̂rel) = Eγr

{
6

γr(M2 − 1)MM

(
c

4πTfc

)2
}

=
6

(M2 − 1)I0
r

(
c

4πTfc

)2

, (26b)

where I0
r =

∫∞
t=0
Prcov(t) dt.

Proof: See Appendix G.

V. SIMULATION RESULTS

In this section, simulations are conducted to illustrate the
C&S performances in the cooperative OFDM-ISAC networks.
The theoretical analysis is validated through Monte Carlo sim-
ulations. Subsequently, the C&S performances under different
system parameters are further demonstrated. The simulation
parameters according to IEEE 802.11p [39] are listed in Table
I unless specified otherwise.

A. Communication Performance

Fig. 3 illustrates the effects of the required SIR, BS height,
and BS density on ACCP. The simulation results are closely
aligned with the analytical results, validating the accuracy
of Theorem 1. It can be observed that the ACCP decreases
with the increasing required SIR since increasing the required
SIR by CU makes it harder to be covered. It can also be
observed that the ACCP decreases with the increasing BS
height. This is because increasing BS heights results in longer
distance between the BS and CU and thus higher propagation
path loss of signals. Since the ground distance between the
interfering BS and CU ri is longer than that between the
serving BS and CU r1, increasing the BS heights leads to
lower SIR. Moreover, one can observe that at high BS height,

Required SIR: -10 dB

Required SIR: 0 dB

Required SIR: 10 dB

Optimal BS density

Figure 3: Effects of the required SIR, BS density and height on ACCP.

Figure 4: Effects of BS density and height on ACSE.

the ACCP first increases but then decreases with the increasing
BS density, which indicates that there exists an optimal BS
density for maximizing the ACCP.

Fig. 4 illustrates the effects of BS density and height on
ACSE. The simulation results are closely aligned with the
analytical results, validating the accuracy of Theorem 2. It
can be observed the ACSE decreases with the increasing BS
height, since increasing the BS height results in lower SIR.
Moreover, the ACSE increases with the increasing BS density,
as more BSs can provide more communication resource.

In addition, the HPPP model-based analysis is further com-
pared with the lattice model-based and actual BS deployments,
where the BS density is λB = 9 BSs/Km

2 based on the actual
BS deployments in a city. As shown in Fig. 5, the performance
of HPPP model is worse than the actual BS deployment, while
the performance of lattice model is better than the actual BS
deployment. The HPPP model-based analysis is meaningful
to guide the deployment of air-ground OFDM-ISAC networks
by providing a performance lower bound on the actual BS
deployment.

B. Sensing Performance

Fig. 6 illustrates the effects of number of OFDM sub-
carriers and symbols on the ARDCP under different CFAR
requirements. The simulation results are closely aligned with
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Figure 5: ACCP comparisons among HPPP, actual and lattice models.

CFAR: 1e-1

CFAR: 1e-3

CFAR: 1e-6

Figure 6: Effects of numbers of OFDM subcarriers and symbols on
the ARDCP under different CFAR requirements.

the analytical results, validating the accuracy of Theorem
3. It can be observed that the ARDCP under all CFAR
settings increases with the increasing number of symbols M
and subcarriers N . This is due to the increment of signal
processing gain in the periodogram. Moreover, the ARDCP
decreases with the decreasing required CFAR, since lower
required CFAR results in higher required SIR that is harder to
be satisfied.

Fig. 7 illustrates the ARDCP derived in Theorem 3 and
approximated ARDCP according to Proposition 3. It can be
observed that the approximated ARDCP is closely aligned
with the ARDCP derived in Theorem 3 and thus can serve
as a reasonable close approximation.

The effects of BS density and ST height on ARDCP
are illustrated in Fig. 8. The simulation results are closely
aligned with both the ARDCP derived in Theorem 3 and the
approximated ARDCP according to Proposition 3. It can be
observed that ARDCP decreases with the increasing ST height,
since increasing ST height results in longer distance between
the BS and ST, which leads to lower SIR. Moreover, the
ARDCP first increases but then decreases with the increasing
BS density, which indicates that there exists an optimal BS
density for maximizing the ARDCP.

Fig. 9 illustrates the effects of number of OFDM subcarriers
and symbols, and ST height on the approximated ACRBs of
both distance and speed estimations. The simulation results

CFAR: 1e-1

CFAR: 1e-3

CFAR: 1e-6

Figure 7: ARDCP derived in Theorem 3 and approximated ARDCP
by Proposition 3.

Optimal BS density

CFAR: 1e-2

CFAR: 1e-3

CFAR: 1e-6

Figure 8: Effects of BS density and ST height on ARDCP.

are closely aligned with the analytical results, validating the
accuracy of Theorem 4. It can be observed that the ACRBs
of both distance and speed estimations decrease with the
increasing number of OFDM subcarriers and symbols, which
demonstrates the benefit brought by larger number of OFDM
symbols and/or subcarriers. Specifically, the ACRB of distance
estimation is mainly affected by the number of subcarriers,
whereas the ACRB of speed estimation is mainly affected by
the number of symbols, which are consistent with Theorem
4. It can also be observed that the ACRBs of both distance
and speed estimations increase with the increasing ST height,
since increasing ST height results in longer distance and thus
larger estimation errors.

Fig. 10 illustrates the effects of BS height on the C&S
performances, where the height of ST is set as hT = 300 m. It
can be observed that increasing BS height results in decreasing
ACCP and increasing ARDCP given required CFAR, which
indicates that the ARDCP can be improved with the reduction
of ACCP. It can also be observed that increasing BS height
results in decreasing ACSE as well as decreasing approximate
ACRBs of distance and speed, which indicates that the sensing
accuracy can be improved by sacrificing the communication
efficiency. The above results demonstrate the tradeoff between
C&S performances.

Fig. 11 illustrates the effects of BS density on the C&S
performances. It can be observed that both the ACCP and
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ℎ� = 150 m

ℎ� = 200 m

ℎ� = 100 m

(a) Approximate ACRB of distance

ℎ� = 150 m

ℎ� = 200 m

ℎ� = 100 m

(b) Approximate ACRB of speed

Figure 9: The approximate ACRBs with different numbers of sub-
carriers N and symbols M .

the ARDCP given required CFAR are first increasing and
then decreasing with the increasing BS density. However, the
optimal BS density for maximizing the ARDCP is different
from that for maximizing the ACCP. Moreover, the optimal
BS density for maximizing the ACCP increases with the lower
required SIR, while the optimal BS density for maximizing the
ARDCP increases with the higher required CFAR.

VI. CONCLUSION

This paper introduces a generalized air-ground cooperative
OFDM-ISAC network for network-level C&S performance
analysis based on SG. The cooperative BF strategies are
designed to mitigate the interference between ISAC BSs. The
C&S performance is further analyzed with respect to different
metrics including ACCP, ACSE, ARDPC, and ACRB. For
communication, the effects of system parameters such as BS
density and height on ACCP and ACSE are analyzed. A closed
form of ACCP is further provided under the special case
where the pathloss exponent is equal to 4. For sensing, the
effects of system parameters such as the number of OFDM
subcarriers and symbols on ARDPC and ACRB are analyzed.
Simulation results are presented to validate the theoretical
analysis and illustrate the effects of system parameters on
the network performance. It is observed that increasing the

(a) Tradeoff between ACCP and ARDCP.

(b) Tradeoff between ACSE and approximate ACRB of distance.

(c) Tradeoff between ACSE and approximate ACRB of speed.

Figure 10: C&S tradeoff with respect to BS height.

BS height results in better sensing performance but worse
communication performance, which indicates that there exists
a tradeoff between C&S performances. Moreover, both the
ACCP and ARDCP first increase and then decrease with the
increasing BS density, while the maximum ACCP or ARDCP
is achieved at different BS densities. The sensing performance
can be further improved by increasing the numbers of OFDM
subcarriers and symbols, or decreasing the ST height. This
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CFAR: 3e-1

CFAR: 2e-1

CFAR: 1e-1

Required SIR: 6 dB

Required SIR: 8 dB

Required SIR: 10 dB

Figure 11: C&S tradeoff with respect to BS density.

paper contributes to the promising new area of air-ground
cooperative wireless networks for ISAC by providing a solid
network-level performance analysis framework, while many
interesting follow-up research issues warrant further investiga-
tion, such as the scenarios of millimeter-wave signals, bi-static
sensing, aerial CUs, and so on.

APPENDIX A
PROOF OF THEOREM 1

Given a ground serving distance R1, the conditional CCP
can be calculated as

Pccov|R1
(Tc, r1) , P {γc > Tc|R1 = r1}

= EIc

P

$1 >
Tc

m1Lc1︸ ︷︷ ︸
,q1

Ic|R1 = r1




(a)
=

m1−1∑
m=0

(m1q1︸ ︷︷ ︸
,q̂1

)m

m!
EIc

{
Imc e

−q̂1Ic |R1 = r1

}
(b)
=

m1−1∑
m=0

(−q̂1)m

m!

dm

d(q̂1)m
LT Ic|R1

(q̂1),

(27)

where (a) comes from (10) and (b) comes from that
LT Ic|R1

(q̂1) = EIc
{
e−q̂1Ic |R1 = r1

}
, which is the Laplace

transform of the conditional aggregate interference Ic|R1

evaluated at q̂1 for the communication serving BS 1.

Further, the Laplace transform of Ic|R1 can be derived as

LT Ic|R1
(q̂1) = EIc

{
e−q̂1Ic |R1 = r1

}
= EΦB ,gcI

{
e
−q̂1

∑
i∈ΦB |1

LcigcI
}

= EΦB

 ∏
i∈ΦB |1

EgcI
{
e−q̂1L

c
IgcI
}

(a)
= EΦB


∏

i∈ΦB |1

(1 + q̂1LcI)
−1︸ ︷︷ ︸

,MgcI
(q̂1)



(b)
= e

−λB

∫
x∈R2

[1−MgcI (q̂1)] dx︸ ︷︷ ︸
,Ic(q̂1) ,

(28)

where LcI =
(
λc
4π

)2
(r2
I + ∆h2

c)
−αc2 , (a) comes from the

moment generating function (MGF) of the exponential dis-
tribution X ∼ Exp(λ) [40], i.e.,

MX(t) = EX
{
etX
}

=
(
1− tλ−1

)−1
, (29)

and (b) comes from the probability generating functional
(PGF) of the HPPP of BSs [40], i.e.,

EΦB

 ∏
i∈ΦB |1

MgcI (q̂1)

 = e−λB
∫
x∈R2 [1−MgcI

(q̂1)] dx. (30)

Therefore, the above integral Ic(q̂1) can be processed as

Ic(q̂1) ,
∫
x∈R2

[1−MgcI (q̂1)] dx (31)

= 2π

∫
rI>r1

[
1− (1 + q̂1LcI)

−1
]
rI drI

= 2π

∫
rI>r1

1−

[
1 + Tc

(
r2
1 + ∆h2

c

r2
I + ∆h2

c

)αc
2

]−1
 rI drI

= π

∫
x>r2

1+∆h2
c


1−

1 +

Tc
(
r2
1 + ∆h2

c

)αc
2︸ ︷︷ ︸

,q̃1

x
αc
2



−1

dx

= π

∫
x>r2

1+∆h2
c

q̃1x
−αc2

1 + q̃1x−
αc
2

dx

=
2π

αc
q̃1

∫ (r2
1+∆h2

c)
−αc

2

t>0

t−
2
αc

1 + q̃1t
dt

(a)
=

2π

αc − 2
T

1− 2
αc

c

(
λc
4π

) 4
αc

q̂
2
αc
1 2F1

(
1, 1− 2

αc
; 2− 2

αc
;−Tc

)
,

where (a) comes from∫ u

0

xµ−1

(1 + βx)ν
dx =

uµ

µ
2F1 (ν, µ; 1 + µ;−βu) , (32)

in which 2F1(a, b; c; z) = F (a, b; c; z) denotes the Gauss
hypergeometric function [41].
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To obtain dm

d(q̂1)mLT Ic|R1
(q̂1), the derivatives of a composite

exponential function in the form F (f(x)) = e−a·f(x) is
further studied. Through mathematical induction, one can
show that

F (m) (·) =

(
m− 1

0

)
F (m−1) (·)

[
−af (1)(x)

]
+ · · ·+ (33)(

m− 1

m− 2

)
F (1) (·)

[
−af (m−1)(x)

]
+

(
m− 1

m− 1

)
F (·)

[
−af (m)(x)

]
.

From (31), we derive

dm

d(q̂1)m
Ic(q̂1)=

2π

αc − 2
T

1− 2
αc

c

(
λc
4π

) 4
αc
[

2

αc

(
2

αc
− 1

)
· · ·(

2

αc
−m+ 1

)]
q̂

2
αc
−m

1 2F1

(
1, 1− 2

αc
; 2− 2

αc
;−Tc

)
. (34)

Further, dm

d(q̂1)mLT Ic|R1
(q̂1) in (27) can be obtained from

(33) and (34) by recursion.

APPENDIX B
PROOF OF PROPOSITION 1

When αc = 4, (31) can be rewritten as

Ic(q̂1)

=
2π

αc − 2
T

1− 2
αc

c

(
λc
4π

) 4
αc

q̂
2
αc
1 2F1

(
1, 1− 2

αc
; 2− 2

αc
;−Tc

)
(a)
= πT

1
2
c arctan

√
Tc(r

2
1 + ∆h2

c), (35)

where (a) comes from the simple form of the Gauss hyperge-
ometric function at δ = 1/2, which is given by [42]

2F1 (1, δ; δ + 1;−z) =
arctan

√
z√

z
. (36)

Further, the CCP can be re-expressed as

Pccov(Tc)

=

∫ ∞
r1=0

e−πλBT
1
2
c arctan

√
Tc(r

2
1+∆h2

c)2πλBr1e
−πλBr2

1 dr1

= πλBe
−πλB∆h2

cT
1
2
c arctan

√
Tc

∫ ∞
x=0

e−πλB(T
1
2
c arctan

√
Tc+1)xdx

=
e−πλB∆h2

cT
1
2
c arctan

√
Tc

T
1
2
c arctan

√
Tc + 1

. (37)

APPENDIX C
PROOF OF THEOREM 2

The CSE of a typical CU defined in (9) can be obtained as

Rc = E {log2 (1 + γc)}

=

∫ ∞
r1=0

E {log2 [1 + γc (r1)]} fR1(r1) dr1

=

∫ ∞
r1=0

∫ ∞
Tc=0

P {log2[1 + γc(r1)]>Tc|R1 = r1} dTc fR1
(r1)dr1

=

∫ ∞
r1=0

∫ ∞
Tc=0

P {ln[1 + γc(r1)]> ln 2Tc|R1 = r1} dTc fR1
(r1)dr1

=

∫ ∞
r1=0

∫ ∞
Tc=0

P
{
$1>

(2Tc − 1)

m1Lc1
Ic|R1 = r1

}
dTc fR1

(r1)dr1

=
1

ln 2

∫ ∞
r1=0

∫ ∞
t=0

P
{
$1 >

t

m1Lc1
Ic|R1 = r1

}
︸ ︷︷ ︸

=Pccov|R1
(t,r1)

1 + t
dt fR1

(r1)dr1

=
1

ln 2

∫ ∞
t=0

∫ ∞
r1=0

Pccov|R1
(t, r1)fR1(r1)

1 + t
dr1 dt

(a)
=

1

ln 2

∫ ∞
t=0

Pccov(t)
1 + t

dt, (38)

where (a) comes from Theorem 1.

APPENDIX D
PROOF OF PROPOSITION 2

First, we take the expectation of the conditional terms in
Lemma 2 to remove the conditioning on aTt (θ1) for the case
where aTt (θ1) is the phase-wise steering vector. Then, we can
show

ρ := Ew1,aTt (θ1)

{∣∣aTt (θ1)w1

∣∣2} = 1, (39a)

% := Varw1,aTt (θ1)

{∣∣aTt (θ1)w1

∣∣2} =
Nt − 1

Nt + 1
. (39b)

Next, we obtain that grs is distributed as a Gamma RV
with αgrs = Nt+1

Nt−1 and βgrs = Nt−1
Nt+1 using the Gamma

approximation in Lemma 1.

APPENDIX E
PROOF OF THEOREM 3

Due to the cooperative BF on the transmitter side, for a
cooperative BS cluster of size Nc+ 1, the ground interference
distance between the central BS 1 and the interfered BS
should satisfy rI ≥ rNc+2, where rNc+2 denotes the ground
distance between BS 1 and the (Nc+2)-th BS (i.e., the closest
interfered BS). Further, the ground interference distance can
be approximated by taking the expected value of rNc+2 as

rNc+2 =

∫ ∞
0

rNc+2fRNc+2
(rNc+2) drNc+2

(a)
=

∫ ∞
0

rNc+2

2λBπrNc+2

(
λBπr

2
Nc+2

)Nc
(Nc)!

e−λBπr
2
Nc+2 drNc+2

=

∫ ∞
0

xNc+0.5

√
λBπ (Nc)!

e−x dx

(b)
=

Γ(Nc + 1.5)√
λBπ (Nc)!

, (40)

where (a) comes from the pdf of rNc+2 [40], which can be
written as

fRNc+2
(rNc+2)=

2λBπrNc+2

(
λBπr

2
Nc+2

)Nc
(Nc)!

e−λBπr
2
Nc+2 , (41)

and (b) comes from the standard Gamma function Γ(x) =∫∞
0
tx−1e−t dt.

To analyze the RDCP under CFAR, it is essential to estab-
lish a link between the CFAR PCFAR,frame and the detection
threshold Tr. This requires determining the distribution of the
aggregate sensing interference. Therefore, we first formulate
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the characteristic function (CF) of the aggregate sensing inter-
ference as

ϕIr (−ω) = EIr
{
e−ωIr

}
= EIr

{
e
−ω

∑
i∈ΦB |ΦCB

Lc1,i|νH1,i(θ1)wi|2
}

= EΦB

{
EgrI

{
e
−ω

∑
i∈ΦB |ΦCB

LcIgrI
}}

= EΦB

 ∏
i∈ΦB |ΦCB

EgrI
{
e−ωL

c
IgrI

}
= EΦB

 ∏
i∈ΦB |ΦCB

(1 + ωLcI)
−1


≈ e
−λBπ

∫
x>r2

Nc+2

{
1−
[
1+ω(λc4π )

2
x−

αc
2

]−1
}
dx
.

(42)

Further, the CDF of aggregate sensing interference can be
obtained by utilizing the Gil-Pelaez’s inversion theorem [43],
i.e.,

FIr (x) =
1

2
− 1

π

∫ ∞
0

1

ω
= [ϕIr (−ω)eωx] dω. (43)

Thus, the CFAR of any bin in periodogram can be expressed
as

PCFAR,bin , P {PtIr > η} = 1− FIr (η/Pt) . (44)

In theory, given the tolerable CFAR, we can get the corre-
sponding FA detection threshold η and thus Tr. Hence, given
a ground serving distance R1, the conditional RDCP under
CFAR can be expressed as

Prcov|R1
(Tr, r1) , P {NMγr > Tr|R1 = r1}

= P

grs >
Tr

NMNrLr1︸ ︷︷ ︸
,q2

Ir|R1 = r1


(a)
≈ EIr

{
e−q2Ir |R1 = r1

}
= LT Ir|R1

(q2),

(45)

where (a) comes from the CDF of an approximate exponential
distribution.

Further, the Laplace transform of Ir|R1 can be derived as

LT Ir|R1
(q2) = EIr

{
e−q2Ir |R1 = r1

}
= EΦB ,grI

{
e
−q2

∑
i∈ΦB |ΦCB

Lc1,igrI
}

= EΦB

 ∏
i∈ΦB |ΦCB

EgrI
{
e−q2L

c
IgrI

}
(a)
= EΦB


∏

i∈ΦB |ΦCB

(1 + q2LcI)
−1︸ ︷︷ ︸

,MgrI
(q2)



= e

−λB

∫
x∈R2

[1−MgrI (q2)] dx︸ ︷︷ ︸
,Ir(q2) ,

(46)

where LcI =
(
λc
4π

)2
r−αcI and (a) comes from the MGF of the

exponential distribution.
Then, the above integral Ir(q2) can be further expressed as

Ir(q2) ,
∫
x∈R2

[1−MgrI (q2)] dx

= 2π

∫
rI>rNc+2

1−

1+
4πTr

(
r2
1 + ∆h2

r

)αr
NMNrξ︸ ︷︷ ︸

,q̂2

r−αcI


−1rIdrI

=
2π

αc

∫ r−αcNc+2

0

q̂2x
− 2
αc

1 + q̂2x
dx

(a)
=

2πr2−αc
Nc+2

αc − 2
2F1

(
1, 1− 2

αc
; 2− 2

αc
;−q̂2r

−αc
Nc+2

)
, (47)

where (a) comes from (32).

APPENDIX F
PROOF OF PROPOSITION 3

Specifically, we assume that the (Nc+2)-th BS is the nearest
BS causing interference on the typical BS with the ground
distance of rI = rNc+1. Consequently, we can obtain that

Ir = L1,Nc+2grI ≈
(
λc
4π

)2

r−αcNc+1grI . (48)

Thus, the CFAR of any bin in periodogram can be expressed
as

PCFAR,bin , P {PtIr > η}

= 1− FIr

(
η

Pt
(
λc
4π

)2
r−αcNc+1

)

(a)
= e

− η

Pt

(
λc
4π

)2

r−αcNc+1︸ ︷︷ ︸
,q3 ,

(49)

where (a) comes from the exponential CDF of grI . Further,
given the CFAR PCFAR,frame, we can have

η = −q3 lnPCFAR,bin
= −q3 ln

[
1− (1− PCFAR,frame)

1
NM

] (50)

and
Tr = − ln

[
1− (1− PCFAR,frame)

1
NM

]
. (51)

APPENDIX G
PROOF OF THEOREM 4

The expectation of radar sensing SIR can be expressed as

E {γr} =

∫ ∞
r1=0

E {γr (r1)} fR1(r1) dr1

=

∫ ∞
r1=0

∫ ∞
Tc=0

P {γr(r1) > Tr|R1 = r1} dTr fR1(r1) dr1

=
1

NM

∫ ∞
t=0

∫ ∞
r1=0

Prcov|R1
(t, r1) fR1

(r1) dr1 dt
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(a)
=

1

NM

∫ ∞
t=0

Prcov(t) dt︸ ︷︷ ︸
,I0

r

, (52)

where (a) comes from Theorem 3.
Therefore, the approximated ACRBs can be obtained as

ACRB
(
d̂rel

)
= Eγr

{
6

(N2 − 1)NMγr

(
c

4π∆f

)2
}

=
6

(N2 − 1)I0
r

(
c

4π∆f

)2

, (53a)

ACRB (v̂rel) =
6

(M2 − 1)MNγr

(
c

4πTfc

)2

=
6

(M2 − 1)I0
r

(
c

4πTfc

)2

. (53b)
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