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Abstract: Generative Al has the potential to transform higher education assessment. This study
examines the opportunities and challenges of integrating Al into coursework assessments, highlighting
the need to rethink traditional paradigms. A case study is presented that explores Al as an auxiliary
learning tool in postgraduate coursework. Students found Al valuable for text generation,
proofreading, idea generation, and research but noted limitations in accuracy, detail, and specificity. Al
integration offers advantages such as enhancing assessment authenticity, promoting self-regulated
learning, and developing critical thinking and problem-solving skills. A holistic approach is
recommended, incorporating Al into feedback, adapting assessments to leverage Al’s capabilities, and
promoting Al literacy among students and educators. Embracing Al while addressing its challenges can
enable effective, equitable, and engaging assessment and teaching practices. Universities are
encouraged to strategically integrate Al into teaching and learning, ultimately transforming the
educational landscape to better prepare students for an Al-driven world.
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Introduction

Artificial intelligence (Al) is a rapidly advancing field of study, with its capabilities reported to be
doubling every six months (Pichai, 2023). Innovations in Al represent a disruptive technology for our
society and for the higher education sector. Generative Al, large language models (LLMs), and natural
language processing (NLP) technologies, therefore, have the potential to be transformative for higher
education practices (Gamage et al., 2023). Unlike earlier Al systems designed to automate repetitive
tasks, generative Al can create new content, provide feedback, and simulate human-like interactions.
The capabilities of Al have raised concerns among educators about the impact of Al on academic
integrity (Perkins, 2023), but they also offer myriad opportunities to transform teaching practices,
personalize approaches to student learning and revolutionize traditional assessment modalities
(Rudolph et al., 2023). This paper aims to explore the potential of generative Al to enhance and
redefine the way assessments are conducted in higher education by examining how Al can be
integrated into assessment design and practice. Opportunities for integrating Al into feedback and
assessment practices are discussed, and a case study is presented to illustrate a practical application of
this approach. Furthermore, an analysis of the student perspective of using generative Al as an
auxiliary tool for their studies and assessments is presented.
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Al has now become pervasive throughout modern society, with the technology utilized across multiple
business sectors, entertainment, media, healthcare, and education. (Babaniyazovich, 2023;
Vijayakumar, 2022). Al competency has rapidly become a desired employability skill for businesses and
industries (Pauceanu et al., 2020), including healthcare and the biomedical sciences (Jain et al., 2021).
Therefore, it is argued that universities have a responsibility to train and equip students with the
technological and ethical competencies for using Al in the workplace (Aoun, 2024). This includes
teaching students about the capabilities and limitations of generative Al and allowing students to
experiment with Al in a safe and controlled environment. The inclusion of generative Al into
contemporary higher education curricula and assessment may therefore be required to fulfil desired
learning outcomes (Zouhaier, 2023). Given the transformative impact that Al has had on society, the
integration of Al into assessments may satisfy this approach in the context of assessment authenticity
and diversification (Swiecki et al., 2022).

As higher education institutions seek to improve the efficiency and effectiveness of their assessments,
the application of Al technologies has gained increasing interest. Traditionally, university assessments
have relied on several methods to evaluate student learning, including written exams, multiple choice
guestions (MCQs), short answer questions (SAQs), essays, oral presentations, and dissertations.
Despite their widespread use, these traditional forms of assessment often face criticism for their
inability to fully capture the breadth of student understanding and skills, and their lack of authenticity
(Andrews, 2003; Walker, 2018). However, assessment remains a cornerstone of university education
and is considered a key driver of student learning and performance development (Bloxham & Boyd,
2007), particularly if constructively aligned with curriculum learning outcomes (Biggs, 1996). Effective
assessment design is therefore crucial to evaluate both the performance and educational development
of students, while internal and external stakeholders still require academic achievement to be
measured. Although traditional assessment methods have been relatively successful at fulfilling these
requirements, the disruptive potential of Al poses significant challenges for the continued
implementation of the standard assessment paradigm (Mislevy et al., 2012; Swiecki et al., 2022).

Authentic assessments are considered more reliable for the appraisal of student learning goals and
skills development (Saher et al., 2022). In this context, authentic assessment aims to integrate realism,
contextualization and problematization, thereby replicating tasks and outcomes typically undertaken in
a professional environment (Villarroel et al., 2018; Wiggins, 1990). In contrast, traditional assessments
tend to be limited to objective measurement at a single point in time (Koh et al., 2019) and tend to test
memorization, which may not be a true reflection of a student’s comprehension (Villarroel et al.,
2020). Furthermore, students demonstrate a deeper understanding and more stable learning
outcomes when engaged with assessments that test higher-order cognitive skills (Entwistle, 2017;
Rawson et al., 2013). Well-designed authentic assessments can incorporate elements of critical
thinking and problem-solving, and introduce students to real-world scenarios that prepare them for
the workplace (Schultz et al., 2022). These elements should be aligned with program learning
outcomes that not only include subject-specific knowledge acquisition but also opportunities to
acquire transferable skills, develop critical thinking competencies, undertake self-reflection and
promote an ethos of continued professional development (Meyers & Nulty, 2009; Sarkar et al., 2020;
Villarroel et al., 2020). However, effectively implementing authentic assessments across a program of
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study is challenging. Institutions may retain a preference for more traditional approaches to
assessments that align with educators’ competences and experiences, while additional guidance and
instruction is often required for authentic assessments to be successfully delivered and embedded
within local education cultures (Schultz et al., 2022). In addition, concerns remain regarding the impact
that generative Al may have on academic integrity, particularly regarding traditional forms of
assessment.

Artificial intelligence and academic integrity

Assessment in higher education is often entrenched within the standard assessment paradigm of
MCQs, SAQs, and essays. These assessment formats are familiar to lecturers and students. However,
they require careful design and can be time-consuming to mark and to ensure that student answers
are accurately converted into a quantifiable evaluation, which often requires sophisticated marking
criteria or rubrics (Kaipa, 2021; Mislevy et al., 2012; Swiecki et al., 2022). The standard assessment
paradigm is also subject to uniformity, despite the varying learning needs of diverse student cohorts.
This uniformity could, therefore, disadvantage some students and restrict their opportunity to
demonstrate learning attainment (Gipps & Stobart, 2009). Diversifying the portfolio of assessments
across a course or program of study has also been shown to increase inclusivity and provide students
with multiple opportunities to demonstrate proficiency across various assessment points (Bloxham &
Boyd, 2007; Hounsell et al., 2007; O’Neill & Padden, 2022).

The standard assessment paradigm may also be inauthentic, as it struggles to replicate experiences
within a professional environment. This has become more acute with the rapid development of
generative Al, which poses a serious challenge to the standard assessment paradigm. In particular, the
traditional academic essay appears outdated and inauthentic considering the advances in
computational and Al tools available to the professional writer (Swiecki et al., 2022). The standard
assessment paradigm may also be particularly susceptible to Al interference, whereby students use Al
tools to generate text and submit it as their own work (Yeadon et al., 2023). The higher education
sector, therefore, faces significant challenges to ensure academic integrity is maintained in light of
advances in Al technologies (Cotton et al., 2024; Perkins, 2023; Sullivan et al., 2023). These challenges
extend to non-proctored, online exams and assessments, where cheating and Al use are difficult to
detect (Geerling et al., 2023). In addition to concerns about plagiarism, there are also concerns about
the over-reliance on Al technologies, the automation of knowledge acquisition and the degradation of
student critical thinking and problem-solving skills (Perera & Lankathilake, 2023).

The academic performance of ChatGPT was evaluated by Yeadon et al. (2023) in response to five open-
ended university physics essay questions. The ChatGPT generated answers were marked by five
independent examiners and consistently received first-class grades (Yeadon et al., 2023). When
ChatGPT answers were tested using Turnitin or Grammarly plagiarism detectors, the generated output
was deemed to be original. These findings highlight the difficulty in discerning student and Al
generated work, with significant implications for plagiarism detection and academic integrity, and
suggests the need for a re-evaluation of the traditional academic essay as a reliable form of
assessment. Evidence also suggests that ChatGPT can produce well-written content in response to a
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wide range of prompts, as demonstrated by its performance on final exams in an MBA program and its
ability to pass the Bar exam in the United States (Katz et al., 2024; Terwiesch, 2023). Therefore, the
sophisticated text generation capabilities of LLMs will significantly impact the approach to written
assessments in higher education (Waltzer et al., 2024).

Existing Al text detection tools face significant challenges in accurately identifying Al-generated
content. Some higher education institutions (HEIs) have integrated Al detection applications, such as
Turnitin, within virtual learning environments, or use standalone tools like GPTZero
(https://gptzero.me/) and WinstonAl (https://gowinston.ai/) to detect Al generated work (McDonald
et al., 2024). However, other institutions remain hesitant due to concerns about the accuracy and
reliability of these tools, particularly the risk of false positives (Dalalah & Dalalah, 2023; Saqgib & Zia,
2024; Weber-Wulff et al., 2023). Moreover, current detection tools may unfairly target students whose
first language is not English, mistakenly identifying their work as Al-generated (Fréhling & Zubiaga,
2021). It is critical to ensure the fair application of Al detection software across diverse student
populations, and if this cannot be reliably achieved, then detection software may be redundant.
Furthermore, the rapid advancement of generative Al technologies and the release of more capable
versions may easily surpass the ability of detection software, making the pursuit of effective Al
detection a futile digital arms race (Elkhatat et al., 2023).

Rethinking multiple choice questions

Several studies have consistently demonstrated the ability of ChatGPT to correctly answer MCQs in
subjects such as medicine, science, economics, mathematics, and law (Geerling et al., 2023; Giannos &
Delardas, 2023; Newton & Xiromeriti, 2024). The performance of ChatGPT on the United States
Medical Licensing Exam (USMLE) was commensurate with the level required to pass and appeared to
demonstrate critical thinking and clinical insight (Kung et al., 2023). However, in a study by Gilson et al.
(2022), ChatGPT 3 performance decreased as the level of question difficulty increased, suggesting that
this model of ChatGPT was similar to a third-year medical student (Gilson et al., 2022). However, newer
versions of LLMs are likely to deliver better performance. For example, ChatGPT 4 outperformed
ChatGPT 3.5 in a 500-question neurosurgery written board examination and on an orthopedic resident
performance on orthopedic assessment examination (Ali et al., 2023; Massey et al., 2023), although
both versions passed the exams. In other disciplines ChatGPT 3.5 and ChatGPT 4 exceeded median
performance levels when answering conceptual physics questions, with ChatGPT 4 reaching
performance levels equivalent to an expert physicist (West, 2023), while on a fundamentals of
engineering exam ChatGPT 4 performed with better accuracy compared to ChatGPT 3.5, with
performance further increased following additional prompt refinement (Pursnani et al., 2023).

These capabilities have obvious implications for higher education, not least in ensuring the security and
academic integrity of MCQ exams. MCQs that test lower-order cognition skills such as simple factual
recall or knowledge may be particularly susceptible to generative Al compared to higher-order,
problem-based questions (Al-Shakarchi & Haq, 2023; Wang et al., 2023). Up-scaling MCQs to test
higher-order cognition may allow greater Al resistance. For example, single best answer questions
provide a range of possible answers, all of which are correct, while extended matching questions pose
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a series of scenarios with a range of possible options. Questions could also be designed based on the
interpretation of complex data sets, image analysis or audio-video content that requires reasoning and
conceptualization (Cuthbert & Simpson, 2023). Although MCQs can be carefully and thoughtfully
designed to include complex or situational scenarios that evaluate higher-order cognitive
understanding, (Billings et al., 2016; Kasai et al., 2023; Wood et al., 2023), it may be insufficient in the
long-run to try to out-smart LLMs given the developments and improvements in their competences
(Newton & Xiromeriti, 2024).

The most obvious mitigation is for non-proctored and online exams to be abandoned in favor of in-
person, invigilated exams. Online examinations were already prone to cheating prior to the advent of
generative Al (Farazouli et al., 2024; Newton & Essex, 2024), further supporting the benefit of in-
person exams for upholding academic integrity. Another option is the replacement of closed-book
exams with alternative forms of in-person assessment. For example, replacing exams with more
authentic or experiential assessments, which replicate real-world experiences and professional
working environments. However, these approaches ignore the potential for the integration of
generative Al into both formative and summative assessment design. For example, ChatGPT can
generate its own MCQ questions, which can be used to facilitate student understanding of a given
subject, as a study tool or revision tool to explore concepts and to practice for summative exams
(Passby et al., 2023; Surapaneni et al., 2024). This could also enable educators to design MCQs,
although prompt refinement and expert oversight may be necessary to ensure quality (Indran et al.,
2024; Rivera-Rosas et al., 2024). Another pragmatic alternative is to ask students to evaluate and
assess the responses generated by Al. This stimulates critical thinking, engages students with the
technology, and trains students on the capabilities and limitations of generative Al. Due to the current
limitations of Al in contextual understanding and complex judgement, these Al applications should act
to complement existing teaching modalities and human-led instruction, rather than replacing the
lecturer as the primary educator. The human teacher has the ability to adapt to emotional cues,
empathize, and build personal relationships with students; critical elements of teaching that cannot be
replicated by current generative Al technology.

Integrating Al into coursework assessments

It is now well established that certain forms of assessment may be more impacted by generative Al
than others. ChatGPT and other LLMs are capable of generating logical and reasoned text that is
difficult to distinguish from human-written content (Andrews, 2003; Chaudhry et al., 2023; Fyfe, 2023;
Waltzer et al., 2024). This has led many to adopt the view that the traditional academic essay is dead
(Andrews, 2003; Rudolph et al., 2023; Stokel-Walker, 2022). The release of newer and improved Al
models may compound this view. For example, ChatGPT 4 is thought to be capable of producing a level
of linguistic diversity and sophistication that supersedes that of students, which exceeds the
capabilities of previous models (Herbold et al., 2023). Liu et al. (2023) analyzed over 4,000 GPT-
generated evaluative essays and demonstrated that generative Al creates sentences with more
complicated grammar, although human-written essays use a wider variety of words (Liu et al., 2023).
Across multiple university-level courses, ChatGPT was shown to perform better than students in
response to a variety of written questions, although performance was lower for questions requiring
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higher-order cognitive knowledge, such as creativity, compared to knowledge-based questions
(Ibrahim et al., 2023; Williams, 2024). In response to several university-level psychology SAQ and essay
guestions, Al out-performed students by 5-10% on almost all submitted answers, while Al-written
answers were virtually undetectable following blind marking (Scarfe et al., 2024). In this study, the only
question that ChatGPT struggled with involved high-order reasoning.

Webb (2023) outlines three strategies that higher education institutions and educators can employ
when dealing with the potential impact of generative Al technologies on assessments (Webb, 2023).
The first is to completely avoid Al by reverting to in-person exams. The disadvantage of relying on this
strategy is the lack of opportunity for students to participate in diverse forms of coursework and
authentic assessments. Complete reliance on in-person assessments also poses significant logistical
challenges for departments, especially where large student cohorts are involved. The second strategy
is to devise assessments that current versions of generative Al tools cannot do or are not very good at
doing. The danger of trying to outrun Al is that rapid developments in the technology may soon make
this strategy redundant (Newton & Xiromeriti, 2024). A good example is the data and image analysis
capabilities of ChatGPT 40, which the previous 3.5 version was incapable of performing. Therefore,
trying to outrun Al may be a perilous exercise. The third strategy is to adapt to and embrace Al by
actively encouraging its use by students and designing assessments that incorporate the authentic use
of Al (Holmes & Miao, 2023; Sabzalieva & Valentini, 2023; Sharples, 2023; Webb, 2023). This includes
creating teaching and learning activities that support Al in assessment, the training and guidance of
students on its responsible use, the evaluation of existing forms of assessments for ‘Al-proofing’ and
ensuring academic integrity is maintained (Sabzalieva & Valentini, 2023).

Generative Al and feedback

The impact of generative Al on student assessments presents both challenges and opportunities
(Adeshola & Adepoju, 2023; Sullivan et al., 2023), with the most significant of these challenges being
concerns over student cheating (Chaudhry et al., 2023; Perkins, 2023; Stutz et al., 2023). Conversely,
generative Al presents several opportunities to enhance student learning directly related to
assessments. For example, generative Al could provide immediate and continuous feedback on student
work (Guo & Wang, 2024). This feedback may take various forms, which are related to both formative
and summative assignments (Table 1). Al generated feedback could also assist self-assessment, such as
asking ChatGPT for recommendations on further learning, feedback for improvements on submitted
work, creation of practice questions and generation of marking rubrics (Rajabi et al., 2023). However,
others have cautioned that although Al may encourage students to approach assessment for learning
(Carless, 2005), accuracy in generated output is inconsistent (Fuchs et al., 2024), while feedback
provided by LLMs may not align with tutors’ expectations or discipline-specific course material and
could be derived from inherent biases in the training dataset (Guo & Wang, 2024; Naidu & Sevnarayan,
2023). Nevertheless, some students consider feedback from ChatGPT to less biased and judgmental
than human feedback (Greiner et al., 2023; Guo & Wang, 2024), while ChatGPT may be able to provide
more detailed and timely feedback that encourages students to take ownership of their feedback and
learning development (Chaudhry et al., 2023; Dai et al., 2023).
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Table 1

Opportunities for feedback from generative Al.

LLM feedback

Benefits

Disadvantages

Idea generation

Time efficiency, large
knowledge base, creativity,
diverse perspectives,
overcome blocks

Inhibit originality and
creative thinking,
relevancy, quality variation

Resource recommendation

Personalisation, tailor to
individual learning needs,
variety of sources,
comprehensive coverage,
focus on topics

Accuracy and reliability,
over-dependence, inherent
biases and perspectives,
misalignment with
curriculum

Generation of rubrics

Standardisation and
consistency, time efficiency,
clarify expectations

Lacks context or nuance,
limits creativity and
flexibility, misalignment
with educators

Cross checking criteria

Time efficiency, immediate
feedback, consistent
application, detailed analysis
of criteria, error checking

Lacks contextual
understanding, over-
reliance, reduces critical
engagement, potential
misjudgements

Provision of learning tasks

Personalisation and tailored
learning, engaging and
interactive, diverse task
generation, immediate
progress checks

Lacks context or nuance,
over dependence,
misalignment with
curriculum, inherent biases

Progress evaluation

Immediate feedback,
consistency, reduces
subjective bias, provides
areas for improvement

Lacks context and nuance,
inconsistent feedback,
misalignment with learning
outcomes

Generate practice questions

Personalisation, can adjust
difficulty, immediate
feedback, formative
assessment

Potential errors, may lack
complexity, detail or
nuance, over-reliance

Simulate peer review

Enhanced learning
engagement, constructive
feedback, preparation for
real peer review

Lacks authenticity, reduces
opportunity for peer
interaction, trust
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Innovative assessment approaches

There are two broad approaches to designing innovative assessments in the context of generative Al.
The first is to design assessments that mitigate the impact of Al, either by completely eliminating Al
use or by minimizing its potential application (Table 2). For example, Smolansky et al. (2023) suggest
that presentations and discussions, whether pre-recorded or live are less impacted by ChatGPT
(Smolansky et al., 2023). These forms of assessment require elements of design and creativity and their
delivery in real time. Similarly, video-conferencing and podcasts also fulfill this brief, although
generative Al could be used to generate content (Nikolic et al., 2023). Viva examinations and face-to-
face presentations, on-campus exercises, practical examinations, objective structured clinical
examinations (OSCEs), and clinical assessments are also considered to be less impacted by LLMs (JISC,
2024). These forms of assessment mostly avoid Al interference and, in some cases, retain authenticity
where they replicate professional skills.

The second approach is to design assessments that are more progressive, by integrating Al as a
fundamental element of the assessment process (Table 2). This second approach is also flexible by way
of design and can include assessments that use Al as an auxiliary or assistive tool, whereby students
are permitted to use Al in a defined and pre-determined way. An example would be using Al to draft an
outline of an essay plan or supporting an element of the assessment, such as the generation of
insights. However, this form of Al integration falls short of using Al to generate substantive student
output. In addition, Al can be fully incorporated into the assignment task, whereby students would be
allowed to use Al as an essential element of the assessment (Arnold, 2021; Bowditch, 2023). For
example, Al could be used to create text, images, or code, as a research tool to generate ideas or
solutions, or to compare content between Al and human sources. In this integral role, students would
demonstrate their competencies in the responsible use of Al and simultaneously critically evaluate Al
generated output to inform on the assignment task and learning outcomes.

Several of the assessments that integrate Al involve the generation of text or images, such as case
studies, research insights, or assessment questions. For example, medical case studies or clinical
scenarios could be generated by Al, which students then have to critically evaluate and provide a
solution based on their knowledge. This type of Al-integrated coursework assesses contextual
intelligence and professional competencies, as well as promoting Al literacy (Arnold, 2023; JISC, 2024).
Similarly, critiquing Al output promotes Al literacy by encouraging students to evaluate the accuracy,
context, and limitations of an Al generated product, while simultaneously engaging in critical thinking
and independent research. Debating and refining, as part of an integrated Al assessment, allows
students to present a difficult question or challenge to ChatGPT, for example, whereby students enter
a Socratic debate (question and answer session) with ChatGPT and later critique and examine their
own perspectives compared to those of the Al. Using generative Al as a possibility engine to generate
alternative explanations or as an Exploratorium to explore and interpret data, could also be integrated
into coursework assessment design (Sharples, 2023), whereby the final output may be a reflective
written report based on the conversation. Debating and refining is another example that promotes
critical and independent thinking, problem-solving, contextual intelligence, and Al literacy (Arnold,
2022; JISC, 2024). There are many possibilities to integrate Al in assessment, as outlined in Table 2,
awaiting development, testing, and implementing.
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Table 2

Assessment strategies that mitigate or integrate Al.

Assessments that mitigate Al

Assessments that integrate Al

Clinical assessments
Data analysis
Dissertation
Documentary
Exhibitions
Fieldwork assessment
Invigilated exams
Learning journal (personal development)
Live analysis
Model creation
Multi-media, blog, vlog
Objective structured clinical examinations
On-campus projects
Poster presentation
Practical (laboratory) examinations
Presentations (live online, in-person)
Public conference
Research project (laboratory)
Role-play, simulations
Viva voce

Al case study
Al image generation

Al research, insights, solution finder

Comparative analysis
Critical analysis
Critique of Al output
Data visualisation

Debate with Al (Socratic debate)

Digital field guide
Debate and refine
Design an assessment
Draft generator
Exploratorium
Patchwork assessment

Peer (Al) assessment, review

Possibility engine
Prompt competition
Question generation

Teaching resource creation

Translation
Web design
Writing for a style

There is a strong case that university assessments need to be transformed to promote self-regulated
learning, critical thinking and problem-solving proficiencies, and encourage the responsible use of
generative Al to safeguard academic integrity (Xia et al., 2024). The integration of generative Al into
assessment therefore promotes a transition towards more authentic assessment (Crawford et al.,

2023).

Al and assessment literacy

The disruptive nature of generative Al will have a significant impact on education and teaching, which
will drive a need for better assessment and technological literacy (Firat, 2023; Popham, 2009). It has
been argued that digital and Al literacy should be part of the curricula and learning outcomes of higher
education programs (Chiu, 2024; Stutz et al., 2023). This encompasses multiple elements of higher
education, including assessment design, teaching practices, and intelligent learning systems that
support personalized learning pathways. Critical thinking, problem-solving and creativity are likely to
be fundamental in establishing a successful integration of Al into education. As the TN-3 model
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conceded, rather portentously, in The Complete Robot, “...things like myself can be manufactured. But
nothing yet can imitate the creativity and versatility of a human brain” (Asimov, 2018).

Higher education institutions need to be aware of the training requirements of teachers in order to
implement these new practices, and therefore, institutions should align their Al polices accordingly
(Chan, 2023). Assessments are of foremost concern in this context, with some suggesting an
interdisciplinary approach may be needed to future-proof curricula (Southworth et al., 2023) and to
move away from traditional academic writing and performance-based assessments (Geerling et al.,
2023; Smolansky et al., 2023). Although the theoretical framework for integrating generative Al into
assessment has been discussed here and elsewhere in the literature, few examples of practical
applications exist. Therefore, a case study of integrating Al into coursework assessment design is
presented, together with an analysis of the student perspective of this approach.

Method

Al integration assessment design

The redesign of a coursework essay assessment occurred at a leading UK university within an
established postgraduate taught MSc program. The module was taught in the first term of a one- year
academic cycle, and the discipline was immunology. The previous iteration of the coursework
assessment was a traditional 2000-word essay on prescribed questions provided by the course tutor.
The assessment pattern for the module consisted of a 50% in-person MCQ exam (not discussed) and a
50% coursework essay.

The integration of Al into the design of the new assessment consisted of a combination of a student
guidance and training workshop (in-person), peer evaluation and feedback workshop (in-person) and
individual student components with and without the permitted use of generative Al (ChatGPT 3.5;
(OpenAl, 2024) and according to the institution assessment policy on the use of generative Al (Figure
1). Workshop 1 involved guidance on the coursework instructions, provision of the essay question, and
training on the institution’s academic integrity and generative Al policies. In addition, training on the
use of ChatGPT, the user interface, and an introduction to ChatGPT prompt engineering was provided.
Students were then tasked with generating a draft outline of the coursework essay using ChatGPT.

Workshop 2 consisted of students undertaking a peer evaluation of ChatGPT generated draft outlines.
Firstly, students were asked to exchange generated draft outlines with peers for individual critique and
evaluation. Students were then placed into small groups (3-4 people) to further discuss and compare
the ChatGPT generated draft outlines, focusing on their strengths and weaknesses. Finally, students
were asked to improve their ChatGPT generated draft outlines without any further assistance from
ChatGPT. During workshop 2, in-course student feedback was obtained.

The remainder of the coursework assessment was undertaken individually and without further
assistance from ChatGPT. Students were, therefore, asked to improve their draft outline as a basis for
the final submission. Writing the essay, including text generation and editing, and the inclusion of
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supporting figures or diagrams, was undertaken without further assistance from ChatGPT. Final
versions were then submitted for summative assessment.

Figure 1

Schematic of Al-integrated coursework design

Workshop 1 Student/ Al Workshop 2
Prowde_essay Write draft Peer evaluation
question / ) :
coursework outline using and feedback
) : ChatGPT workshop
instructions

|

Peer evaluation and feedback workshop
» Exchange Al generated draft outlines

* Individual peer evaluation

» Group discussion — critigue and compare
» Improve draft outline

|

In class student feedback

Individual student output
* |mprove outline

+ Write essay

+ Submit essay

In-course evaluation

During workshop 2, students were asked their opinions and perspectives on the use of generative Al in
their assessments and university studies. This was performed in class as part of the interactive
workshop using the online polling software Mentimeter (https://www.mentimeter.com/). A total of 20
students participated in the Mentimeter polling. Students were asked 8 questions, including aspects of
generative Al use, such as its capabilities and limitations (Table 3), which facilitated their training on
the use of ChatGPT for this assessment component. In addition, an open discussion allowed students
to provide further opinions on their experiences of using ChatGPT for the generation of their
coursework essay draft outline, focusing on the advantages and disadvantages of using ChatGPT as an
integral part of their assessment.
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Table 3

In course survey questions

Number Question
1 Have you used ChatGPT or other generative Al tools?
2 What generative Al tools have you used?
3 How confident are you using generative Al tools, for example ChatGPT?
4 Would you consider using generative Al in your studies?
5 What aspects of your learning could generative Al be useful for?
6 What are the capabilities of generative Al?
7 What are the limitations of generative Al?
8 Do you agree, using generative Al for my assessments is an act of plagiarism?

Intended course learning outcomes

The intended course learning outcomes relating to the coursework assessment were: 1) discuss the
central themes of the immune system and explain how the immune system can be divided into the
innate and adaptive immune systems, and 2) appreciate and apply your knowledge of the limitations
and capabilities of generative Al technologies for the generation of human-like text. These intended
learning outcomes were evaluated in relation to the survey and group discussion responses from
students.

Results

Student use of generative Al

A series of questions (Table 3) were asked to gain an understanding of how students engage with and
perceive the use of generative Al. Of the students surveyed, 57.9% had previously used generative Al
technologies (Figure 2A), with most students (53%) using ChatGPT (88% of those students who were
currently using generative Al) and a minority (6.6%) using the Al writing assistant Grammarly (Figure
2B). When asked about their confidence in using generative Al tools, such as ChatGPT, only 5% of
students revealed they were very confident using this technology, and a further 50% revealed they
were somewhat confident, with the remainder (45%) not being confident (Figure 2C). When asked
whether they would consider using generative Al in their studies, 30% revealed they would, 50%
answered maybe, while the others (20%) stated they would not use generative Al in their studies at all
(Figure 2D).
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Figure 2

Survey of students on using generative Al.
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The next set of questions was aimed at understanding what aspects of their learning students would
consider using generative Al for and what they considered to be the capabilities and limitations of
generative Al technologies. Students revealed that they would primarily use Al for planning and
structuring assignments, such as essays, for drafting coursework assignments and for checking spelling
or summarizing text. Other uses included the generation of ideas, to undertake initial research on a
subject, as a revision tool, and to use generative Al as a proofreading tool or to correct writing (Table
4). When asked what the capabilities of generative Al are, students considered academic support and
summarizing information as one of the most useful applications, in addition to several other
capabilities such as the generation of text, images or mock exam questions. Students considered
accuracy and out-of-date information to be the primary limitations of generative Al, as well as lack of
critical thinking, detailed responses, and the generation of superficial answers.
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Table 4

Student perspective of the capabilities and limitations of generative Al.

What aspects of your What are the capabilities of What are the limitations of
learning could generative generative Al? generative Al?
Al be useful for?
Planning/structure Academic support Accuracy
Drafting Summarising information Out of date
Grammar Generating exam questions Lack of critical thinking
Summarising Generating text Unable to provide references
Ideas/prompting Grammar correction Unable to check source of
Research Generating images information
Revision Answer questions Unhelpful/irrelevant
Proofreading/correcting Provide feedback information
Creativity Superficial responses
Saves time Lacks detail
Planning

Information sources

The final question of the in-class survey concerned the potential use of generative Al as an act of
plagiarism. When asked whether they thought using generative Al in their assessments was an act of
plagiarism, only 26% of respondents agreed, with 37% not being sure (Figure 3). Of the remaining
respondents, 37% disagreed that using generative Al in their assessments was an act of plagiarism.

Figure 3

Perspective on plagiarism and Al use in assessments.

= Disagree
Not sure

= Agree

The second workshop provided a further opportunity to discuss the merits of integrating Al into the
existing coursework assessment and to evaluate whether the coursework re-design met the intended
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learning outcomes. Following an open discussion, students provided their opinions on the advantages
and disadvantages of integrating Al into the new assessment design (Table 5). Providing a basic outline
of the essay was considered a useful starting point for the design of the draft essay outline. It was
agreed that integrating Al into the coursework provided a valuable opportunity to learn about the
capabilities and limitations of the technology, indicating this intended learning outcome was met.
Students were also enthusiastic about learning effective prompt engineering to generate more
nuanced and useful outputs. However, it was thought that the draft outlines generated by ChatGPT
were uniform and generic when compared across the cohort, and the outputs generated were too
superficial to meet the subject-specific learning outcome, further enabling students to consider the
limitations of Al in this context. Students were, therefore, critical of its limitations, with some
guestioning the accuracy of generated content.

Table 5

Advantages and disadvantages of Al in the coursework assessment.

Advantages Disadvantages

e Provided a basic outline — useful starting e ChatGPT output was similar between
point students

e Advantageous in designing essay outline e Output was quite generic / superficial

e Engages students with Al ¢ Did not provide the detail some
capabilities/limitations students were expecting

e Students were interested in better prompt e Students were critical of its limitations
design e Some students were less confident in

its accuracy

Discussion

Generative Al encompasses advanced technologies such as natural language processing (NLP), machine
learning, and neural networks, which are able to generate convincing and sophisticated human-like
text. These capabilities open new avenues for developing more authentic assessments that directly
integrate Al (Lawrie, 2023; Saher et al., 2022; Villarroel et al., 2020). Generative Al has found utility in
several aspects of higher education, including as a personal learning tool, digital tutor, as an
automated and predictive grading system, for immediate and elaborate feedback on student
assignments, and for the generation of formative exercises and assessment questions (Owan et al.,
2023). This paper focused on the incorporation and integration of generative Al directly into
coursework assessment strategies and presented a case study of Al integration into a postgraduate
taught module coursework assessment at a leading UK university.

The case study outlines the design and implementation of a coursework assessment that integrates
generative Al as an auxiliary agent. The approach fulfilled the intended learning outcomes associated
with the assessment, including training students on the capabilities and limitations of generative Al.
This represents an innovative re-design of a familiar coursework format that embraces the
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transformative potential of Al (Naidu & Sevnarayan, 2023; Nikolic et al., 2023). The caveat is that
students could, in theory, still use Al to generate substantive text for their summative essay submission
and, therefore, engage in plagiarism. However, the associated training for students on the limitations
of generative Al, their personal experience of using ChatGPT, engaging students in peer evaluation of
ChatGPT output, and empowering students to take responsibility for their own feedback and learning,
should help mitigate instances of academic misconduct. Training students to acknowledge the use of Al
through conventional citations and transparent referencing could further avoid unnecessary plagiarism
(Perkins, 2023). Incorporating an additional element to the assessment, such as an in-person vivo voce
or verbal presentation, would further allow students to substantiate submitted work as their own.

When challenging existing education frameworks, it is important to collaborate with students to
understand existing gaps in knowledge and skill sets. It is also important to establish the reasons for
change and the benefits that transformative projects have for student learning (Billings et al., 2023).
While multiple opportunities exist to foster student-staff partnerships in this area, more research is
needed on the student perspective. One aspect of the current study was to understand the extent to
which students are using Al technologies and to identify levels of Al literacy. Although only a relatively
small cohort of students was surveyed, it was interesting to note that only 57% of students had used
generative Al tools, with only 5% of students declaring they were confident using these technologies.
This highlights the necessity to gauge student technological literacy and provide training and guidance
on the proper use of generative Al. This is particularly important where Al is being integrated into
coursework assessment design and practice (Owan et al., 2023; Owen & Wasiuk, 2021).

The responses from students indicated they used Al for planning, drafting, and structuring written
work. Students were also using ChatGPT for the generation of ideas, research and revision. However,
students were critical of the accuracy of generated responses, out-of-date answers, and unverifiable
sources of information. These are familiar negative attributes of existing generative Al technologies,
which are likely to necessitate the continued supervision and validation of Al generated output
(Rudolph et al., 2023; Sallam, 2023). Despite ChatGPT providing a useful starting point and draft outline
for an essay, students were critical of the superficial and generic nature of the generated output and
were cautious about the accuracy of the information provided. This may reflect the limited utility of Al
for assisting students in achieving subject-specific learning outcomes. However, they were positive
about the opportunity of using ChatGPT for their assessment, as this engaged them with its capabilities
and limitations, thereby fulfilling the second intended learning outcome for the assessment.

Promoting student Al literacy is crucial for student educational development in an increasingly Al-
driven society, and embedding Al literacy into curricula is considered advantageous for future
employability and to supplement traditional teaching and learning practices (Southworth et al., 2023;
Walter, 2024). Students had contradictory perceptions of what constitutes plagiarism when using Al for
assignments (Firat, 2023; Kumar & Raman, 2022), with the survey indicating that 36% of students did
not consider using Al for assessments an act of plagiarism. This further highlights the necessity for
embedding Al literacy into curricula. However, there are concerns that students will become over-
reliant on generative Al, which could diminish the same creativity and critical thinking skills that are
important for employability and professional practice (Rajabi et al., 2023). This likely necessitates
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proper training and guidance for students, not least on the capabilities and limitations of generative Al
but also on its ethical application (Mitra & Chitra, 2024; Wood & Moss, 2024). Aligning this guidance
with curriculum learning outcomes and recognizing the student perspective (Johnston et al., 2024), are
important considerations for its success.

As Al becomes embedded into higher education, enhancing educator Al literacy is also essential (Xia et
al., 2024), especially with the rapid advancements in the capabilities of this technology. However,
integrating Al into teaching and learning environments should not replace the teacher as the primary
expert for knowledge acquisition, the main arbiter of learning (Dillenbourg, 2016; Sharples, 2023), or as
the primary provider of academic judgements on students’ work (Adigiizel et al., 2023). For example,
plagiarism detection software is currently not adequate to reliably detect generative Al output or
distinguish between Al and human generated text (Ardito, 2024; Chaka, 2024). Al detection software is
likely to become further redundant due to advancements in generative Al models. Rather, a robust and
reliable assessment framework that integrates Al while retaining academic integrity is recommended.
Furthermore, the application of Al detection software is incompatible with teaching students the
ethical and judicious use of generative Al and may foster a culture of accusation, rather than
engagement (Ardito, 2024). Therefore, institutions should be prepared to promote professional and
technological development by training teachers on the applications of Al in education, the potential for
integrating Al into curricula and assessment strategies, and the ethical considerations of Al (Sperling et
al., 2024; Wilton et al., 2022). University teachers enter an Al-centric environment from diverse
backgrounds and varying levels of technological expertise. Professional development concerning Al
literacy should, therefore, be equitable and accessible. Although there is a lack of research on teacher’s
Al literacy, it has been argued that understanding how Al functions, its impact on student
employability, and its ethical implications is necessary for the effective inclusion of Al into higher
education environments (Sperling et al., 2024).

Generative Al's ability to deliver instant and personalized feedback may significantly impact student
learning, and educators need to be aware of these capabilities. Immediate feedback enables students
to promptly understand their mistakes and misconceptions, fostering a more effective learning process
(Nikolopoulou, 2024). Personalized feedback, tailored to each student's needs, could make the
assessment process more meaningful, impactful, and timely. Sharples (2023) further advocates for
generative Al to contribute to a process of social learning, whereby learning goals, activities, and ideas
are shared conversationally to reach agreements (Sharples, 2023). However, there are ethical concerns
surrounding the analysis of sensitive student data by Al, while ensuring data security and maintaining
student confidentiality are critical in education settings (Elliott & Soifer, 2022). Nevertheless, many
opportunities exist to customize generative Al tools to provide feedback and act as a student learning
resource, such as acting as an idea generator, task generator or to create bespoke assessment
guestions (Guo & Wang, 2024; Rajabi et al., 2023). Coupled with the iterative characteristics of
generative Al models and the ability to receive immediate and recurring feedback, Al offers students
an accessible way to complement and augment traditional teaching and learning methods.

As Al assumes more assessment-related tasks, educators must adapt to new responsibilities focused on
facilitating learning and providing nuanced, human-oriented support. This provides an opportunity for
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the creation of more holistic assessment models that consider a broader range of student skills and
competencies. It also provides an opportunity to re-focus assessment on higher-order cognitive tasks,
such as critical thinking, problem-solving, complex evaluation, and creativity (Adeshola & Adepoju,
2023; Gamage et al., 2023). These approaches could be more authentic by aligning assessments with
the societal and occupational applications of Al. Assessing higher-order cognitive proficiencies may also
mitigate some of the challenges surrounding academic integrity and plagiarism. The disruptive impact
of Al on assessments may also devalue traditional assessment models, such as MCQ exams and
standard written essays. Rather, Al offers more diverse and authentic assessment models, a
reconfiguration of learning outcomes that embed Al and assessments that promote skills and
competencies that are valued by employers (Chiu, 2024; Gorichanaz, 2023; Xia et al., 2024).

Conclusion

Integrating generative Al into coursework assessment holds significant promise for transforming higher
education. Universities should ensure that adequate training and guidance are provided to educators
and students on the use of Al technologies, as Al literacy will be essential for the success of this
approach. Integrating Al into university assessments should be a holistic exercise, rather than a
complete replacement of traditional assessment paradigms. Al offers many opportunities for educators
to innovate their teaching practices and for students to supplement and enrich their learning
experiences. Al is likely to transform the way feedback is delivered and how students receive and
internalize their feedback. Integrating Al will allow a more authentic approach to assessment models
and promote assessment diversity that caters for diverse learning requirements. Although academic
integrity and plagiarism are real concerns for higher education institutions, Al may provide a means to
refocus assessment that evaluates higher-order cognitive proficiencies. By embracing Al's potential and
addressing the associated challenges, higher education institutions can pave the way for more
effective, equitable, and engaging assessment practices that better prepare students for the
complexities of the modern world (Aoun, 2024). Higher education institutions should review and
rethink their assessment policies to adapt to the challenges posed by generative Al. Additionally,
institutions are recommended to offer more interdisciplinary programs and teaching approaches to
prepare students for the evolving assessment landscape (Southworth et al., 2023). By taking an
innovative and progressive approach to assessments integrating Al, universities will be perceived as
forward-thinking and fit to train students for an Al-driven society.
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