
Designing Cognitive ‘Copilots’: 
Augmenting Our Minds Through 

Prompting Conversational Interactions 

Candidate: Leon Reicherts 

Supervisors: Prof Yvonne Rogers 
Prof Sam Gilbert 

Examiners: Prof Joel Fischer 
University of Nottingham 

Prof Nadia Bianchi-Berthouze 
University College London 

Thesis Submitted for the Degree of 
Doctor of Philosophy 

University College London 

Division of Psychology and Language Sciences 

January 2024 





 3 

Abstract 

Natural language user interfaces (NLUIs) have become increasingly popular for a range of 

tasks and activities, given the interactive, adaptive, and contextual interactions they can offer. 

While the goal of many NLUIs is to make it easier for the user to request, find, or generate 

information or content to complete certain tasks more efficiently, it is argued here that they 

can also be effective at scaffolding people’s thinking while performing cognitive tasks. It is 

hypothesised that the way this can be achieved is by proactively asking people questions to 

engage them in reflective thinking about a task at hand. The focus in this thesis is on open-

ended tasks that benefit from such reflective thinking, as it can enable people to discover 

alternative perspectives, approaches, and possibilities which can help to progress with the 

task. The NLUIs presented in this thesis are embedded into the interfaces used to perform 

different types of cognitive tasks and were thus named ‘cognitive co-pilots’. The tasks 

included a collaborative exploratory data analysis task, a complex decision-making task, and 

a creative three-dimensional drawing task. This PhD research explored the opportunities, as 

well as the challenges of ‘embedding’ such prompting co-pilots into these types of cognitive 

activities. It also examines the design parameters at the interface, such as the adequate timing, 

phrasing, and delivery of prompts – and how they can affect ongoing activities. The thesis 

reports five studies conducted on different types of proactive NLUIs and provides a novel 

way of conceptualising them in terms of how they can extend human cognition.
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Impact Statement 

This PhD research was concerned with designing Natural Language User Interfaces (NLUIs) 

that proactively ask questions to support human cognition. So far, this research has had an 

impact through academic dissemination, in particular within the Human-Computer 

Interaction (HCI) community at venues including the CHI Conference on Human Factors in 

Computing Systems and the ACM Conference on Conversational User Interfaces, or the ACM 

Transactions on Computer-Human Interaction journal. 

The main contributions of this PhD research are (a) a novel way to design and conceptualise 

software user interfaces which support human cognition by asking the user task-specific 

questions through natural language, (b) a set of prototypes that were designed around this 

idea, and (c) empirical evidence for the ways in which these prototypes can support human 

cognition and in particular reflective thinking. 

The studies in this thesis show that the question-asking NLUIs can be particularly effective 

for tasks that are open-ended 1 , yet for which there are best practices, useful heuristics, 

techniques, or other considerations that the NLUI can proactively make a user aware of 

through ‘reflective’ questions. Such NLUIs can be most impactful for tasks and activities 

where people are known to frequently get stuck, make errors, forget important aspects, make 

biased decisions, or face any other difficulties which the NLUI can help mitigate or overcome. 

Examples of such tasks which were chosen in this thesis are exploratory data analysis, where 

people can benefit from being asked questions about certain patterns that can get overlooked; 

complex decision-making, where a range of aspects need to be considered and may be missed; 

or creative tasks, where it can be difficult to know how to express an idea or abstract thought 

without guidance. There are many other open-ended tasks with similar characteristics for 

which similar NLUIs could be designed, and which could be informed by the approaches, 

design considerations, and evidence reported in this thesis. 

1 Meaning that there is not a specific outcome that needs to be achieved nor a specific way in which it 

should be achieved 
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The last set of studies reported in this thesis also provide insights into how proactive NLUIs 

in the form of voice assistants could be designed for everyday settings, which can be 

particularly relevant for designing future voice assistants, smart speakers, or robots (Chapter 

7). As NLUIs and the devices they are embedded into (e.g. smart home devices) are becoming 

increasingly more capable and aware of their surroundings, they will also improve their 

abilities to proactively intervene in certain situations. The reported studies provide evidence 

for people’s perceptions of different types of proactive interventions in a range of settings, 

showing that some of them are more acceptable than others and that there are marked 

differences between individuals’ attitudes. 

In the near future, the contributions of this PhD may be of particular relevance given the 

increasing capabilities of AI, and specifically generative AI. As many of these tools promise 

to reduce the cognitive effort of many tasks – which has its benefits – they should ideally also 

be designed in a way that they support a person’s thinking. The vision that this PhD subscribes 

to is that the next generations of AI tools are designed to support humans in the tasks and 

activities they perform with the aim to augment rather than replace human thinking. This thesis 

proposes that this can be achieved by designing AI tools that ask humans reflective questions 

about the task which they want to perform with AI, enabling them to structure and make 

sense of the task and its components to empower their own thinking.  
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Glossary 

On the one hand, this glossary serves the purpose of introducing some of the domain-specific 

and less commonly used terms that appear in this thesis. On the other, it also intends to clarify 

how some familiar terms may be used (and interpreted) in a slightly different or less common 

way in this thesis (including ‘reflection’, for example). Furthermore, it also aims to point out 

relationships between some of the terms (e.g. between ‘reflection’ and ‘ill-defined problems’). 

 

Chatbot Referring to a natural language user interface which the user interacts 

and takes turns with through written text (e.g. question-answer turns). 

(AI) Copilot Referring to AI tools released in recent years that are embedded into 

various applications and platforms with the aim to assist users in their 

activities and tasks. These tools use the metaphor of a co-pilot (which is 

usually spelled with a hyphen) to emphasise their intended role: 

supporting the user (i.e. the ‘pilot’ or ‘captain’) while not diminishing 

the user’s agency, control, and their responsibility in deciding how to 

proceed with the specific task (i.e. having the main responsibility for as 

well as control over of the aircraft). The names that are given to these 

tools often tend to omit the hyphen in ‘co-pilot’ (e.g., GitHub Copilot). 

Externalisation 

and external 

representations 

Externalisation is understood as the process of expressing thoughts and 

ideas through external means and resources (e.g. pen and paper, a 

digital or analogue canvas/whiteboard, a document editor) resulting in 

external representations of these thoughts and ideas (e.g. sketches, 

diagrams, notes) which can then be manipulated, transformed, and 

revised – supporting the (collaborative) thought process as it evolves. 

External 

cognition 

Understood as the use of external tools or representations, like notes, 

diagrams, or other objects, which can make information easier to access, 

manipulate, understand, make sense of, and to ‘work with’ as part of a 

cognitive process. 

Ill-defined 

task/problem 

A task lacking clear goals, constraints, or criteria, making it ambiguous. 

Reflective thinking (which this PhD thesis focuses on) can help clarify 

objectives and develop effective strategies to proceed with the task. 
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Open-ended 

task/problem 

A task that often has broad goals and multiple possible solutions and 

approaches, thus often requiring some creativity to figure out how to 

proceed. Reflective thinking, among other things, can help explore 

diverse approaches and perspectives when progressing with the task. 

Prompting 

NLUI 

Used to refer to most of the NLUIs designed and studied in this thesis. 

Sometimes used interchangeably with proactive NLUI, question-asking 

NLUI, or probing NLUI, depending on which aspect/characteristic a 

specific chapter/section focuses on. 

Prompt Referring to the prompts provided by the NLUI, which were all 

delivered in a proactive way and generally in the form of questions. 

Sometimes, they are also referred to as proactive prompts, guiding 

prompts, question prompts, probing questions, or also cognitive scaffolds – 

depending on which aspect/characteristic is emphasised in a specific 

chapter/section. 

Reflection and 

reflective 

thinking 

Both terms are generally used interchangeably in this thesis. Generally 

used to refer to the ‘deep thinking’ involved in trying to make sense of a 

subject (also referred to as critical thinking) or of oneself (also referred 

to as introspection or self-reflection). 

Sensemaking The process of attributing meaning to things people observe or 

experience (e.g. through reflective thinking). 

Cognitive 

scaffolds 

Techniques that guide and support people in sensemaking and 

problem-solving processes – here often in the form of question-based 

prompts. They aim to help structure thought processes, promote deeper 

reflection, and support critical thinking. 

Software tool Here referring to any type of software used by humans to perform 

certain types of tasks (e.g. to analyse data, draw, write etc.). 

User Generally referring to a person using/interacting with a specific 

interface, system, or device. However, in this thesis ‘person’ or ‘people’ 

are often used interchangeably with ‘user’ when there is no specific 

emphasis on system use or interaction. 

(Also note that there is a difference to ‘participant(s)’ which is generally 

used to refer to a group of people who took part in a specific study.) 
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1. Introduction 

As individuals living in ‘information societies’ [439], the number of things we do in our 

everyday lives that rely on the use of technology is ever-increasing. Many of us manage our 

tasks and our time, communicate with each other, engage with a plethora of content, find our 

way from one place to another, make decisions, purchase things, express ourselves and create 

– all through the use of different types of devices, services, and apps. It is thus not surprising 

that as part of our increasing reliance on technology, many of our cognitive activities have 

been ‘taken on’ by technology, or using more scientific parlance, have been ‘offloaded’ to 

technology (see Risko and Gilbert [346] and Rogers [351]). A pertinent example of this cognitive 

offloading are digital reminders [154], as they remove the need for us to memorise and 

subsequently recall what we intend to do at a specific time. As a result of this, the human 

mind can be seen as being increasingly extended with or by technology [87] – or even in a 

‘symbiosis’ with it [125, 258] – for a wide range of things that we do in our private and 

professional lives. 

Another way in which our minds have been extended through technology is by letting us 

externalise our cognitive processes by creating and/or interacting with external representations 

(e.g. Rogers and Scaife [362]), which can support cognitive processes and help us progress 

with our tasks [112, 113, 224, 291]. This applies to interfaces that let us create, adapt, and 

manipulate representations in real time while we are thinking (e.g. Zhang and Norman [469]). 

An early example for this is the transition from typewriters to word processors starting in the 

1970s. For most people nowadays, it might be hard to imagine a world in which it is not 

possible to directly manipulate a document and see the changes in real time while working 

on it – moving sections around and iteratively refining them. However, until the 1970s, this 

was something most people could only dream of – among them Douglas Engelbart [125] with 

his ideas on how human intellect might be augmented with future technologies that would 

allow people to create, rearrange, and manipulate various types of representations – like text, 

2D or 3D graphics, simulated environments, etc. – in real time. This is, of course, just one of 

countless examples of how technological developments enable ‘external thinking’ with digital 

tools and resources – and how they have been giving our ‘extended minds’ ever more 

capabilities. 
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Besides the technological tools that help us externalise our thinking, another ‘mind extension’ 

has come from technologies that provide us with the relevant kind of data, information, or 

content – whenever we might need it. One of the most prominent examples of this is, of course, 

the Internet [391], on which we can find just about anything with the help of search engines – 

allowing us to explore specific topics, discover and learn new things, solve problems, make 

more informed decisions about our health, finances, intended purchases, and so on. Through 

the use of recommender systems and machine learning, the information we receive has also 

become increasingly personalised and context-specific; and more recently, with generative AI 

(GenAI), we can even receive a wide range of content as a conversational response to nearly 

any request or question that we may have on our mind – overall enabling us to get what we 

want even faster, in the desired form and modality, and tailored to our interests and our needs 

in the specific context. 

These are just a few of the many ways in which technologies have been designed to not only 

extend what we can do and how we can ‘think with’ them – but also how efficiently we can do 

so. Over time, this has enabled continuous increases in our productivity, which has been one 

of the key driving forces for humanity’s progress and welfare (e.g. [120, 294, 402]). However, 

with the growing capabilities of all these technologies, one question is, if some of them could 

take more thinking ‘away from us’ than desirable (e.g. [377]), which might be the case, for 

example, when a certain technology risks to reduce our own engagement, exploration, and 

sensemaking of a topic. As we proceed with developing these technologies further, it is thus 

important to consider how they can be designed so that they remain tools that can extend our 

human abilities, which at the same time maintain and support our autonomy, agency, and 

(cognitive) engagement with whatever we do (see also Schmidt et al. [364, 366]); but what 

might be the most promising ways to achieve this? 

1.1 Envisioning Technologies that Make Us Think Better 

A long-standing vision for further augmenting our cognitive capabilities has been to develop 

so-called natural language user interfaces (NLUIs) – which are also at the centre of this PhD – 

that we can talk to and that talk to us to help us achieve our goals. One prominent example 
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for this vision are the Apple ‘Knowledge Navigator’ and ‘Project 2000’ concept videos 2 

released at the end of the 1980s to showcase Apple’s vision of a future computer that one can 

talk to in order to perform a wide range of everyday and work tasks (see for a description [64, 

90]). In recent years, considerable advances have been made towards this vision – particularly 

with the rise of GenAI. As part of these developments, NLUIs have not only become one of 

the main ways of interacting with the plethora of AI models that have become available – 

offering users a familiar ‘chat-based’ interaction – but they are also increasingly being 

embedded into a wide range of software applications and services to allow people an easy 

way to access and use these different ‘AIs’, whenever they might need them. 

One popular term that has emerged for these GenAI-based ‘embedded’ NLUIs are so-called 

‘co-pilots’ – examples are GitHub Copilot, Microsoft Copilot, or Einstein Copilot from Salesforce, 

among others. This ‘co-pilot’ framing has introduced a new metaphor to the diversity of 

metaphors that have already been proposed over time for NLUIs, AI tools, and other 

technologies, such as assistants, advisors, or companions, among others (see also [302, 316]). The 

idea of this co-pilot framing is to underline the vision behind these new tools, which is to 

contribute to what users are doing/working on (e.g. by providing specific content) without 

undermining the user’s agency and control over what they are doing (as also expected from a real 

co-pilot) [377]. However, the increasing availability and capability of these AI tools to take on 

tasks that – until recently – could only be done by humans also raises the question of how the 

vision of a co-pilot that augments rather than replaces human cognition can be best achieved 

– also in the future. 

Steve Krug’s well-known book ‘Don’t Make Me Think’ [237] has an ironic title that epitomises 

the desire to increase efficiency, speed, and ease of use of most software tools and their 

interfaces – often to remove as much friction from the interaction as possible – which is also 

one of the main goals of the current AI co-pilots (e.g. [307]). Aiming for such frictionless 

interactions has – and will continue to have – advantages in many cases where efficiency is 

key. However, the question asked here is what opportunities are there to design interfaces 

that make us think? For example, by adding a certain amount of friction where this might be 

                                                      
2 https://www.fastcompany.com/90913458/apples-1987-knowledge-navigator-video-depicted-a-future-

thats-still-a-work-in-progress 

https://www.fastcompany.com/90913458/apples-1987-knowledge-navigator-video-depicted-a-future-thats-still-a-work-in-progress
https://www.fastcompany.com/90913458/apples-1987-knowledge-navigator-video-depicted-a-future-thats-still-a-work-in-progress
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beneficial [93, 147:141], getting us to slow down, step back, and think more systematically or 

deeply about something when we might be missing something or following ‘automatic’ or too 

constrained thought processes or inadequate heuristics (e.g. Tversky and Kahneman [419]), 

or when we might benefit of an alternative heuristic (e.g. [152, 153, 296, 411]), approach, or 

perspective for/on something. These are just a few ways in which interfaces could make us 

think, but what kind of thinking should they ‘target’ to achieve this? 

1.2 Augmenting Cognition by Supporting Reflective Thinking 

The focus in this thesis is on ‘reflective thinking’ or just ‘reflection’ – which can be defined as 

“thinking carefully and deeply about something” [249] and which is involved in and beneficial to 

a wide range of tasks and activities – in particular, if there is not a clear way in which they 

need to be performed. Reflection can include thinking about the reasons that led to a specific 

event, (historical) development, or a (personal) decision, as well as what approaches there 

might be to deal with a (personal) problem someone is facing – just to name a few. A common 

way in which two different types of reflection are often distinguished, is if someone reflects 

on themselves (sometimes also called self-reflection) or other ‘material’ (e.g. as part of a task) 

[384]. 

The NLUIs that were built as part of this PhD cover both types of reflection across a range of 

tasks. Their goal is to enable reflection to help people become aware and explore ideas that 

can support them in making sense of and progressing with an open-ended (e.g. [309]) and 

potentially ill-defined (e.g. [374, 393]) task/problem (also see the Glossary at the beginning for 

a definition of both terms) – either by reflecting upon the task material or upon oneself. 

However, people often find it difficult to engage in deep reflection that successfully 

transforms their understanding of something [51, 169, 232, 291, 373, 390], unless they receive 

guidance – but how could such guidance be provided to them? 

The approach taken here is to make the NLUIs proactive so that they can intervene on their 

own initiative to ask or point something out to the user. However, this leads to another 

important question of this thesis, which is, what happens if, as a result of this, the conventional 

interaction paradigm of ‘user requests, system responds’ (that currently comprises most existing 
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NLUIs and co-pilot tools) is shifted towards the converse of ‘system requests, user responds’. 

Even if many current AI (co-pilot) tools can, of course, ask questions back to the user, they are 

generally not yet designed to do so to actively support, guide, and structure people’s thought 

processes. A specific aim of my research, therefore, is to explore how to design interfaces 

that can proactively provide questions and prompts to the user to support them in their 

thought process by enabling them to reflect when needed. 

There have already been various conversational interfaces in the past that were developed to 

enable people to think and reflect. One of the earliest programs that could be seen as an 

example for this was Weizenbaum’s Eliza developed in the early 1960s, which offered a 

human-like conversation by using a pattern-matching method [443]. Eliza was effective at 

convincing people at the time that they were having a conversation with another person, 

mainly by asking questions back to them based on their input, which would get them to reflect 

on what they said previously (for example, by asking “What makes you think that [something 

that the person previously said]?”). More recently, there have been various examples which 

have shown how conversational interfaces have the potential to help people reflect on and 

make sense of a subject [71], understand it better, learn or work more effectively [65, 230], and 

make sense of themselves and their behaviour through self-reflection [255]. Various 

commercial conversational agent apps have also appeared, such as Woebot or Wysa, which 

have been found to be successful in helping people reflect on and change their behaviour in 

meaningful ways [37, 141, 197, 268, 329]. While there has been some success in developing 

NLUIs to facilitate reflection in educational contexts [6, 71, 160, 203, 260], through asking the 

user questions about their thought process, they have not yet been more broadly embedded 

into software tools to proactively support other cognitive tasks, which is the aim of the NLUIs 

that were designed as part of this research. 

1.3 Framing Natural Language User Interfaces as Cognitive Co-pilots 

All of the aforementioned tools and apps contain some form of a conversational user interface 

(CUI). CUI is a widely used term to refer to these types of interfaces. However, the term that 

will generally be used in this thesis is NLUI (for natural language user interface, as introduced 

earlier). The reason for using NLUI is that it is somewhat more general, and it also includes 
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interfaces that might not be categorised as a CUI. As the name CUI suggests, the interaction 

is generally not only based on natural language, but it is also in a conversational form (e.g. a 

question followed by an answer and so on). Examples for CUIs are chatbots (e.g. Eliza or 

Woebot), voice assistants (e.g. Siri or Alexa), and virtual agents (e.g. Ikea’s Anna, which used to 

answer customers’ questions about products), among many others. NLUIs, on the other 

hand, refer to any interface that people interact with using natural language – which can 

(but does not have to be) through conversational interactions/turn-taking. An example for 

this would be when one conversation partner asks a question but the other partner may not 

respond via a conversational turn but rather by performing an action. This could be a virtual 

tutor that guides a student in an online learning environment through an exercise and gives 

hints based on what they are doing while the student ‘responds’ to the tutor through the way 

they proceed with the exercise (rather than by taking a conversational turn in response to the 

tutor). As not all the prototypes presented in this thesis are strictly conversational (see also 

[34]), NLUI was a more apt overarching term to use – despite it being less commonly used in 

the field of HCI than CUIs. 

An advantage of NLUIs (and CUIs) is that they can offer forms of interaction and turn-taking 

between user and system that other interfaces like graphical user interfaces (GUIs) cannot. In 

particular, NLUIs are often perceived as some form of ‘social entity’, which can lead to 

different responses and behaviours in people using them, such as enabling them to express 

themselves better (e.g. [459, 460]). Some of these effects can be further supported (and better 

targeted) by framing NLUIs in adequate ways to help a person get a better idea of how they 

should understand and interact with a specific NLUI. To achieve this they can make use of 

metaphors and be given certain ‘roles’ depending on what their goals are (which might be 

inspired by familiar human roles and relationships). There are a variety of roles/metaphors 

that have been used for or ‘given to’ NLUIs (and CUIs), such as advisors, assistants, 

companions, or more recently, co-pilots. In this thesis, they are framed as ‘cognitive co-

pilots’, which aims to convey the idea of what they are trying to achieve – to support and 

empower people in performing cognitive tasks. The term draws from the existing term of 

‘AI co-pilots’ introduced earlier. The relationships between the key terms of NLUI, CUI, and 
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cognitive co-pilot are illustrated in Figure 1.1 – namely, that NLUIs encompass CUIs and that 

what are called cognitive co-pilots in this thesis can be considered an NLUI and/or a CUI. 

Having considered in this section these two kinds of interfaces and how they ‘work’ as well 

as the idea behind cognitive co-pilots, the next section shifts the focus to outlining the key 

aims and research questions that guided the design and evaluation of the cognitive co-pilots 

that were built as part of this research. 

1.4 Research Questions and Aims 

The overarching goal of this thesis is to address the question of how cognitive co-pilots can 

be embedded into tasks to support and scaffold people’s thought processes by proactively 

asking them questions to get them to reflect and externalise their thoughts. What is meant 

here by ‘scaffolding’3 is to guide and help structure someone’s thought process towards a 

direction that could help progress with a task and that enables them to get a new insight or 

idea (see, for example [341, 476]). The use of the term here is inspired by educational and 

learning sciences where scaffolding refers to “the process that enables a child or novice to 

solve a problem, carry out a task or achieve a goal which would be beyond his unassisted 

                                                      
3  The scaffolding metaphor draws from building construction where the scaffolds provide both 

“adjustable and temporal” support to the building under construction [312]. 

Figure 1.1: Diagram illustrating the ‘relationships’ between key 

terms in this thesis.  

 

NLUI 

CUI 
Cognitive Co-pilot 
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efforts” [455]. The aim of the research conducted in this PhD was to explore different 

application areas and types of cognitive tasks where the ‘interaction paradigm’ of ‘system 

requests, user responds’ could support people in a specific task by scaffolding their reflective 

thinking. The overarching research questions of this PhD thus are: 

RQ1: How can ‘cognitive co-pilots’ be designed to proactively support people in tasks 

they engage in? 

RQ2: How can cognitive co-pilots support reflective thinking? 

RQ3: How can the findings of the studies be conceptualised and lead to a model of 

how scaffolding NLUIs, like cognitive co-pilots, extend people’s minds? 

To investigate these questions I have explored in my PhD (i) how a cognitive co-pilot can 

support groups of people performing an exploratory sensemaking task together [FP1]4, (ii) 

how cognitive co-pilots can be designed to probe and scaffold a person’s decision-making 

processes [FP2], (iii) how cognitive co-pilots can guide people when reflecting and creatively 

expressing themselves [FP4], as well as (iv) the ways in which ‘co-pilot devices’ could (and 

how they should not) proactively prompt people and make suggestions in everyday life [SP, 

FP3]. See Table 1.1 for an overview of the studies/chapters and their key characteristics. 

In what follows I will generally use the previously introduced term NLUIs to refer to interfaces 

which people interact with through natural language. The cognitive co-pilot framing or 

metaphor will only be used when the role of the NLUI in supporting a person’s cognition is 

emphasised. In the remainder of this introduction, the chapters of the thesis are outlined and 

what NLUI each of them covered. 

1.5 Contents of this Thesis 

Chapter 2 provides the background to the thesis by presenting relevant work conducted in 

this burgeoning area of research. In the first part, it focuses on the literature on the capabilities, 

characteristics, and interactions provided by current NLUIs. The second part provides an 

                                                      
4 Note that these are the abbreviations used in the “Publications” list at the beginning of this thesis. 
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overview of reflective thinking, describing how it can be defined and understood, what its 

benefits can be, and how it can be enabled and supported through technology. Chapter 3 

outlines the methodological approach taken to both designing and evaluating the cognitive 

co-pilot prototypes that were designed to support different types of cognitive tasks. 

In the first study of my PhD, published in the ACM Transactions on Computer-Human Interaction 

29 [FP1] and described in Chapter 4, I designed an NLUI that supported groups of users 

exploring a dataset together. The aim was to investigate whether this set-up could enhance 

collaborative sensemaking. The findings from the study suggest that the provision of 

proactive questions triggered more reflection on the reasons for certain trends and patterns 

and helped people make sense of them. Furthermore, differences were found in participants’ 

interactions among themselves and with the system depending on whether the interaction 

modality was text/screen or voice-based, providing important implications for designing 

future NLUIs that are designed to be embedded or take part in social and collaborative 

interactions among people. 

Following on from this idea of probing users to enhance cognition, the second study of my 

PhD, published in the Proceedings of the 4th Conference on Conversational User Interfaces 2022 

[FP2], and presented in Chapter 5, explores how a chatbot can be designed to probe and 

scaffold complex decision-making. The aim of using probing questions at the NLUI in this 

context was to engage the user in reflective conversations about their reasoning as part of their 

decision-making. The chosen scenario was stock investing, which involves exploring and 

making sense of different types of data to subsequently construct an ‘investment thesis’ for a 

stock. The study showed that when experienced stock investors used the prototype they 

reflected on and reconsidered certain investment decisions they had made and their reasoning 

behind this – which they would not necessarily have done without the scaffolding from the 

NLUI. 

The finding that an NLUI could successfully support human cognition in specific tasks led to 

a new direction in the PhD research, which was to explore how this might also be done in 

everyday contexts where it can help people to understand themselves. Chapter 6 presents my 

third study published in the Proceedings of the 2023 CHI Conference on Human Factors in 

Computing Systems [FP4], which was a collaborative project conducted with Nadine Wagener 
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and other colleagues from the University of Bremen5 and UCL. We explored how to design 

an NLUI to foster someone’s reflection on a past personal challenge and how they overcame 

it. The NLUI was embedded in a VR experience that was inspired by art therapy in which the 

user visually represents a past challenge they went through. VR often works by immersing 

the person in a virtual environment, which the user can interact with, explore, and shape by 

themselves. In our case, we provided a virtual 3D drawing tool for participants to enable them 

to express themselves through creating 3D representations. An NLUI was embedded in this 

software environment to take the role of a talking guide, which encouraged, inspired, and 

prompted the user to express themselves and reflect within their VR ‘world’. Our findings 

show that this kind of ‘NLUI + VR’ experience enabled the participants in our study to draw 

connections between different components of a past challenge and enabled them to identify 

new approaches for overcoming similar challenges in the future. 

Building on this work investigating how to design NLUIs that take on the role of a co-pilot to 

support human cognition, I finally explored more broadly how to take into account individual 

needs, preferences, and (social) contexts that need to be considered when designing co-pilots 

for everyday life. This work is presented in Chapter 7. In this chapter, the co-pilots are not 

embedded into task interfaces but into everyday contexts with the aim to provide relevant 

information for the ongoing tasks. Again, this work was done in collaboration with colleagues 

from the University of Bremen as part of the Excellence Chair program. The aim was to 

investigate how people might react in different contexts to different types of prompts from an 

NLUI. We used scenario-based questionnaires and interviews to investigate in which (social) 

situations and for which activities different interventions by voice assistants – another form 

of NLUI – may be useful, appropriate, and desirable. This work was published in the 

Proceedings of the 2nd and 3rd Conference on Conversational User Interfaces 2021 and 2022 [SP, FP3]. 

The research revealed that certain interventions are generally seen to be more acceptable than 

others (e.g. depending on the urgency of the intervention, the characteristics of the social 

setting, etc.). However, one of the main findings was that there are marked differences between 

individuals: While some participants were against having an NLUI that corrects people when 

                                                      
5 As part of my supervisor Prof Yvonne Rogers’ ‘Excellence Chair’, which she was awarded by the 

University of Bremen, several collaborations took place among PhD students from both Yvonne’s group 

and the partners in Bremen, including Prof Johannes Schöning’s and Prof Rainer Malaka’s group. 
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they have a disagreement, others were in favour of this form of proactive intervention – in 

particular when multiple people were present, and the ongoing activity was considered to be 

personal or private. A conclusion from this line of research is the importance of individual 

differences; one size does not fit all. A challenge for future research, therefore, is to identify 

how to accommodate for different users in different contexts so that they can be prompted in 

ways that are appropriate for them. 

The main contribution of this series of studies is the finding that ‘cognitive co-pilots’ can be 

developed that enable and facilitate human thinking and reflection about the task at hand, for 

example, to help them discover more or new things, to make them more aware of how they 

decide, think, or regulate their emotions, or to just help with everyday tasks and activities. 

The studies also showed that it is possible to design co-pilots for a range of tasks, although 

the final study showed that some participants found them too intrusive for certain contexts. 

Table 1.1 below provides an overview of the key characteristics of the chapters/studies. The 

final chapter discusses the findings from the set of studies conducted with respect to the 

research questions outlined earlier. Its focus is on what factors are important when designing 

cognitive co-pilots in order to support and augment the human mind in different (open-

ended) activities and tasks which can benefit from having more reflective thinking involved. 

It discusses how the cognitive co-pilots were able to help people become aware of things they 

have not considered before, explore new approaches, and take on new perspectives. It 

introduces a model that can be used to conceptualise how tools like cognitive co-pilots can 

extend human cognition. It also discusses key design considerations as well as the challenges 

and limitations of building cognitive co-pilots. The chapter ends by discussing future research 

avenues and the ethical considerations involved in designing cognitive co-pilots. 
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Table 1.1: Overview of the four study chapters and the key characteristics. 

 VoiceViz 

Chapter 4 

ProberBot 

Chapter 5 

SelVReflect 

Chapter 6 

Scenarios 

Chapter 7 

Supported 

activity: 

Analysis and 

sensemaking 

Decision-making Self-expression 

and self-reflection 

Everyday (social) 

activities  

Study 

design: 

Experiment 

comparing NLUI 

modalities 

Qualitative user 

study 

Mixed methods 

user study 

(pre/post) 

Scenario-based 

questionnaire and 

interview study 

Single- or 

multi-user: 

Multi-user (pairs) Single-user Single-user Single and multi-

user (hypothetical) 

 

In conclusion, this PhD research contributes to the following: 

1. Three different types of cognitive co-pilot tools following the ‘system requests, user 

responds’ paradigm showing how they can be designed for different types of tasks. 

2. Empirical evidence of how people interact with and respond to these different types 

of co-pilots and how the co-pilots’ prompts augment their thought processes and 

reflection. 

3. A discussion of some of the key challenges and opportunities involved in designing 

proactive systems and how they deliver their prompts. 

4. A model to conceptualise tools like cognitive co-pilots and the ways in which they can 

extend human cognition.  
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2. Background and Related Work 

This chapter is divided into two parts. The first part (2.1) covers relevant literature concerned 

with the design, use, and evaluation of NLUIs. As mentioned earlier, NLUIs encompass a 

range of interfaces, including CUIs. Although many of the interfaces and software tools 

covered in this literature review could also be referred to as CUIs, dialogue systems, 

conversational agent, smart personal assistant, chatbot, robots (with natural language 

capabilities), to name a few, the term NLUI will generally be used here for consistency, unless 

a clear specification of the interface seems meaningful. On a high level, NLUIs refer to 

interfaces that users interact with via written natural language – which includes chatbots – or 

spoken natural language – which includes voice user interfaces (VUIs), voice assistants (VAs), 

etc. (see also [472]). Despite differences in their instantiation, there is clearly an overlap 

between the different forms of user interaction of these different types of NLUIs, in so far as 

they have been designed to enable a user to have a conversational or ‘conversation-like’ 

interaction at the interface following a model of turn-taking. 

The second part of this chapter (2.2) focuses on how cognition, in particular reflective thinking, 

can be understood as well as what its purposes and benefits can be. Section 2.2 also provides 

an overview of some existing approaches and interfaces that support reflective thinking and 

how this can benefit people’s self-awareness, sensemaking, and decision-making among other 

things. To begin, the state of the art of NLUIs is discussed. 

2.1 An Overview of Relevant Research on NLUIs 

This section is structured as follows: Section 2.1.2 provides an overview of some of the general 

advantages and challenges of NLUIs and the interactions they enable. Section 2.1.3 covers 

how the use of different NLUI characteristics can affect the user experience and outcomes for 

different types of activities and tasks. Section 2.1.4 then outlines some of the NLUIs that have 

been embedded into software tools to support certain tasks. Section 2.1.5 describes some of 

the key developments in the shift from NLUIs taking a reactive role to becoming more 

proactive, and finally, section 2.1.6 discusses one of the key challenges of proactivity, which 
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is to identify opportune moments for an NLUI to intervene. To begin, a brief history of the 

emergence and development of NLUIs is provided. 

2.1.1 The Emergence of NLUIs 

The foundational work for NLUIs can be traced back to 1966 when Joseph Weizenbaum 

introduced the Eliza program [443]. Since then, NLUIs have been developed in many different 

ways for a variety of tasks and have also been given voices and bodies (e.g. [278]). Driven by 

a number of technological advancements, there have been various ‘waves’ of NLUI research 

over time – for example, Schöbel et al. [371] identified five waves of NLUI research: 

• The 1st wave, which Eliza was part of, was defined by scripted conversations, using 

rule-based methods, 

• the 2nd wave up until the 1990s started using more basic AI methods, pattern 

recognition, and embodiment, 

• the 3rd wave, referred to as the ‘kick-off wave’ and lasting until around 2010, NLUIs 

started receiving attention from big tech and real-world uses were developed (such as 

for customer support), 

• the 4th wave or the ‘hype wave’ brought the introduction of many voice-based NLUIs 

and personal assistants like Siri or Alexa, 

• the 5th wave started to see extensive use of AI (including LLMs), making NLUIs 

significantly more capable, flexible, and adaptable. 

Though the study and development of NLUIs spans several decades, their practical 

application has only really materialised at some point during the ‘hype wave’ in the early 

2010s [277], propelled by progress in AI domains like natural language processing (NLP), 

natural language understanding (NLU), as well as speech recognition and speech synthesis. 

With new technical capabilities and opportunities, academic and commercial interest in 

NLUIs has thus also accelerated throughout the hype wave (e.g. [277, 320]) and recently – in 

the 5th wave – experiencing an additional ‘boost’ with the proliferation of GenAI and, in 

particular, LLMs and the new possibilities they offer for building NLUIs such as ChatGPT 

(e.g. [138]). 
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With this widespread adoption and interest, chatbots have found applications and have been 

researched in a wide range of industries, contexts, and use cases, including e-commerce, 

customer service [97, 168, 333], (mental) health and wellbeing [21, 45, 226, 238, 266, 298, 313, 

314, 335, 405, 416, 420], education [182, 395, 431, 437, 448, 451, 462], banking and financial 

advice [177, 252, 287, 383], cars [54, 215, 279, 280, 370, 454], writing support tools [151, 297, 

430], collaborative tasks [11, 20, 115, 194, 406, 449], and more recently GenAI-based NLUIs 

supporting a range of professional/work-related tasks [61, 67, 104, 212, 213, 307, 355]. 

As this widespread NLUI proliferation foreshadows, the expanding domain of NLUI research 

is distinctly interdisciplinary, encompassing areas like (computational) linguistics, media 

studies, communication science, management and marketing, philosophy, psychology, 

sociology, informatics, engineering, design, and HCI (see also [145]). While this broad 

knowledge base is beneficial, it also indicates that chatbot research is dispersed among various 

disciplines and application fields with different research foci and agendas – which is also 

reflected in the increasing number of papers that are mapping out the different research 

streams on NLUIs [145, 271, 371, 472]. Taken together, the field of NLUIs is vast and diverse, 

with various aspects being researched – covering technical aspects, different ways of 

designing them, their psychological, social, and cultural implications and so on. One 

important focus within HCI has been to investigate how they can affect people’s behaviour 

and experience – in both good and bad ways – when interacting with them, which will be 

described in the next section. 

2.1.2 Advantages and Challenges of NLUIs (and Their Metaphors) 

Most advantages and challenges of NLUIs are related to people perceiving them as some form 

of social entity with various degrees of human-likeness and anthropomorphism. The 

advantages are generally related to producing or ‘inducing’ through their human-likeness 

different and often more engaging, personal, and interactive experiences in people (see also 

[271, 472] for a review). The challenges typically are related to when the human-likeness and 

anthropomorphism, including the metaphors used for an NLUI, are inadequately applied or 

taken ‘too far’ (e.g. [19]). This might be the case, for example, if an NLUI is imbued with a 

level of human-likeness that might feel inadequate for a given use or task or uncanny (see also 

Desai and Twidale [108]). However, first some of the advantages of NLUIs are introduced. 
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Overall, NLUIs have been found to enable interactions, as well as behaviours and outcomes 

for users that other interfaces such as GUIs – or even human-human interactions – might not 

be able to provide in the same ways. This can be traced back to the theory of computers as 

social actors (CASA), introduced by Reeves and Nass [337], which proposes that humans 

interact with computers as they would with other humans, attributing social characteristics to 

these interfaces as well as social norms even if they display the most minimal of social cues 

(see also [300]). This can be amplified when technologies have more human-like 

characteristics, such as when offering interactions through natural language (e.g. [2]). For 

instance, Gnewuch, Morana, and Maedche [155] conducted a study on the effectiveness of 

conversational agents in service encounters, revealing how these agents can elicit more 

engaged and accountable responses from users. Other studies showed that if the NLUI 

discloses something ‘personal’ to the user, it can also facilitate disclosure of certain 

information from the user, such as on a personal experience (see for example Lee et al. [253]), 

also referred to as reciprocity in people’s behaviour. These effects of ‘higher engagement’ and 

reciprocity when using NLUIs are likely to be related to people perceiving a form of social 

presence ‘through’ them, which might be explained using the social presence theory [387]. This 

theory has been developed in interpersonal mediated communication studies where social 

presence was defined as “a person is perceived as a ‘real person’ in mediated communication” 

[387:151] and which has also been applied in research on NLUIs [271] where the NLUI can 

convey some form of social presence of a real person. This can then lead to a phenomenon 

referred to as ‘social facilitation’ first identified/introduced by Triplett [415], where 

performance is affected as a consequence of the felt social presence. An example for this might 

also be a study which compared ‘conventional’ questionnaires with conversational ones and 

which found that participants tended to write answers to open questions that were both 

longer and of higher quality in the latter [459, 460]. At the same time, people were found to 

feel more comfortable talking about certain topics with an agent than with a human, for 

example, in situations that might involve judgment or any social pressure when interacting 

with a human [314, 335, 449]. 

However, there are also various challenges involved in designing NLUIs. For example, some 

of their human-like characteristics were found to lead to heightened expectations in people 

about what NLUIs are capable of which they then often cannot live up to [263]. The resulting 
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mismatch or ‘gulf’ between expectations and experience, as it has been described by Luger 

and Sellen [263], can lead to frustration, disengagement [263], and sometimes even 

abandonment of the technology [83]. One approach to mitigate this is to clearly introduce the 

purpose of an NLUI and its capabilities to people before they start using it, by deploying 

fitting metaphors or descriptions of what roles the NLUI will play that can help people 

understand what they can expect from it (see for example [214]). A main reason why 

metaphors have become popular in computing is that they can provide grounding, couching 

the technologies’ capabilities and interactions with it in familiar terms for what might be 

otherwise described in more abstract terms [302]. For example, the desktop metaphors [302] 

(e.g. files, folders, bins, stacks and so on), which became broadly used in graphical user 

interfaces (GUIs) at the beginning of the 1990s, are thought of being an important contributor 

to Personal Computers (PC) becoming popular. When adequately employed, the use of 

metaphors can also improve people’s experience of using NLUIs. For example, when Xiao et 

al. [458] introduced their NLUI to participants as a “learner” or a “collaborator”, they were 

more willing to respond to its requests for feedback, which were also perceived as less 

disruptive. Similarly, Khadpe et al. [214] found that when NLUIs were introduced through 

metaphors suggesting lower competence (such as a child), the NLUI received better ratings 

on aspects like participants’ desire to adopt and to cooperate with the system after having 

used it. The reason for this is most likely that the metaphor suggesting lower competence 

narrowed the gulf between expectation and experience, adjusting participants’ expectations 

before interacting with the NLUI. Conversely, choosing metaphors that suggest a system is 

more capable than it truly is can increase this gulf [263] and lead to more frustration. 

Various analyses of how technologies are embedded into social situations have shown the 

complexities of how their use is being interwoven into social interaction – for example, how 

NLUIs are used in multi-user settings and collaborative action [326, 327, 338]. It was found 

that sometimes when an NLUI was addressed as part of an ongoing human-human 

interaction, it failed to respond adequately, as it was lacking the contextual understanding, 

including the ongoing conversation and what was previously discussed. In this environment, 

an `assistant’ metaphor “fails to capture the complexities of having a natural language based 

‘conversational’ system in peoples’ homes”, as Desai and Twidale [108] argue. However, as 

other studies suggest, people learn to adapt to technical limitations over time and, in the long 
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term, they tend to adjust and evolve their interactions with the devices. For example, a study 

by Beirl et al. [39] showed how families created new social games and routines when using a 

smart speaker in their homes, developing new family interaction patterns.  

Taken together, NLUIs provide a ‘design space’ with many opportunities; however, 

navigating this space can be challenging and should be done with care. Given their 

conceptualisation as social entities or even as social actors, they can trigger and enable 

interactions that go beyond what other interfaces can do. However, as a result, they sometimes 

also get people to think that they can provide better responses than they are truly capable of. 

Attributing certain roles and metaphors to an NLUI can help ‘calibrate’ people’s expectations 

of what it is capable of and what it should and should not be used for. Beyond their 

conceptualisation and which roles and metaphors they are given, a central concern is which 

specific design characteristics an NLUI should have so that it can enable and foster the desired 

interactions and behaviours in the human(s) using it – this question is addressed in the next 

section. 

2.1.3 Using Different Interface Modalities and Characteristics 

When designing NLUIs, one of the key questions is if the system should be text/screen or 

voice-based. While this decision might, in certain cases, be straightforward due to specific 

requirements or constraints for the intended usage of the system (e.g. using voice for a task 

where a user’s hands are not free), it can be more nuanced or difficult to answer in other 

situations. To give an example, disclosing a personal issue might feel more natural to talk 

about, but at the same time, a person can feel uncomfortable having to say more personal 

things out loud compared to typing them. Therefore, NLUIs can be designed to provide 

different options for how to interact, especially where it might not be clear if one or the other 

modality is better, which could also depend on individual preferences or specific needs in a 

given situation. 

Clark et al. [88] summarised empirical research comparing the effects of speech versus 

graphical interfaces on user performance and experience, which has shown mixed results. In 

some studies, the use of voice was more beneficial than in others. Voice has been found to 

support a range of domestic tasks [9], everyday tasks of people with impairments [328], and 
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also collaborative tasks [449]. Le Bigot et al. conducted two studies [247, 248] investigating 

written text versus speech input with information retrieval systems, one of them for a 

restaurant search and the other for travel planning. In their first study [247], they found no 

difference in transfer effects when switching from one modality to the other. Subsequently, 

they found people were faster when working in written mode than in spoken mode, although 

the latter was considered to be easier. They also found spoken interaction led to more 

‘collaboration’ with the system – in terms of users matching their utterances to the system’s 

utterances – while written interaction was more efficient – in terms of turns being required to 

complete the tasks [248]. In another study, Begany et al. [38] investigated users’ perceptions 

of spoken versus written text input for a search interface. Written input was preferred 

compared with voice input because it was easier to learn and to use. Limerick et al. [259] 

studied pressing keys versus using voice commands and found that speech leads to a 

diminished sense of agency in users – which was defined as the experience of controlling one’s 

own actions and their outcomes. There have also been modality comparisons of a computer 

tutoring system; D’Mello et al. [114] found no difference in learning outcomes if students 

made system input via keyboard or speech. Similarly, Litman et al. [261] found no difference 

in students’ learning gains for spoken versus typed modalities. 

These mixed findings suggest that whether speaking or typing is more effective depends on 

the context and task. However, most of the research on using different modalities has focused 

on how task completion performance varies or on exploring users’ perceptions of using each 

modality. There is only a limited number of studies that investigated how they impact 

experiential and behavioural aspects, such as reflection, sensemaking, or collaboration with 

others. An example of a study more concerned with such aspects is that of Gonzalez and 

Gordon [158], which compared how using speech versus text as input affected the player 

experience and user understanding of their fictional role in an interactive narrative (which has 

similarities with playing a game). They found that in the text condition, participants were 

more likely to adopt the role of the narrator (speaking in past tense), and in the voice 

condition, they were more likely to speak directly to the narrator (or the computer), saying 

what was happening or what should happen (speaking in present tense). This suggests that 

speaking at the interface can enable users to step more into character, see themselves more as 

part of the story and, in doing so, change how they feel, think and experience. This resonates 
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with the study by Kocielnik et al. [230], comparing a speech-based and a text-based agent for 

the workplace to support employees’ activity journaling and self-learning through reflection. 

Their findings suggest that the voice-based system is easier to use and feels more personal, 

interactive, and engaging. In addition, compared to screen-based conversational interfaces, 

voice-based interfaces have been found to be less distracting for certain types of tasks [295, 

456]. However, this research on how different modalities can engender different user 

experiences and behaviours beyond task performance is still limited.  

Taken together, while the use of a keyboard and a graphical user interface (GUI) to type or 

select commands often seem preferable for many tasks because of their ease of use as well as 

increased agency and efficiency, voice user interfaces may be more ‘natural’, immediate, or 

engaging, enabling users to ‘collaborate’ more with the system and to have a different and 

possibly more interactive experience. In particular, users may also be able to draw upon 

familiar conversational practices and social norms when speaking with an NLUI. 

In addition to deciding on whether to provide text/screen or voice-based interactions, another 

important question is what characteristics the voice should have to best accommodate user’s 

needs for the given task (e.g. to not distract them), including how it might be chosen to match 

user’s expectations (e.g. [54, 127]). This includes considering the gender of the agent’s voice. 

Research has shown that the identified gender of an agent has an impact on the user’s 

experience and perception of them [48, 53]. For example, female voices were found to be 

perceived as more trustworthy in a study where participants received health-related advice 

[171]. However, previous research suggests that designing the right voice for an assistant in a 

given application largely depends on its context [68, 292, 299, 404]. Whether it should sound 

realistic or synthesised is another design question. While real human voices have often been 

used [299], the preferences between synthesised and real human voices can also be context-

specific [68]. Furthermore, research has shown that there are significant marked differences in 

people’s preferences for different kinds of voices [68, 404]. In conclusion, the current evidence 

base does thus not provide a clear picture of when specific voice characteristics might be best. 

The next section provides an overview of how some NLUI have been integrated into a range 

of tasks and tools. 
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2.1.4 NLUIs Embedded Into Software Tools 

Besides being standalone systems, conversational agents have been increasingly integrated 

with other technologies and software applications (e.g. [22, 23, 95, 131, 183, 187, 246, 363, 383, 

395, 442, 448]) and even more so now with recent developments in GenAI and LLMs, giving 

rise to tools like GitHub Copilot, Microsoft Copilot, Gemini for Google Workspace, Adobe Firefly, the 

AI learning tutor Khanmigo from/on Khan Academy, or Einstein Copilot from Salesforce, etc. 

The benefits of doing so are that the AI co-pilot can support humans in their ongoing task 

within the software tool used for it, which can enable the co-pilot to directly contribute to 

what the person is doing. 

With the prospect of future advances in AI, there is also the potential for NLUIs to become 

more intelligent and, as a result, capable of supporting and guiding users through ever more 

of their tasks at the interface. However, it is not straightforward as to how best to integrate 

more intelligent NLUIs with the other kinds of software tools that a human currently uses for 

carrying out their tasks. How can we ensure that the next generation of NLUIs do not simply 

automate what humans currently do but instead amplify and empower them in their activities 

(see also Schmidt [364], Shneiderman [386], and Bainbridge [26])? For example, should the 

NLUI provide the user with solutions, or instead, should it assist them in finding a solution 

themselves by probing them and asking them questions? Here, it is argued that it is important 

to conceive and design NLUIs for human cognition by embedding them into the tasks humans 

perform rather than ‘just’ conceiving them as assistants that complete tasks for them. But how? 

This will be discussed at the example of data analytics tools in particular. 

Two different kinds of software tools that were found to be particularly promising for such 

NLUI embedding – that are also relevant for the studies presented here – are data analytics 

and visualisation tools [18, 111, 133, 150, 188, 208, 361, 379, 380, 396–398, 403, 413] and learning 

tools and platforms [131, 186, 432, 437, 447, 448]. One of the main reasons is that this 

embedding can augment the interactions with the given dataset or learning materials, either 

to scaffold the user’s analysis or learning process through conversational turn-taking and/or 

to be able to ask questions. A commercial tool offering such interactions is Tableau’s Ask Data 

(see [413]), which enables users to formulate queries in natural language to generate and 

modify visualisations. One of the earlier systems that allowed users to plot data using speech 
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or text queries was Articulate by Sun et al. [403]. Their evaluation showed that when 

participants had to plot the same data in Microsoft Excel, they were significantly slower and 

found the steps required more complex and more confusing, despite the majority of them 

being familiar with Excel and its charting features. Another data analysis tool, Ava, which 

provided a chatbot interface, was designed to allow data scientists to assemble data analytics 

pipelines [201]. Computer scientists who were knowledgeable about data science were able to 

build machine learning models faster than when using Python. Another example is Eviza by 

Setlur et al. [379], which allowed users to interact with and modify visualisations of geospatial 

data via typed natural language queries. In a user study comparing Eviza with Tableau 

(without any natural language features), participants found Eviza to be more natural to use 

and completed the analysis tasks significantly faster; however, some users experienced a loss 

of empowerment and ownership (of the task). 

In summary, this research suggests that NLUIs can help both lay and experienced users 

perform their tasks more efficiently when used as part of a software tool. One way it does this 

is by enabling them to ask questions and make requests in a more familiar way. However, 

most of this body of research has focused on how to speed up task completion by using natural 

language. Little is known as to how integrating NLUIs in software tools can also support other 

forms of cognitive activity, such as improving sensemaking and reflection about the task at 

hand. One way to do this could be by making the NLUIs more proactive, actively prompting 

the user in their thought process. Next, we consider what is involved in making proactive 

NLUIs that can achieve this. 

2.1.5 Proactive NLUIs 

Proactivity has been of interest for decades – covering a wide range of NLUIs and other 

assistants and tools (e.g. [166, 242, 244, 286, 457, 463]) or even robots (e.g. [63, 318, 318, 424]) 

with a significant acceleration in research and development efforts in recent years (e.g. see 

Deng et al. [105] for a review of proactive dialogue systems). One reason for making NLUIs 

proactive is to help users carry out their activities, by making suggestions or asking questions 

at particular times. This can be achieved by the NLUI proposing or requesting something on 

its own initiative, without waiting for a prompt from the user. 
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While sometimes the aim might be to enable more human-like interactions [195, 210, 256, 408], 

proactive capabilities have also been developed and researched to help provide better 

recommendations [234, 468, 471], to retrieve relevant information for an ongoing task or 

conversation with another person [11], or perform a task more efficiently, such as to make a 

restaurant booking [49]. This interest in proactivity has been more pronounced in recent years 

with the rapidly advancing capabilities of AI systems, which have increasingly better 

contextual awareness that is central to knowing when best to be proactive (e.g., [165]). Much 

has been done to address the technical challenges of building proactive conversational 

interfaces in the past few years [105, 368, 370, 401], especially with recent developments of 

LLMs (see for example [106, 257, 433]). 

Despite this interest in and promise of proactivity, interactions with commercially available 

voice assistants are usually still highly constrained to reactive interactions [89, 92, 117, 263, 

326]. A reason for little progress being made in the development of proactive commercial 

NLUIs is the worry that they will be perceived by users as being intrusive; proactivity 

typically requires understanding the context, which involves collecting data (e.g. monitoring 

conversations and what is happening in a space/environment) which can make people feel 

uncomfortable (e.g. [269, 286, 407]). More research is needed to address these user concerns 

while exploring how proactive interactions in such devices can open up new opportunities 

and potentially empower a broad range of applications [440, 441]. Besides addressing the 

privacy concerns when developing proactive systems, it requires knowing how to design 

meaningful proactive interventions that are delivered in a way that is appropriate for the user 

and their ongoing activity (e.g., [285, 286]). 

Emerging research in HCI has begun to investigate how open people are to proactive 

interventions, generally suggesting that people see benefits in them – although this depends 

on the type of tasks and activities an individual may be engaging in as well as their preferences 

regarding proactivity [285, 441]. Furthermore, a range of application areas and use cases have 

been explored for which proactivity might be effective or adequate, such as for wellbeing [52], 

or in educational settings [274, 447, 448]. Others are also beginning to investigate the privacy 

implications that such proactive and possibly ‘always-listening’ systems could have for users 

and how they are perceived [269, 407]. 
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A survey conducted by Schmidt and Braunger [367], involving 1,550 participants, showed that 

users generally see potential in proactivity. Similarly, a study conducted by Völkel et al. [425], 

which focused on users' envisioned interactions with an ideal voice assistant, revealed that 

many participants regarded proactive behaviour in voice assistants as desirable. Specifically, 

the interactions envisioned by participants indicated a preference for agents that can 

anticipate potential actions and provide suggestions without explicit user requests. In another 

survey, Chaves and Gerosa [77] identified various characteristics chatbots should be enriched 

with, which included proactivity. Based on their review of the literature, they found several 

benefits of having proactivity such as to provide additional, useful information, to recover the 

chatbot from a failure, to improve the productivity of a conversation, and to guide and engage 

users. Taken together, this line of research suggests that people generally see the promise of 

proactivity for certain situations and activities, but they also have some concerns for others. 

Besides this research exploring people’s perceptions of proactive interactions, another line of 

research has investigated how people interact with NLUIs offering proactive interactions. For 

example, Andolina et al. [11] developed a proactive search agent designed to monitor user 

conversations and offer information based on detected entities within the dialogue. Their 

findings indicated that this agent effectively enriched conversations with factual information 

and ideas while minimally disrupting the conversational flow. One setting that has received 

considerable attention is car driving (e.g., [279, 368–370, 401, 454]), where proactive NLUIs 

can assist with driving the car, planning their route, or doing other tasks. For example, Meck 

et al. [280] investigated how proactive assistants should intervene when driving. Their findings 

suggest that proactive suggestions were found to be useful in specific situations. In particular, 

proactive interventions that were more specific to or more closely related to the participant’s 

driving task were accepted more frequently than ones not related to driving. For example, 

while proactive information on the remaining fuel range was accepted in almost all cases, and 

information on the availability of a faster route or suggestions related to the destination or 

where to park in most cases, offering the user a more relaxing mode for driving or suggestions 

for customising the map were accepted significantly less frequently. Hence, in general, the 

findings suggest that the more helpful and relevant a proactive suggestion is in a given 

situation, the more likely it is that it will be accepted. 
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Peng et al. [318] conducted a study on a robot which participants interacted with through an 

NLUI. The robot provided three levels of proactivity: (i) offering help directly (high 

proactivity), (ii) asking for permission to intervene (medium), and (iii) waiting for the 

participant’s explicit help-seeking signal (low). Participants said that the robots with high and 

medium proactivity were more informative for the given task than the one with low 

proactivity. Overall, participants preferred the robot with the ‘medium proactivity’ setting 

even if they were interrupted more in their task compared to ‘low proactivity’. This was 

despite the ‘medium proactivity’ robot taking more control over the conversation and 

interrupting them more than the ‘low proactivity’ one, and also requiring more steps of 

interaction than the ‘high proactivity’ one. Taken together, the findings show that even if there 

can be some less desirable aspects of proactivity, people may still prefer it if it provides 

meaningful information for the task at hand. Moreover, some participants appreciated that 

the robots provided information without having to explicitly request it: “It’s great that the robot 

proactively provides more information when I am hesitant. It broadens my mind as there are some 

points I didn’t consider”. 

Privacy and intrusiveness, however, are key concerns for proactive NLUIs (Tabassum et al. 

[407], Miksik et al. [286]). A study by Lau, Zimmerman, and Schaub [245] showed that distrust 

in the companies behind these devices makes many individuals hesitant to use smart 

speakers, especially if they are to make them proactive. Another issue is that proactive 

interventions, if not matching a task and what a user might need at a certain moment, can 

interfere with the task, negatively affect the user’s agency, and be perceived as intrusive (e.g. 

[20, 279, 286, 457]). For example, Miksik et al. [286] found that their voice-based NLUI, which 

proactively intervened while participants were engaging in different tasks in a domestic 

environment, was often considered intrusive: P6 in their study said, “I found it invasive [and] 

couldn’t concentrate on the tasks” while P13 pointed out “there were too many updates, barely had 

time to think”. However, it is important to note that the NLUI, in this case, was not providing 

proactive suggestions for the task at hand, but instead information about incoming emails, 

calendar events, or other updates. The proactive interventions were thus not relevant to the 

tasks participants were engaging in, which might be the reason why they were perceived as 

distractive and intrusive. This is in line with previous research on task interruptions 
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mentioned earlier, which found that they tend to be more disruptive when they are not 

relevant for the current task [58]. 

Research has also investigated how proactive interventions can be best delivered to make 

them more acceptable. For example, Dubiel et al. [118] designed a proactive voice-based NLUI 

and investigated its appropriateness for a food ordering decision-making task. They 

compared three different delivery strategies for the NLUI’s proactive interventions in the 

interactive food ordering scenario: It would either provide (i) no feedback on the user’s 

decisions, or provide feedback in either an (ii) unsolicited or (iii) solicited way. They found 

that unsolicited feedback was perceived to be more appropriate than solicited feedback, 

suggesting that in this scenario, it was acceptable for participants if the NLUI provided 

proactive feedback or suggestions without their previous approval. However, some 

participants questioned the desirability of having proactive interventions, with one 

participant asking, “Why are you saying bad things about the food that I am going to eat?”. Luria et 

al. [264] identified three thresholds of agent proactivity including reactive to user requests, 

proactive by providing information, and proactive by providing recommendations for a 

course of action. They found that users differed in their comfort levels with each threshold. In 

their study in which participants had to reflect on a range of storyboards that illustrated 

potential future scenarios of socially sophisticated agents in a domestic setting, they found 

that most participants were open to the idea of a proactive agent in a multi-user situation, but 

no one wanted the agent to enforce certain recommendations such as preventing them from 

ordering unhealthy food. 

In sum, proactive NLUIs appear to be most promising when users might benefit from 

suggestions or questions during their ongoing activity. However, there are a number of 

concerns about a technology that takes the initiative to talk to the user, namely, privacy, 

agency, intrusiveness, and trust. Research on how to address these, while ensuring the 

putative benefits materialise, is in its infancy. “Work has only just begun to focus on (…) for what 

types of experiences these proactive CUIs may be suited”, as Cowan et al. [91] argue in their special 

issue on New Theory and Design Perspectives for Conversational User Interfaces. A central concern 

for designing interfaces to have proactive features is knowing what the opportune moments 

for proactive interventions are – to which we now turn. 
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2.1.6 Opportune Moments for Proactive Interventions 

One line of research on when a system might best intervene and interrupt a user in what they 

are currently doing is to consider when it is least disruptive. This involves investigating how 

interruptions can affect ongoing tasks (in positive and negative ways) and when to minimise 

their intrusiveness and maximise their usefulness in the given moment [137, 139, 215, 418]. To 

achieve this, one research focus has been on how to make a system context-aware, i.e. know 

what is happening at a given time (e.g. [185, 317]) often with the aim to build context-aware 

and intelligent notification delivery systems (e.g. [15, 281–283, 317, 394]). Opportune moments 

for voice-based NLUI to intervene have been explored in environments like homes [72, 206, 

233, 440, 441] and cars [215, 216, 370, 378]. 

Identifying opportune moments for a voice-based NLUI to start interacting with a user 

requires knowing when not to interrupt users with their current activities or social 

interactions [401], which is challenging to achieve given the high number of contextual cues 

that need to be considered [191, 347, 418]. Nevertheless, there have been a range of studies to 

get a better understanding of when NLUIs could intervene in different settings. For example, 

Cha et al. [72] used a smartphone camera with a wide-angle lens to detect so-called ‘activity 

transition moments’ (e.g. when people go to the kitchen after working at the desk, turn on the 

television after cleaning the flat, etc.), which indicate when people were more interruptible 

[185]. Their findings suggest that the key determinants for opportune moments are linked to 

personal factors such as busyness, mood, and urgency, as well as other factors related to 

everyday routines at home, including social context such as the presence of other people, and 

user mobility. Wei, Dingler, and Kostakos [441] also found participants’ availability to be 

interrupted depended on the current activity but that their availability ratings varied strongly. 

However, they found that boredom and mood are significantly correlated to perceived 

availability, and participants tended to be more available/open to being interrupted when 

they were engaged in entertainment tasks rather than when studying or working. Similarly, 

a study by Nothdurft et al. [306] suggests the importance of the intervention for the user, their 

surroundings and their mental state, and the accurate placement of the interaction are key to 

whether proactive behaviour is acceptable or desired. Beyond the use of cameras as in the 

study of Cha et al. [72] or Komori et al. [233] research has explored the use of physiological 
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sensing [74, 75] including EEG [475] to identify opportune moments to prompt the user, for 

example during moments of low cognitive load or emotional arousal. However, despite the 

value of all this research on identifying opportune moments, Fischer et al. [139] found that 

rather than trying to perfectly time the delivery the content of the intervention is often a more 

important determinant of how receptive someone will be to it – which corroborates some of 

the research presented in the previous section on how interventions that are relevant for the 

ongoing task are often more accepted [58, 280]. 

Apart from that, researchers have also examined how the agent should initiate a conversation, 

which arguably also has impacts on how receptive a person is and how adequate the timing 

of an intervention is perceived. This can be observed when people adjust the phrasing and 

tone of what they are saying when trying to interrupt someone else in an acceptable way. 

Drawing from these dynamics in human-human interactions, Edwards et al. [122] looked at 

how people interrupt another person who is engaged in a complex task, as an approach to 

inform the design of proactive VAs. Their results showed that the level of urgency of an 

intervention significantly affects how long people wait before interrupting. Furthermore, the 

participants balanced speed and accuracy in timing interruptions, often using cues from the 

ongoing task they interrupted. The participants also varied the phrasing and the delivery of 

interruptions to reflect urgency. 

Taken together, the studies reviewed here underline that contextual understanding is key to 

users’ acceptance of proactive NLUIs and their interventions. If they are perceived to be too 

disruptive or intrusive people will not want to use and interact with them. If, on the other 

hand, they are perceived to be useful and fit in with ongoing activities then they will be more 

accepted. The aim of the research presented in this thesis was to address the extent of this 

‘sweet spot’: which tasks have the potential to benefit from proactive interventions, and how 

proactive interventions can be tailored to the tasks so that they scaffold people’s thought 

processes in meaningful ways and when they are considered unacceptable and why.  

A diversity of research has shown that key barriers for the design and adoption of proactive 

NLUIs are the amount of contextual sensing and data collection that this would require. While 

this is indeed a key concern, it is important to note that most scenarios covered in this thesis 

are constrained to people performing specific tasks using a specific software tool, rather than 
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monitoring people’s everyday lives and interactions with other people. Furthermore, 

prototypes designed as part of this PhD generally had relatively simple rules for their 

proactive interventions (based on people’s task-specific behaviours), which do not need 

extensive data collection and processing (even if they were fully implemented) to determine 

when they should intervene. In other words, the proactive interventions of NLUIs presented 

here have somewhat different – and likely less extensive – privacy implications. Although this 

does, of course, not resolve the other challenges of invasiveness and distraction that proactive 

behaviours can involve. 

To summarise this first part of the literature review, many of the studies reviewed so far have 

largely focused on how to improve user performance of NLUIs at the interface in terms of 

traditional UX measures, such as improving efficiency and reducing the disruptiveness of 

proactive interventions. The thesis looks beyond these criteria to consider wider theoretical 

concerns, namely how they can extend and enhance cognition. To this end, the next section 

considers, at a slightly more theoretical level, the aspects of cognition that NLUIs can facilitate, 

support or trigger to achieve this. 

2.2 Extending Human Cognition Through Technology 

As outlined in the introduction, throughout human history, technology – analogue and digital 

– has been extending and augmenting our cognitive abilities in many different ways (e.g. [62, 

87, 258, 364]). Many digital technologies have been developed that enable us to perform a 

wide range of cognitive tasks more flexibly, with less effort, and more efficiently (e.g. [322, 

357]). Examples include complex calculations (e.g. spreadsheets), retrieving information (e.g. 

search engines) or ‘remembering’ things for us (e.g. digital storage). Digital technologies have 

also provided us with new ways to externalise our cognition [362], allowing us to build rich, 

interactive external representations to work with [224], enabling us to write, draw, create, and 

manipulate things in real time that go beyond the possibilities of many analogue 

tools/technologies (e.g. digital whiteboards, media editing tools, 3D modelling tools, 

simulation tools). 
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Although technology can enhance and amplify our (cognitive) abilities in terms of the 

plethora of tools it provides to support many parts of our thinking and its externalisation, the 

question asked in this thesis is how can technology be designed to help us make sense of the 

tasks we are doing, facilitate our thought process, and help us have new insights and ideas? 

How could this be achieved by enabling, facilitating, and guiding reflective thinking through 

a different kind of interface that prompts humans while performing certain tasks? 

Reflective thinking can allow people to make sense of, gain new insights, and learn new things 

about a topic or oneself [291]. As the next section describes, there are thus many activities that 

can benefit from or even require a person to engage in reflective thinking to achieve 

meaningful outcomes – as is often the case with open-ended and possibly ill-defined activities 

such as exploratory, creative/expressive, as well as learning activities. How such activities 

might benefit from reflective thinking and how this can be achieved is the focus of this second 

part of the chapter. The following sections will first provide an overview of reflective thinking 

(Section 2.2.1) and then outline approaches to how reflective thinking has been facilitated by 

existing tools/technologies while focusing in particular on NLUIs (Section 2.2.2). 

2.2.1 Reflective Thinking and Its Role in Various Cognitive Tasks 

Human cognition covers a wide range of cognitive activities (see for example Keane [211]) 

from visual perception and attention, memory, language (e.g. comprehension and 

production), thinking and reasoning, as well as metacognitive processes, which are there to 

‘monitor’ and adjust the aforementioned cognitive processes. On a more general level, a well-

known distinction introduced by Norman [304] is between experiential and reflective cognition. 

Experiential cognition is intuitive and effortless. It requires a certain level of expertise and 

familiarity. Examples could include riding a bicycle, buying groceries, driving to work, or 

reading an article on a familiar topic. In contrast, reflective cognition involves mental effort, 

attention, sensemaking, and decision-making. Examples could include analysing an 

unfamiliar dataset, writing a report, deciding which stock to invest in, which car to buy, or 

reading a book on a complex and unfamiliar topic. Thus, which type of cognition is involved 

generally depends on the task. 
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The cognitive process of thinking is a very large area of research and has been written about 

extensively (e.g. [348]). Unsurprisingly, it lacks a commonly agreed taxonomy. Many different 

‘kinds of thinking’ and categorisations have been proposed, including ‘fast’ and ‘slow’ 

thinking as proposed by the Dual-Process Theory [205] (which has certain overlaps with 

‘experiential’ and ‘reflective’ cognition mentioned before) as well as problem-solving, 

reasoning, concept attainment, and creative thinking [44]. For example, the Encyclopaedia 

Britannica [44] lists problem-solving, reasoning, concept attainment, and creative thinking for 

different types of thinking. 

The focus in this thesis is on reflection also referred to as reflective thinking. In the following, a 

brief overview of some of its key theoretical ‘backdrops’ is provided, and how they shaped 

the ways in which reflection can be understood, what it involves, and what its benefits are. 

The American philosopher John Dewey was one of the first to articulate the idea of reflective 

thinking, which he characterised as “active, persistent, and careful consideration of any belief or 

form of knowledge” [109] or, more simply, “the kind of thinking that consists in turning a subject 

over in the mind and giving it serious thought” [110]. Both framings underline the ‘deep thinking’ 

that reflective thinking involves when one tries to make sense of a subject – i.e. ‘careful 

consideration’ and ‘serious thought’. About half a century later, in the 1980s, the professor of 

urban planning and philosopher, Donald Schön, further elaborated that reflection involves a 

dialogue with oneself, encompassing a ‘reflective conversation’ with the situation at hand. His 

seminal work, “The Reflective Practitioner” [373], emphasises the importance of reflective 

thinking in professional practice, particularly in complex problem-solving and decision-

making (such as urban planning). In the same book, he also introduced the widely used 

framing of reflection in and on action. Reflection-in-action involves thinking on one's feet and 

adjusting actions in the midst of practice (i.e. performing certain activities/tasks), while 

reflection-on-action entails looking back at and analysing past actions to learn and improve 

future practice. Resonating with some of Schön’s work, Jennifer Moon described in her book 

“Reflection in Learning and Professional Development” [291] how reflection facilitates deeper 

understanding and personal growth by encouraging individuals to critically analyse their 

experiences and integrate new insights into their existing knowledge. Moon argues that there 

is a range of outcomes of reflection in the literature – from learning, to having a representation 
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of that learning and the progress being made, making a decision, new (unexpected) ideas, as 

well as self-development – and beyond. Besides this breadth in outcomes, Moon also elaborates 

on the differences in common uses of the term ‘reflection’, which all imply several slightly 

different understandings and underline the challenge of establishing a clear definition: First, 

reflection is often related to learning and the representation of that learning – people reflect to 

consider something in more detail or to (re-)represent it in oral or written form. Second, 

reflection implies purpose [110] – generally, people reflect for a reason, although insights can 

sometimes emerge without conscious reflection, which suggests an overlap with intuition. 

Third, reflection involves complex mental processing for issues without obvious solutions 

[110, 223]. 

However, despite these differences in understanding reflection, it can generally be described 

as a form of mental processing with a purpose and/or anticipated outcome, applied to 

complex or unstructured ideas, closely associated with learning and its representation – or in 

the words of Moon: “Reflection seems to be seen as a basic mental process with either a 

purpose or an outcome or both, that is applied in situations where material is ill-structured 

or uncertain and where there is no obvious solution. Reflection seems to be related to thinking 

and learning.” 

These examples and definitions illustrate that reflection is often linked to external materials 

or events ‘taking place’ in the world around people, which they might engage with in different 

ways in their reflection (e.g. to understand or learn about them or make sense of what they 

mean to oneself). This contrasts another common use of the term, which refers to the more 

introspective forms of reflection – also known as self-reflection [384] (which can be defined 

as “the activity of thinking about your own feelings and behaviour, and the reasons that may 

lie behind them.”6). This introspective form of reflection is also often focused on within HCI – 

see for example Bentveltzen et al. [43]. 

On the other hand, ‘reflection on external material’ [384], also referred to as critical reflection, 

involves analysing and evaluating external information, ideas, or experiences. Critical 

reflection involves questioning assumptions, identifying biases, and considering multiple 

                                                      
6 https://dictionary.cambridge.org/dictionary/english/self-reflection 

https://dictionary.cambridge.org/dictionary/english/self-reflection
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perspectives, with the aim to achieve a deeper understanding of complex issues. This type of 

reflection is closely related to and overlaps with critical thinking, which Ennis [126] defines as 

“reasonable, reflective thinking focused on deciding what to believe or do” and which is 

considered to be one of the key skills within education for sustainable development in higher 

education [102]. 

Here, reflection is understood and conceptualised as covering this entire spectrum – from 

introspection to critical thinking. Namely, as a mental process involving the consideration 

and examination of external materials as well as personal knowledge, ideas, experiences, 

and emotions to gain deeper understanding and insights into them. Hereafter, the terms 

reflection and reflective thinking will generally be used interchangeably. 

Reflection and Metacognition. Some of the more introspective forms of reflection (i.e. to reflect 

on oneself) are connected to metacognition, a term coined by Flavell [142] to describe the 

awareness and regulation of one's cognitive processes or, more simply, ‘thinking about 

thinking’. Metacognition has been extensively studied in the domain of educational and 

developmental psychology but also in various other psychological disciplines. There are 

differences in conceptualisations and approaches to metacognition within different sub-fields 

of psychology [305]. However, more broadly, there is an agreement on the general definition 

of metacognition, which is the knowledge, monitoring, and control of one's own cognitive 

activity [94, 142]. Metacognitive knowledge and awareness can help people decide how to 

best perform certain cognitive tasks, for example, when they are deciding on the strategies or 

heuristics to use for it. In the acquisition of metacognitive knowledge – which is relevant for 

making these decisions – self-reflection can play an important role, as it can foster awareness 

of one's own thoughts and actions and how they impact behaviour [164, 473], which can then 

help form new metacognitive knowledge. 

Benefits of Reflection. Reflective thinking has various benefits for experiential learning and 

personal development. Kolb [232] highlights its role in transforming experiences into abstract 

concepts, enhancing understanding and critical thinking. Moon [291] argues that reflection is 

essential for deepening understanding, fostering personal growth, and enhancing problem-

solving. Furthermore, reflection aids emotional intelligence [157], promoting self-awareness, 

better decision-making, and improved relationships. Reflective practice also supports 



 68 

personal growth, and it can enable lifelong learning. It fosters metacognitive skills, which are 

crucial for self-regulated learning [142, 474]. And finally, in the form of critical thinking, it 

enables the evaluation of one’s assumptions and beliefs [126]. In line with Moon, the learning 

that reflective thinking can enable is here generally understood as a dynamic process of 

transforming information and experiences into meaningful insights, knowledge, or skills. 

It encompasses experiential and lifelong learning, thereby covering those forms of learning 

that extend beyond formal education. 

Challenges of Reflection. However, an important consideration is that people may often not be 

able to engage in deep reflection. In some situations, it might simply not be possible, given the 

context or time constraints of completing a task. Certain tasks also do not require deep 

reflective thinking (and extensive metacognitive processes) – as it might be the case for many 

familiar everyday activities. Yet, in other situations when someone needs to work on an open-

ended and possibly ill-defined task that would require or clearly benefit from deeper 

reflection, people might just not be able to do so, as it can be challenging to engage in 

meaningful, sufficiently ‘deep’, and ‘productive’ reflection [143, 390]. Schön [373] underscores 

that reflective practice requires a supportive environment and structured opportunities for 

reflection – which might not always be available. Furthermore, without any support, 

individuals tend to find it difficult to engage in deep reflection that successfully transforms 

their understanding of something [51, 169, 232, 291, 373, 390]. For example, it cannot be 

assumed that people just engage in reflection by presenting them with some data – such as 

about themselves and their behaviour [36, 390]. Reflection often requires guidance, which can 

be provided through various means. One example to provide this guidance is through 

scaffolding prompts that encourage individuals to (i) consider different aspects of their 

experiences or the material they work with as part of a task and (ii) get them to think about 

what they are doing and how they could proceed [291]. If reflection-in-action is to be 

encouraged, Schön [372:102] notes that the scaffolds need to be provided “in the midst of a 

task” when people might be stuck, for example. Several technologies have been designed to 

support and enhance reflection by offering such guidance as part of/in a task. NLUIs, in 

particular, seem to have promise to engage users in reflective dialogues, prompting them to 

think critically about their experiences and thoughts (e.g. [37, 141, 197, 268, 329]). The next 

section provides an overview of the literature on NLUIs that have attempted to achieve this. 
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2.2.2 Facilitating and Supporting Reflective Thinking With NLUIs 

One way to facilitate reflection is to ask questions that can scaffold someone’s reflective 

thought process [143]. Within educational and learning sciences, for example, a range of 

techniques and approaches have been proposed that teachers/tutors can use to scaffold 

students’ (metacognitive) reflection and sensemaking, which are often based on question 

prompts (e.g. [40, 324, 393]). One aim of these prompts is to help students reflect on their 

strategies and explore different approaches to perform an open-ended task. Inspired by these 

approaches, a range of NLUIs have been developed, which intend to prompt people in similar 

ways. These NLUIs generally aim to support different forms of reflection – covering both 

introspection and critical thinking about the (learning) materials a person engages with. First, 

NLUIs that intend to facilitate reflection to support learning and understanding are presented, 

followed by NLUIs that target specific forms of reflection that are involved in metacognitive 

processes. 

NLUIs Facilitating Reflection for Learning 

NLUIs have received particular attention within the realms of learning and education [107, 

148, 160–162, 260, 356, 356, 385, 392, 392, 395, 449, 451–453]. For example, conversational 

tutoring systems like AutoTutor were found to produce significant learning gains [159, 310, 

422]. They consist of an avatar (the ‘tutor’) that speaks, a graphical interface in which the user 

completes a learning task, and a chatbot-like interface that shows what the avatar has said and 

where the users can provide their input. Some of the key ‘moves’ which the agent supports 

are the following: asking questions about the topic at hand, providing hints (until the learner 

provides a correct or acceptable answer), correcting students’ answers, and providing 

feedback. The AutoTutor systems have been mostly designed to support individual users’ 

learning of topics like computer literacy or physics. The studies of it being used by students 

have shown how it can help them learn about a specific topic by motivating and guiding them 

[159]. 

Asking learners questions is key to sparking curiosity and scaffolding reflection and 

sensemaking [40, 412]. Furthermore, enabling students to formulate their own questions can 

increase their learning performance [101, 221, 222]. Research has thus also investigated how 
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question-asking agents could support learners. For example, Alaimi et al. [6] investigated how 

different types of agents can encourage children to formulate questions and Ceha et al. [71] 

found that question-asking robots can be successful at enhancing students’ curiosity about a 

topic. Questions asked included: “I am curious. Do the holes form when gas bubbles get trapped 

when the lava cools? Do you have any idea?”; The findings of their study also showed that 

curiosity can be ‘contagious’, as the robot which verbally expressed curiosity was able to 

influence the participants’ curiosity and got them to ask more questions themselves. 

There has also been research on using chatbots for different learning contexts and activities as 

part of online learning (e.g., [260]). Educational chatbots have been found to improve 

communication while simplifying learning interactions (e.g., [353]). Winkler et al. [448] 

showed that in the context of online lectures, a conversational agent, which scaffolded 

learners’ sensemaking, had more positive effects on learning compared with an agent that did 

not. The scaffolding NLUI asked questions at specific points about the content learned in the 

lecture. If a learner’s answer to the agent’s question was incorrect, it would follow up with 

sub-dialogues that stated the problem and question in different ways, scaffolding the learner’s 

thinking and guiding them to the correct answer. Jung et al. [203] designed an NLUI that 

facilitated children’s reflection as they designed mechatronics systems. The agent asked open-

ended questions that intended to stimulate a dialogue between the child and their 

mechatronic artefact, which was found to be successful at guiding the process. Wambsganss 

et al. [431] developed an NLUI that provides feedback on students’ argumentation while 

doing a persuasive writing exercise. It was found to help produce texts with higher formal and 

with a higher perceived quality of argumentation compared to traditional non-conversational 

tools. 

Taken together, this research suggests that NLUIs are effective at guiding and scaffolding 

learning and sensemaking activities by giving the student/user feedback at specific points 

during an activity for things they could consider, try out, reflect on, and how they could adjust 

their approach to completing a task. These scaffolds from the NLUI supported students in 

proceeding with their task, employing more effective strategies to perform it, approaching 

possible solutions to a problem or exercise, and gaining new insights. 
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NLUIs Facilitating Reflection for Metacognitive Processes 

NLUIs have also been designed to foster metacognitive skills – in computer-based learning 

environments and learning platforms – where they are used to support self-regulated learning 

through metacognitive strategies [360, 382], which was found to have positive effects on 

learning outcomes [243, 288, 360]. Similarly, Song et al. [395] developed an NLUI that was 

successful at getting learners to reflect on their progress – a key metacognitive activity while 

learning. Ramachandran et al. [336] found in their study with a tutoring robot that engaging 

in think-aloud – which can be used as a metacognitive strategy – can lead to improved 

learning outcomes (in solving selected problems from the mathematics syllabus). 

Interestingly, however, they found that those students who were prompted by the robot to 

think aloud outperformed the control group who engaged in think-aloud on their own. The 

authors hypothesised that this was caused by the social presence of the robot, which 

stimulated natural engagement in thinking aloud. Another example within an educational 

setting is Muse by Cabales [65], which prompted students to monitor and reflect on their 

learning strategies while working on research projects. In a user study, the agent’s scaffolding 

of metacognitive reflection appeared to have helped students think more deeply about their 

studying process and apply beneficial learning strategies, indicating possible metacognitive 

behaviour change. Kim et al. [219] developed an agent that asks users to engage in 

metacognitive activities to decide if a post on social media is to be trusted or if it might be fake 

news. To get the user to stop and think, they used a ‘pause and reflect’ strategy [24, 134]. 

However, Kim et al. did not observe any statistically significant differences in terms of 

participants’ activities and their accuracy in identifying fake news. Another finding was that 

certain metacognitive strategies can lead to forced cognitive engagement and be perceived as 

tiresome.  

This body of research shows the diverse uses of NLUIs for learning and metacognition, where 

NLUIs have been successfully used to guide learners, support question-asking and 

argumentation skills and facilitate metacognitive processes, for example, to help them adhere 

to more beneficial (learning) strategies. However, the research also highlights that despite the 

promise of NLUIs to support reflection, there are still many open questions for how to best 

design them for a wider range of cognitive tasks. 
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2.2.3 Summary  

As this second subsection of the literature review has discussed, there are many ways in which 

reflective thinking can benefit cognitive tasks, in particular, if they involve or rely on 

sensemaking to make better decisions or build an understanding of a situation, a problem, or 

oneself. NLUIs seem to be particularly promising to support reflection, as they can ask 

scaffolding questions to the human user – similar to how a tutor or counsellor might do. 

Beneficial for this also that people tend to perceive an NLUI as some form of social entity 

which they may often feel more compelled to respond to. At the same time, they might feel 

less pressure and thus be more exploratory in their reflection compared to being ‘questioned’ 

by another human who might judge them. The question this leads to is whether NLUIs could 

thus augment human cognition in new ways. While technological tools often intend to achieve 

this augmentation by enabling people to externalise and offload their cognition, what further 

opportunities are there to do so by enabling people to engage in reflective thinking that 

benefits their ongoing activities? Although research has shown that NLUIs can support 

reflective thinking in certain tasks, such as learning, there is less evidence for its efficacy for 

other sensemaking or decision-making tasks, which the research presented in this thesis 

focuses on. The next section describes the methods and approaches that were used to conduct 

this research.   
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3. Methodology 

The goal of the research was to investigate how NLUIs can augment people’s cognition in the 

tasks they perform – in particular, by enabling reflective thinking. The studies conducted were 

designed specifically to answer the research questions set in the first chapter by examining 

how NLUIs could be designed to facilitate different kinds of reflective thinking in a range of 

different scenarios and cognitive tasks. The reason for exploring a large space rather than 

focusing on just one kind of cognitive task was to determine more broadly how reflective 

thinking could be facilitated by NLUIs across different contexts. Demonstrating how 

reflection can be achieved across different settings using different kinds of prompts enabled 

empirical evidence to be obtained that can arguably be more generalisable. 

The first study focused on how proactive interventions can contribute to collaborative 

sensemaking, as well as on the different effects different interaction modalities can have on 

people’s reflective thinking. The setting was a controlled lab study that employed an 

experimental design with mixed methods for data analysis. The main variables were the 

number of requests made to the NLUI, the number of available visualisations explored, as 

well as the frequency of turn-taking in participants’ conversations, and the number of 

questions they asked each other about the dataset. The qualitative analysis of the interviews 

following the task investigated people’s experiences of being prompted by the NLUI. 

Exploratory data analysis was chosen as a task, as being able to make sense of a dataset and 

formulate questions and hypotheses is a key activity and skill for many people who need to 

work with and analyse data (e.g. a large number of knowledge workers). Thus, if such 

sensemaking tasks could be effectively supported through ‘cognitive prompts’, designing 

similar interfaces could potentially benefit many people when performing comparable 

analytical activities. 

The second study focused on how the capabilities of cognitive prompting could be extended to 

more complex decision-making activities – for which the domain of investment decision-

making was chosen. The reason for choosing this task was that it shares many characteristics 

of other complex decision-making tasks where different types of information need to be 

compared and weighed against each other, for which both heuristics as well as more 
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sophisticated and structured decision-making approaches may be used. Another benefit of 

focusing on investment decision-making is that there is a large body of research available on 

the heuristics that they often involve, as well as the potential undesirable outcomes and biases 

they can lead to. This existing research was used to inform the design of the NLUI and the 

questions it asked. Given the exploratory nature of this study, which was mainly interested in 

how this can be achieved, an important contribution was to explore how an NLUI and its 

prompts could be best designed for this purpose, which was then qualitatively evaluated. The 

evaluation followed a technology probe approach [192] where participants interacted with a 

simulated stock trading platform in which the NLUI was integrated which was then followed 

by an interview. 

Building upon the insights of the second study on using proactive NLUIs to get people to 

reflect on their decision-making, the third study explored how NLUIs can support people in 

reflecting on a past personal challenge. The research conducted focused on how the NLUI 

could be embedded in a software tool used to perform a creative task, which in this case was 

a VR tool. After having explored the integration of NLUIs into a shared interface in the first 

study and a more common graphical user interface of a computer application in the second 

study, VR seemed to be a promising interface to explore, particularly for the present creative 

task. The main reason was that VR has been found to be effective for supporting similar tasks 

of self-expression, as it provides a personal and immersive environment with various means 

and possibilities for creation (e.g. [428, 429]). The focus of this study was on how the 

experience with the NLUI’s scaffolding prompts can support people in performing the activity 

of expressing and reflecting on a past challenge and what could be learned from it (about 

themselves). The study was conducted as a controlled lab study using an ‘interventional’ 

design with pre and post-measurements concluded by an interview. The key metrics of 

interest were participants’ self-efficacy and affect before and after using the ‘NLUI+VR’ tool, 

as well as their experience of using it and the extent to which it got them to reflect. 

A range of different methods were used for the different designs of the prototypes (Section 

3.1) and the study designs (Section 3.2), which will be further elaborated in the following 

sections. 
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3.1 NLUI Design 

To design the different NLUIs a range of methods were used. The methods differed 

depending on the characteristics of the task supported by the NLUI and the users performing 

it. The aim was to provide proactive ‘co-piloting’ specific to each task by asking the user 

questions about what they are currently doing and thinking and how they might proceed. Of 

course, for many tasks, it may not be needed or desired to have a system ask users questions 

about their thought process as this might introduce too much friction and disruption – for 

example, for more well-defined or familiar/routine tasks. However, as elaborated in the 

literature review, in particular in Sections 2.2.2, there are many other tasks where some of this 

‘friction’ can provoke ‘deeper thinking’ and can lead to more deliberate, reflected, or 

motivated actions and decisions, as well as the exploration of new perspectives, possibilities, 

or alternatives [93] – for example in open-ended and possibly ill-defined analytical, decision-

making, or creative tasks. 

What all the chosen tasks of the three main studies had in common was that they all involved 

sensemaking in different forms. Sensemaking can be defined as “the process of forming and 

working with meaningful representations in order to facilitate insight and subsequent 

intelligent action” [323]. In the present studies, this involved making sense of a dataset, 

making sense of various information in order to make a decision, making sense of how a 

decision is made, and making sense of a past personal experience by visually representing it 

– all with the aim to gain new insights into the task material or oneself. To make sense of 

something and gain insights, reflective thinking is generally beneficial or even required – 

which all the NLUIs were thus designed to support. In what follows, key considerations in 

the design of the NLUIs will be described, including single versus multi-user interaction, 

when to intervene, and which tasks to support. 

Single or multi-user activities. The first relevant categorisation of tasks is if they are performed 

by one person only (single user) or by multiple people (multi-user). For example, someone 

can make a decision alone or in collaboration with others. Both pose their own challenges and 

opportunities for being facilitated through proactive NLUIs. For example, when designing for 

a multi-user scenario, there is the advantage that cognitive processes and the progression of 

the task might be more ‘observable’ from the outside (i.e. because people verbalise their 
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thoughts, see for example [13]), and there is already an ongoing conversation which the NLUI 

can ‘join’. However, there is also the risk that the intervention could disrupt an ongoing 

conversation or collaborative interaction. On the other hand, when designing for a single-user 

scenario, there is the challenge that most of the thoughts might be less ‘observable’ (unless the 

person engages in think-aloud), but there is at least less of a risk of disrupting other ongoing 

collaborative activities. In the first study presented here, an NLUI was developed for a 

collaborative task. In the subsequent studies, NLUIs were developed for single users so that 

both aspects could be explored.  

When to intervene. An NLUI may not only intervene at different moments, but it may also do so 

in different ways depending on the person’s needs. Concerning the former, the prompts that 

were developed for the studies were either delivered (i) based on people’s activity or inactivity 

during the task or (ii) when specific actions of the task were performed by them (e.g. buying 

or selling a stock). With the aim that the NLUIs would work for a range of people who may 

have different needs during the task (e.g. depending on how comfortable or experienced they 

are with expressing themselves), the interventions were designed and phrased in a way that 

they could be useful for different skill levels and/or giving people the possibility to request or 

skip/ignore certain prompts. 

Which tasks to support. To identify tasks that may be augmented by an NLUI intervening 

proactively several aspects were considered. An aim of this was to identify tasks where there 

might be specific needs which the NLUI could address by proactively providing cognitive 

scaffolds. However, as mentioned previously, one of the main challenges of proactive 

interventions is that they may interfere with ongoing tasks – depending on the task and/or 

how open a user is to receive questions. Therefore, several criteria were used based on which 

the ‘suitability’ of a cognitive task would be determined to make it more likely that proactive 

interventions could successfully complement people’s thought processes when performing it. 

These characteristics were based on the idea introduced earlier of proactive NLUIs supporting 

people by scaffolding their thought processes rather than giving specific recommendations or 

solutions, as the latter might be more suitable for well-defined or closed-ended tasks. 
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The criteria for the task characteristics were: 

1. It is an open-ended task that benefits from or requires reflection to get the desired 

insights. 

2. Related to that, the task might generally benefit from exploring different approaches, 

possibilities, and perspectives to lead to a wider range of insights and a broader 

understanding. 

3. There are specific points in the task where people might have difficulties deciding 

what to do (e.g. due to being overwhelmed with what they should look for, which 

option to choose, what to do next, etc.). 

4. There might be certain best practices for completing the task that are worth 

considering for the user independent of their level of familiarity/expertise or 

confidence with the task. 

The tasks chosen for the studies of this PhD for which all the above criteria were satisfied in 

different ways were the following: 

1. Exploratory data analysis, specifically to speculate on what might be possible reasons 

for certain patterns in a dataset. The task is characterised by its open-endedness, and 

that it can sometimes be difficult to draw connections and reflect on what the reasons 

for certain patterns might be. Furthermore, there can be more nuanced or less salient 

but equally important patterns that may not be easy to notice. The NLUI/co-pilot 

prototype that was built for this task was named VoiceViz. 

2. Investment decision-making: Investment decision-making is characterised by its 

complex nature and how many different types of data (e.g. quantitative metrics versus 

qualitative reports) from different sources (e.g. company, analyst, or market data) need 

to be considered, ideally carefully reflected on, and put together into a so-called 

‘investment thesis’ that aligns with one’s strategy. The prototype was named 

ProberBot. 

3. Self-expression for self-insight: This involves creating representations of personal 

experiences to gain new understandings of them. The creation of such representations 

was done here through creating virtual 3D representations in VR. A challenge of such 

a task is to reflect on what the key components are, how these could be expressed, and 

how one can get insights from the created representation. The prototype was named 

SelVReflect. 
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The next question was how exactly and at which points the different tasks could be supported. 

Identifying when which prompts could be needed can be done using many approaches – the 

following methods were applied in the three studies reported in this thesis: 

1. By using existing literature for that type of task – for example, what are the common 

challenges, pitfalls, and biases that people face according to existing evidence. 

2. Involving experts when the literature can only partially inform when and how 

delivering interventions would be meaningful. 

3. Running user studies in which people need to perform the given tasks to identify more 

specifically where the main challenges of the task are in practice (e.g. in an observation 

study). 

4. Conducting enactment studies with participants to ‘emulate’ some of the NLUI 

interactions to explore which proactive interventions might work and which might 

not. 

5. Evaluating different prototypes at different levels of fidelity with participants to adjust 

when and how prompts are delivered (e.g. in pilot/pre-studies). 

How these methods were applied in the specific cases will be described in each chapter in more 

detail. 

The designed cognitive co-pilot prototypes were generally embedded into another tool or 

interface used to perform the respective task – similar to some of the ‘AI co-pilots’ introduced 

earlier. The reason for this was three-fold. Firstly, this would enable the NLUI to directly 

intervene ‘where’ the task is performed. Secondly, it would also allow the NLUI to more 

directly act upon people’s activities whilst performing the task (e.g. in the case of the second 

study, it could intervene when a person is about to make a buy/sell trade). Thirdly, through 

this kind of ‘interface embedding’, the participants in the studies would be able to respond to 

or 'act on' the NLUI’s questions by performing certain actions within the interface rather than 

having to respond through natural language (this was the case for SelVReflect, for example). 

However, the embedding also meant that further aspects had to be considered regarding how 

the NLUI would be integrated. For example, how the NLUI should appear, and if it should be 

in a way that the user needs to respond to it or would it be intervening in a more ‘peripheral’ 

way, allowing the user to continue with the task for some time until they might decide to 
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engage with the prompt. How these questions and considerations were addressed will be 

described in more detail in each chapter. 

An important aspect of many NLUIs is that they can enable people to express their thoughts 

and or feelings through asking questions (see Section 2.2.2). Various NLUIs were built based 

on this idea, most of which were for educational or wellbeing domains, capitalising on 

learning requiring such processes of externalisation to make sense of and understand certain 

topics (e.g. by writing about them) (e.g. [291]) and in the context of wellbeing to express and 

make sense of certain feelings and experiences to give them (a) meaning (e.g. [267]). Here, the 

idea of externalising one’s thoughts to support sensemaking is applied to a range of tasks. It 

is assumed that by externalising thoughts in the given tasks, the participants would be able to 

develop them further and that the NLUI could facilitate this process of externalisation through 

its questions, which aim to get people to consider and reflect on specific aspects. 

Finally, it is important to mention that the prototypes were developed to be partially 

functioning to enable human behaviour to be observed in the studies and the hypotheses to 

be tested. VoiceViz used a Wizard-of-Oz paradigm to enable more control of aspects of the 

interface to be explored, and thus, the NLUI’s interventions were controlled by a human 

experimenter. ProberBot and SelVReflect were functional prototypes that did not have to be 

controlled by a human, but their functionality was constrained to the given study task (i.e. 

specific decision-making contexts or the expression of a past challenging experience). 

Table 3.1 provides an overview of the main characteristics and features of the three tasks 

presented in Chapters 4-6, how the NLUIs were designed to support them, and the research 

methods used. Next, I will cover the methodological approaches used to evaluate the 

prototypes once the above design steps were completed. 
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Table 3.1: Overview of the studies and NLUIs designed to support reflective thinking. 

 VoiceViz 

Chapter 4 

ProberBot 

Chapter 5 

SelVReflect 

Chapter 6 

What users reflect on: The reasons behind 

certain patterns in 

data 

The relevance of 

certain information for 

one’s decision-making 

and the way one 

makes decisions 

A challenging 

personal experience 

and how one deals 

with such challenges 

& how to represent it 

What users express or 

‘externalise’ 

(in response to the 

NLUI): 

Hypotheses, ‘research 

questions’ 

Investment theses, 

motivations, and 

reasoning behind 

decisions 

A personal experience 

and its components 

Modality of 

externalisation: 

Speech Text Visual 

Role of the NLUI: Inspiring new 

questions and 

hypotheses to reflect 

on and explore 

Probing person’s 

reasoning and 

decision-making, 

eliciting metacognitive 

reflection 

Facilitating self-

expression and 

reflection 

Task interface: Collaborative interface 

with shared display 

Web-interface VR environment 

Interaction: Multi-user (pairs) Single-user Single-user 

Research methods: Mixed methods 

(experimental) 

Qualitative Mixed methods 

(‘interventional’) 

 

3.2 Study Design 

As elaborated in the previous section, the prototypes that were developed were novel and 

hence no comparable tools were more widely available yet, which also had implications for 

the methodological choices. Rather than evaluating specific features of these NLUIs and how 

they affect the task performance, the focus here was more on exploring the opportunities of 

these tools by evaluating the experiences, interactions, and sensemaking they can foster, 

which are considerations that generally necessitate the application of qualitative methods. 

More specifically, the studies were designed to answer the following: (i) which of the NLUI’s 
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design/interactional characteristics were most relevant for how it was used by participants, 

(ii) how participants interacted with and responded to the interface encompassing the NLUI 

with its cognitive prompts, and (iii) how the NLUI supported their reflection process as part 

of the given task. 

Given the challenges of measuring reflective thinking per se [143, 349], mainly qualitative 

analyses were chosen, focusing on aspects such as participants’ exploration and discovery of 

new perspectives, questions, or ideas, and whether they gathered new insights. For this, 

participants’ deliberations in the interviews that were conducted after completing the specific 

study task were generally used. Furthermore, their conversations and interactions while 

completing the task were analysed (e.g. VoiceViz). For this, a form of conversation analysis 

was used to investigate how the interactions between participants and the NLUI were 

structured. The interviews were semi-structured, covering questions such as: what they 

thought of having an NLUI embedded into the interface they were using, their views on the 

questions it asked them, how the prompts affected the way they completed the task, when 

and to what extent certain prompts were intrusive and disruptive, and what they took away 

from the tasks in terms of insights. The interviews of each study were transcribed and then 

thematically analysed. 

Study 1 (VoiceViz) and Study 3 (SelVReflect) also included quantitative metrics so that aspects 

of user performance could be analysed, and in Study 1, they were compared across conditions. 

Study 1 investigated the number of questions generated as part of the data exploration (i.e. a 

proxy for participants’ reflective thinking and speculation) and the number of turns between 

participants (a proxy for participants’ engagement in the collaborative exploration). In Study 

3 (SelVReflect), in which participants expressed and reflected on a past experience (and what 

it might mean for the future), aspects like self-efficacy and participants’ affective experience 

were relevant which were measured using validated questionnaires before and after the task 

to investigate the effects of the SelVReflect experience (using PANAS [435], GSE [375], and 

DOE-20 [340], and TSRI [42] scales). The quantitative data in VoiceViz and SelVReflect were 

analysed using descriptive or inference statistics, depending on which was more adequate for 

a given part of the analysis. Where inference statistics were employed, parametric and non-

parametric tests were used depending on the characteristics of the collected data. 
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Following these three studies, two more studies are reported in Chapter 7, which explored the 

opportunities and challenges of ‘unleashing’ the cognitive co-pilots from being embedded 

into a software tool and specific task to instead ‘embedding’ them in a range of situations in 

everyday life. For these final two studies, a speculative design/design fiction approach [17] was 

employed, inspired by vignette studies [4] in psychology. This was used to explore the 

appropriateness and acceptability of situating proactive agents in a diversity of hypothetical 

settings. Specifically, a set of fictional scenarios were developed in an iterative design process, 

for which then storyboards were created. These storyboards were subsequently used in an 

online survey (Section 7.3) and an interview study (Section 7.4). The main focus of the studies 

was to explore both quantitatively and qualitatively how people would perceive proactive 

interventions by NLUIs in terms of their usefulness as well as their desirability in the given 

context and the ongoing (social) activities. This set of studies was intended to complement the 

three ‘main studies’, as it explores a counter-perspective or ‘counter-approach’ to what 

activities could be supported by ‘cognitive co-pilots’ and how they could be designed.  

All the studies did not require specific participant samples to take part. Only for Study 2 

(ProberBot) was it required that people with sufficient stock investing experience participate, 

as it would have otherwise been difficult for them to understand the NLUI’s prompts. 

Participants’ informed consent was collected for all studies, and they were approved by the 

UCL Research Ethics Committee, project number: UCLIC/1819/008/RogersProgrammeEthics 

In sum, the methodology used for the research and the rationale for the choices made have 

been presented in this chapter. It has introduced the range of methods that were used for both 

the design and evaluation of the NLUIs to accommodate for the specific tasks performed by 

participants and what the tasks involved. The specific methods used and how they were 

conducted will be described in more detail in the respective chapters – the first one is the 

VoiceViz study, which is covered in the next chapter. 
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4. VoiceViz: Fostering Reflective Thinking in a Collaborative 

Sensemaking Task 

The chapter describes a user study conducted with a team of researchers at UCL7 that was 

conducted to investigate how proactive prompting through a cognitive co-pilot can support 

reflective thinking as part of a collaborative exploratory data analysis task by asking people 

questions. The rationale was that this kind of scaffolding could trigger more reflection (in 

action) and discussion about the reasons for the trends and patterns in a dataset. Many people 

can find it difficult to discover and make sense of such trends and patterns – in particular, less 

obvious ones. Here, the goal was to see how an NLUI could help scaffold and guide their 

exploration and sensemaking. 

NLUI interventions can be presented via voice or text – which can make a difference as to how 

effective they are. To examine whether the modality in which the NLUI interacts with people 

makes a difference, the research question posed here was: Does a voice versus screen-based 

NLUI interaction affect people’s behaviour and thought processes? It was hypothesised that 

voice would be more immediate and emotive, resulting in more ‘fluid’ conversations and 

interactions. This is because voice-based NLUI could get ‘integrated’ into the ongoing 

conversation while facilitating collaboration – in a different way than a screen-based NLUI 

can. 

 

  

                                                      
7 Tu Dinh Duong helped with the development of the web app built for the Wizard-of-Oz prototype. 

Ethen Wood (intern at UCLIC at that time) helped further develop the web app for the study, 

contributed to running the study (by controlling the prototype), and helped with the preparation of the 

data for further analysis (e.g. implementing a solution to diarise the transcription). The other members 

of the project team helped conceptualise and prepare the study and contributed to its write-up. 
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4.1 Introduction 

Many activities people engage in are collaborative and co-located. For co-located activities in 

professional settings, often shared displays are used to present and/or collaboratively make 

sense of spreadsheets, diagrams, data visualisations, or other resources and documents. The 

present study explores how an NLUI that is designed to facilitate the process of sensemaking 

in an exploratory task could be embedded in a shared interface used to perform the task, in 

particular with respect to the modality it uses, thereby addressing the following questions: 

How should an NLUI deliver its prompts and how can they support the sensemaking process? 

While talking with other humans and using the shared interface, is talking with an NLUI more 

effective compared with interacting with a chatbot/text-based NLUI? If so, is it because 

speaking aloud can enhance the flow of conversation while facilitating collaboration? 

While there has been considerable research investigating the effects on human performance 

of using speech versus text/screen-based input at the interface (e.g. [38, 100, 114, 179, 247, 248, 

259, 470]), and the use of speech versus text/screen-based output (e.g. [46, 250, 301, 334, 434], 

little is known as to whether using voice or screen-based interactions, when conducting a 

cognitive task, impacts upon (i) the way human-human interactions progress and (ii) how the 

humans interact with the NLUI. Furthermore, most of this research has focused on single-user 

scenarios. Here, it is proposed, from the users’ perspective, that voice can be more engaging, 

sparking curiosity and interactivity, by triggering more questioning and hypothesising during 

(collaborative) sensemaking.  

The aim of the study presented here is to explore how people interact with either voice or 

screen-based NLUIs when carrying out a collaborative activity during a meeting – where there 

is more than one person present who will interact with it. Clearly, there are different 

affordances of interacting with graphical/screen-based interfaces compared with voice 

interfaces. Thus, the focus here is less on the difference in the screen versus voice modality per 

se, but rather on the type of interactions these interfaces require or enable. A screen-based 

interface requires reading information (e.g. the NLUI’s text messages/prompts) and 

performing manual interactions (using a mouse or a touchscreen or typing on a keyboard). It 

has the advantage that users can decide when they want to process/read the NLUI’s prompt. 

On the other hand, if the interface is voice-based, people in the meeting do not have to switch 
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modalities when addressing the NLUI or being prompted by the NLUI during an ongoing 

conversation with other people. With a voice-based interaction, requests to the NLUI can be 

made as part of the conversation, and NLUI prompts will need to be processed/listened to 

immediately when they are provided, since speech requires immediate attention. 

Furthermore, talking and listening are well-honed skills that we employ when holding a 

conversation in the company of others. In contrast, selecting from menus or typing text in at 

an interface, via a touchscreen or keyboard, is more indirect and something usually done by 

one user. The text as it appears on the screen may or may not be read and may require being 

read aloud by one in a meeting to let the other know they are reading it or for them to listen. 

Hence, it could be that a voice-based NLUI is a better match when the NLUI is intended to be 

part of a group setting, as it may be more effectively embedded into an ongoing conversation 

between groups of people. 

In co-located group settings, users can be engaged with the system in different ways. There 

are situations where only one person interacts with a device (e.g. a computer) and the others 

are only observing the device’s output, such as in a presentation, talk or demo. Then there are 

settings where users are co-located around a device and interact with it simultaneously; 

depending on the interface, the interactions can be in parallel (e.g. tabletop) or need to be 

coordinated sequentially (e.g. computer). In the present study, the focus is on co-located 

simultaneous interactions with an NLUI-enabled data analytics interface, comparing two 

modalities – screen and voice-based interactions. While there is a variety of ways the human-

computer interaction could be configured (e.g. the NLUI’s output is provided through voice 

while the users’ input is screen-based or vice versa), the focus of this study was to compare 

two combinations that were considered most natural and appropriate for use with an ongoing 

collaborative activity – voice-based input and output or screen-based input and output.  

A further aim was to investigate the differences in the way conversations unfold and progress 

in a group setting when having voice versus screen-based interactions with a software tool 

which ‘incorporates’ an NLUI. The NLUI was designed to play a particular role which was to 

‘scaffold’ and facilitate the participants’ activities, prompting them and giving them ideas for 

what to do next when progressing a task. The objective was to determine how pairs of users 

interacted with and responded to an NLUI for the two conditions when trying to understand 
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and make inferences in a data analysis task where they had to explore and make sense of a set 

of time series graphs. Exploratory data analysis was chosen as the task, not only because it is 

an important task (for knowledge workers) across domains and industries but also because 

many people find it difficult to make sense of the various trends and patterns as to what they 

signify (e.g. [343, 344]). Prompting could provide them with a way of focussing on specific 

features in the data to consider in their exploration and sensemaking. 

While the modality of interacting with the NLUI-enabled system varied between the 

conditions, it was kept constant for the main task materials, so that in both conditions 

participants analysed time series graphs. The reasons for this were three-fold, (i) the focus was 

the interactions with the NLUI and not the task material itself, (ii) it was considered more 

ecologically valid as most computer-supported tasks, including data analysis, are usually 

screen-based, and (iii) it appears challenging to design a task for which the modality could 

also be varied (in addition to varying the modality of NLUI interaction) without introducing 

additional confounds. 

Separating the input/output modality from the ongoing activity taking place at the graphical 

user interface (i.e. voice-based input and output combined with a visual data analysis task), 

could also enable a more natural and free-flowing conversation about the activity at hand. 

However, there is also the possibility that the users may ignore (or miss) what a voice NLUI 

has said or find it irritating when it interrupts their interactions (e.g. [280, 286, 306, 440]). 

Conversely, interacting with an NLUI in the same modality as the ongoing sensemaking task 

(i.e. using visual screen-based input and output combined with a visual data analysis task) 

means that the users can decide when to read the NLUI’s messages, although it is a more 

indirect form of interaction that may not integrate as well with ongoing human conversations. 

The pairs of participants were asked to discuss and make inferences about a series of data 

visualisations that were presented on a shared digital display. For this purpose, a prototype 

called Vizzy Analytics was developed, which uses a Wizard of Oz paradigm [325, 352], to 

‘mimic’ an NLUI that proactively intervenes and makes suggestions. It does this by prompting 

the pairs at certain times, as to what they can look at in the visualisations, thus playing a role 

similar to a facilitator. The prompts are in the form of questions about certain trends and 

patterns in the data, which pairs could then reflect on while discussing and making sense of 
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the visualisations – thereby aiming to enable reflection-in-action [373]. The NLUI also acts upon 

their voice or screen-based requests/commands to select different visualisations for them to 

look at and compare. To assess the differences in the interactions that took place between the 

participants and between participants and the NLUI, both quantitative and qualitative data 

were collected and analysed. Quantitative analyses included the amount of interaction with 

the system as well as interactions between participants themselves, where the latter included 

conversational turn-taking and questions participants asked each other. Qualitative analyses 

involved investigating how participants responded to NLUI prompts, which was done via 

conversation analysis of transcribed segments (Section 4.5.3), as well as an analysis of 

participants’ reflections on the experience of doing the analysis task with the tool/NLUI, 

which were collected in post-study interviews (Section 4.5.4). The findings showed that there 

were differences between the two conditions in certain kinds of task-related behaviours and 

interactions. 

4.2 Background and Related Work 

As described in Section 2.1.4, NLUIs are beginning to be integrated with other technologies 

and software applications [22, 23, 95, 183, 246, 383, 395, 442, 448] – recently most notably in 

the form of AI co-pilots introduced into a range of products from Microsoft, Google, Adobe, 

Salesforce, or SAP, among others. The aim is to help with searching (e.g. Bing Chat), and with 

everyday work-related tasks, such as analysing data in a spreadsheet, writing or summarising 

texts or presentations (e.g. Microsoft Copilot or Gemini for Google Workspace). Other possibilities 

include realising creative ideas or providing design inspirations (e.g. Adobe Firefly) and 

providing insights into business-related data (e.g. Salesforce’s Einstein Copilot).  

Hence, NLUIs/co-pilots have much potential to guide and support users in conducting 

complex tasks at the user interface. One such task that is receiving increasingly more attention 

is data analytics – examples are Microsoft Copilot combined with Power Query in Excel, 

Tableau’s Ask Data, SAP’s Analytics Cloud Conversational Analytics or Just Ask features, or even 

data analysis libraries containing generative AI capabilities such as PandasAI8. A benefit of 

                                                      
8 https://github.com/gventuri/pandas-ai 

https://github.com/gventuri/pandas-ai
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being able to interact with data analytics tools using natural language is to make it easier for 

users to understand what the outputs and visualisations mean or to intuitively express data-

related questions [379]. For example, Jordan et al. designed a voice-based NLUI through 

which people could answer questions about the National Council elections with text or graphs 

[202], finding that a “human communication style with a bit of wit motivates users to continue asking 

questions”). Another example is DataTone [150] by Gao et al., which allows the user to type or 

speak queries when exploring databases or spreadsheets. Tabalba [406] et al. also presented 

an always-listening NLUI as part of a data visualisation system that aims to support 

collaborative exploration of datasets. Besides generating visualisations which the users 

request, the system would also proactively generate visualisations based on what users are 

discussing. This feature was considered helpful by participants also because it would generate 

chart types that the participants had never seen before, showing them new or different ways 

to visualise the data. The systems show some of the opportunities there are in designing 

NLUIs for data analytics – encouraging users to ask questions about the data and discovering 

things they might not have seen without it. 

When considering how an NLUI should appear and how it should interact with users, it raises 

the question of what might be the optimal way for users to interact with it (see Section 2.1.3), 

especially when it is intended to be used in a particular setting, such as a meeting, and in 

combination with using a software tool to perform a given task. What parts of human 

communication should the NLUI be programmed to mediate and how best should an NLUI 

reply – in terms of suggesting, augmenting, or other ways of responding that help towards 

achieving an outcome (e.g. [176])? Another important question is how best to support multi-

user situations, where these challenges can become even more pronounced, as the NLUI 

might interfere with other ongoing human-human interactions. Yet, most research has 

focused on single-party scenarios, and it is unclear how the findings would apply to multi-

user scenarios. 

4.2.1 NLUIs in Multi-User and Collaborative Settings  

Research into how voice-based NLUIs are appropriated in multi-user domestic settings – 

where they have become popular in the form of smart speakers – has shown how they can 

mediate social situations, facilitating various kinds of social bonding and family interactions 
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[39]. For example, Porcheron et al. [326] observed how interactions with an Amazon Echo in a 

family setting were seamlessly interwoven with other ongoing activities at family mealtimes 

where parents were at the same time trying to get their child to eat their food. They also point 

out how our conversations with each other and voice-assisted technologies interleave in 

nuanced ways, rather than being separate conversations within the family or between the 

family and the device, that switch smoothly from one to another. However, another study 

investigating how voice assistants were used in multi-party conversations showed that 

sometimes interactions with Alexa in a social setting can be awkward, disrupting the flow of 

normal human social interaction [331]. Family members sometimes needed to repeat and 

refine queries, which were not understood by the voice assistants; other times, they had to 

enforce silence so that the assistants could better understand their queries. While some of 

these challenges may be due to limitations of the devices’ NLP capabilities, which 

continuously improve with technological progress (e.g. in particular with LLMs more 

recently), the challenge of what role the NLUI can or should play in a multi-user setting is (and 

will likely continue to be) an important research challenge. 

Beyond the domestic settings, several studies show that there are various opportunities for 

embedding NLUIs into multi-party interactions [20, 115, 401, 449]. For example, Kim et al. 

[218] found that adding chatbots to group chats as facilitators can promote diverse 

discussions. Their NLUI aimed to encourage members to participate evenly and organise 

members’ opinions among others. Their findings revealed that their bot enabled more 

diversity in opinions and that it could encourage more even participation. Similarly, Tegos 

and Demetriadis [410] found that NLUIs can trigger dialogues between students in online 

discussions by intervening in a conversation, which substantially improved both individual 

and group learning outcomes. More specifically, the group of participants using the NLUI 

outperformed the control group in understanding and illustrating conceptual domain 

knowledge following the learning activity. Goda et al. [156] designed a chatbot which learners 

of English as a foreign language interacted with before joining a group discussion. It would 

ask Socratic questions like “Has your opinion been influenced by something or someone?” or “What 

caused you to feel that way?” or “Why do you think that?” to get people to reflect. The findings 

showed that the chatbot led to more conversations and increased students’ awareness of 

critical thinking. Skov et al. [389] designed Susa, an NLUI that took part in workshops and in 



 90 

which it acted as a facilitator. Despite being somewhat limited in its interactional capabilities, 

such as only providing predetermined answers, Susa was found to help the teams stay on 

track, and some participants appreciated how it made them reflect before making decisions. 

This research suggests that designing NLUIs to take the role of the facilitator to support the 

human-human interaction, for example, by asking scaffolding questions, can have positive 

effects on collaboration, promote equal contributions, encourage reflection, and lead to more 

desirable collaborative outcomes. However, as most studies discussed, the NLUIs also had 

several limitations; for example, that they could not take an active part in the ongoing 

conversations and sometimes also disrupted them. The next section will examine further some 

of the mechanisms of (co-located) collaboration and how they can be scaffolded and 

supported. 

4.2.2 Supporting Conversation and Collaboration 

One of the benefits of having voice-based NLUIs playing a role in a co-located group setting 

is their potential to support human collaboration – through all being able to speak and listen 

to it (e.g. [449]). To understand which role voice assistants might play needs an understanding 

of how collaboration takes place between humans and how other technologies have been 

designed to enhance this. Collaboration usually involves two or more people working 

together to carry out a task, often being co-located and engaging in conversation with each 

other, mostly in the form of verbal and non-verbal communication. When talking, each person 

usually takes turns, with each turn consisting of one or more turn-constructional units, which 

is a ‘complete’ utterance that possibly leads to a transition relevance place [359] following which 

another speaker may take a turn. For example, such transition relevance places can be found 

after questions, which often indicate an ‘invitation’ to another speaker to respond or to take a 

turn. Thus, questions are an important ‘motor’ of conversational interaction and turn-taking 

– relevant for a wide range of collaborative tasks. One way to promote collaboration is to 

design a system that supports turn-taking in a group setting, providing invitations for the 

different parties to take a turn. In particular, the question here is if it is possible to design a 

system that actively promotes turn-taking (e.g. by question prompts), which can, in turn, 

encourage more collaboration, for example, enabling ideas to be generated, a problem to be 

solved, or to learn new forms of cooperative play [465]. Increased turn-taking in a 
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conversation can be related to a higher degree of interactivity in the conversation [79, 119, 175, 

284] which can be desirable for tasks that benefit from faster-flowing interactions. 

Yuill and Rogers [464] discuss a variety of methods and design considerations that can be 

used to promote collaboration, including constraining multi-user interactions through the 

design of the software. Marshall et al. [273] demonstrated that constraining the number of 

users at a shared interface that can interact at the same time can lead to more turn-taking, 

collaboration, and articulation of ideas for solving problems. Voice interfaces may, likewise, 

be designed to encourage turn-taking behaviour, where an NLUI asks a user a question and 

vice-versa. Hence, similar to how the voice modality can be more immediate in the way it 

encourages people to step into an interactive narrative role [158], a voice-based NLUI may 

have a direct impact on how turn-taking takes place in a group: It can take a proactive turn in 

the ongoing conversation, which a text-based NLUI displaying prompts on a screen cannot. 

However, little is known about the effect of this kind of directness and immediacy at the 

interface. On the one hand, they could facilitate and encourage new forms of collaboration by 

prompting or encouraging users to take turns. On the other, they could interrupt the flow of 

an ongoing conversation (e.g. [275, 327]) in ways that using a screen-based interface does not. 

The focus here is on what the effects are on human collaboration when groups interact with 

an NLUI, using screen-based versus voice interactions, when engaged in an exploratory 

sensemaking task using a software tool. Can voice interactions with the system also result in 

an increase in turn-taking between users compared to screen-based interaction? The challenge 

is deciding how many turns (of question asking) the NLUI should take in order to promote 

more turn-taking among the human group members and in which way and when it should 

do so to not interfere and negatively affect the human-human interaction. 

4.2.3 Summary and Focus of This Research 

To summarise the relevant literature – including the literature covered in Chapter 2 – voice 

and screen/text-based NLUIs have been found to be effective at stimulating users’ reflection 

as well as guiding and supporting them in different types of tasks, such as collaborative 

learning or problem-solving tasks (Section 2.2.2). Another line of research has shown (so far, 

mostly for single-user scenarios) that combining natural language interfaces with software 

tools can improve the efficiency and experience when completing specific tasks using the 
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tools, such as making it easier for users to express queries in data analytics tools (Section 2.1.4). 

For the design of NLUIs, an important question is, how the experience and efficiency are 

affected by the modality of human-NLUI communication, which has been investigated in a 

range of single-user contexts for different types of tasks with mixed findings (Section 2.1.3). 

There is a paucity of research that addresses this question in situations of collaborative action, 

where an NLUI ‘takes part in’ human-human conversations. In such collaborative settings, 

previous research has mainly investigated how the interfaces of collaborative systems can be 

designed to promote turn-taking, without the use of NLUIs (Section 4.2.1). However, there 

seems to be much potential in using NLUIs to this end (Section 4.2.2), in particular, because 

of their capability to actively prompt users by intervening in the ongoing conversation and 

asking them questions. 

Building upon and bringing these strands of research together, the present study addresses 

the following questions: (i) whether a system containing a question-asking NLUI can support 

and facilitate reflective and exploratory thinking, getting people to speculate and hypothesise 

in a collaborative analysis and sensemaking task, and (ii) whether the modality of interaction, 

and more specifically, the modality through which the NLUI’s prompts are provided to users 

– voice or screen-based – makes a difference to the users’ question-asking and turn-taking 

behaviour as well their engagement with the system and the task. 

4.3 Aims and Hypotheses 

The aim of this study is to investigate the effects of voice versus screen-based modality on 

interactions between the users and the system as well as between users themselves. The open-

ended collaborative task involved exploring and making sense of a set of data visualisations. 

The visualisations were presented on a large display in front of the participants, who had to 

reflect on and speculate about the reasons behind the trends and patterns that they show. 

The two conditions compared were: (i) using voice requests alongside an NLUI that prompts 

participants by speaking and (ii) using a screen-based menu to make requests (providing 

familiar GUI elements, such as checkboxes, buttons, etc.) alongside an NLUI that prompts 

participants through text messages (being displayed in a ‘chatbot-like’ way). In other words, 
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the two conditions differ in how participants request visualisations and how they receive 

NLUI prompts (see Figure 4.1): In the first condition, both system input and output are based 

on voice, while in the second condition, they are both screen-based. Thus, the second 

condition (the ‘screen condition’) mimics more common GUI-based systems. The way data 

visualisations were presented was the same in both conditions (also see Figure 4.1). 

Making voice requests may integrate better with the participants’ ongoing conversation and 

be more fluid than switching to making requests through the graphical user interface. It is 

thus expected that voice interaction leads to users interacting more with the interface and 

exploring more of the data, which results in the first hypothesis: 

H1 – human-computer interactions: The voice condition will encourage (a) more interactions 

with the software tool and (b) more of the available data visualisations being looked at. 

The metrics of (a) how much the interface is interacted with and (b) to what extent the task 

material (the available visualisations) is explored are proxy metrics for the users’ engagement 

with both the interface and the task. These engagement variables are important for this type 

of exploratory task, even if they do not allow for any conclusions concerning the sensemaking 

and reflection that would occur. 

Regarding the impact of the modalities on human-human interactions, we expect that certain 

mechanisms of social presence [387] (also see Section 2.1.2) – which could be somewhat stronger 

for an interface that uses voice due to higher human-likeness (see Section 2.1.3) – may be 

‘motivating’ or ‘triggering’ participants to also proactively speak and take turns in the 

conversation by asking questions like the NLUI does. Therefore, it is predicted that when a 

speaking NLUI prompts users with questions, it is likely to get users to also ask more 

speculative questions themselves. Furthermore, the increased question-asking may also be 

due to users’ increased curiosity when speaking with the NLUI compared with reading its 

prompts from a screen (as might be concluded from Ceha et al. [71] and Gonzalez and Gordon 

[158]). This leads to our second hypothesis: 

H2 – human-human interactions: The voice condition will encourage (a) more turn-taking and 

(b) question-asking between participants. 
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Figure 4.1: An overview of the modalities used for user input and system/NLUI output in the two 

conditions; the task material is presented in the same way in both conditions. 

How frequently conversation partners take turns (or the speaker alternation rate) is a relevant 

characteristic of a conversation. It can be considered a proxy measure for the interactivity of a 

conversation [79, 119, 175, 284], and it thus represents a relevant metric in the present 

collaborative sensemaking scenario. The reason why the number of questions (related to the 

task/the data visualisations) participants ask each other is used as a metric is not only because 

of its relevance in conversation and can reflect curiosity but also because it is key for an 

exploratory analytical task in which speculative hypotheses should be generated [163, 209, 

417]. And even more generally, beyond data analysis, question-asking is fundamental for 

scientific inquiry, reflective and critical thinking, and intellectual exploration [82, 110, 144, 184, 

421, 467]. The number of questions thus also serves as a proxy for the extent to which 

participants try to make sense of the data and for how exploratory and curious they are [6, 40, 

71]. Although these metrics can be considered as being related to people’s sensemaking and 

reflection on a meta-level, they will be contextualised and triangulated with a conversation 

analysis focusing on the patterns in participants’ collaborative reflection. 
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4.4 User Study Design 

The study was designed so that pairs of participants could take part together. This enabled 

the analysis of the conversations and turn-taking that took place between the participants 

themselves, as well as between the participants and the NLUI. Previous research on ‘pair 

analytics’ by Arias-Hernandez et al. [13] has shown how this approach also offers a natural 

way of making explicit and capturing reasoning processes (in contrast to single-user 

scenarios) while also enabling a variety of metrics to be used to assess collaboration. 

A Wizard of Oz [352:428] paradigm was used to test the two hypotheses. This set-up allows 

us to both simulate and control the NLUI interventions for both conditions. Wizard of Oz 

studies have frequently been used to simulate and test novel systems with users, in particular, 

‘intelligent interfaces’ (e.g. Dahlbäck et al. [99] or Porcheron et al. [325]). Our NLUI, which we 

called Vizzy, was simulated by a human experimenter, who was tasked with triggering the 

prompts at certain times during the study. 

In the voice condition, participants were asked to change the visualisations through voice 

requests. In the screen condition, they could make the same requests (i.e. through selecting 

variables/filters) from a menu shown on a tablet. Vizzy was designed to provide prompts in 

the form of questions in both conditions, either through synthesised speech (see Figure 4.2) or 

through chatbot-like text messages that appeared on the main screen next to the area where 

visualisations were displayed (see Figure 4.3). The questions were phrased in a way that they 

could give participants ideas for what they might also consider or explore next and, by that, 

aimed to scaffold their reflection process while performing the data analysis task. 

Thus, both conditions were based on examining data visualisations on a large screen; the only 

difference between conditions was in how requests were given to the system and how the 

system provided prompts (also see Figure 4.1), which were both either voice-based (voice 

requests & synthesised speech prompts) or screen-based (requests based on menu selection & 

text message prompts). The same set of visualisations was available in both conditions. To 

control for equivalence across the two conditions, Vizzy’s prompts spoken aloud in the voice 

condition or displayed as text messages in the screen condition were selected from the same 

set of prompts. 
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Figure 4.2: The interfaces for the voice condition with a microphone positioned in the middle of 

the table. The cards on the table show the set of available visualisations that could be generated. 

 

Figure 4.3: The interfaces for the screen condition with a tablet situated in the middle of the table 

for user input. The cards on the table show the set of available visualisations that could be 

generated. 

The task. In an initial pilot study, well-defined tasks were tested with specific target outcomes, 

asking participants to find specific patterns in the data. However, participants’ conversations 

were short; they focused on searching for the patterns they were asked to discover. For the 

main study, a more open-ended and exploratory task was chosen that would require people 

to reflect and speculate. Thus, the sensemaking task we designed involved exploring and 

interpreting data visualisations based on a set of time series to then speculate on what trends 

and patterns they show and what might be possible reasons for them – which reflect common 
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activities of exploratory (time series) data analysis. The aim was to enable participants to try 

to make sense of a set of visualisations by hypothesising about and questioning the underlying 

data without the need to have a data analytics background. The domain chosen was health, 

in particular, the prevalence of obesity throughout time, a topic that participants would have 

some understanding and familiarity with. Specifically, the data represented how the 

prevalence of obesity has increased in recent decades for different populations. The data used 

for the visualisations was derived from Marinez [272]. It is publicly available and comes from 

the Global Burden of Disease Study 2013 [303]. We chose a dataset that covers 24 years from 

1990-2013. This period was considered sufficiently historical to enable participants to discuss 

past developments that could have led to the trends and patterns in the graphs. The 

visualisations could be generated from the obesity data by combining time series graphs by 

age (children/adults), gender (male/female), and ‘country type’ (developed/developing and 

global). 22 visualisations could be generated, which showed the graphs for adults, children, 

adults and children, men, women, boys, girls, men and women, men and boys, women and 

girls, boys and girls, which could all be displayed as global average or split up into developed 

and developing countries; see for example Figure 4.4 which shows the averages of developed 

and developing countries for boys and girls. In the voice condition, this visualisation is 

generated by saying (“Vizzy, show boys and girls, developed and developing countries.” or “Vizzy, 

show developed and developing for boys and girls.” or similar) and in the screen condition by using 

the menu on the tablet. The set of available time series to display meant that visualisations 

which could be generated were simple enough to understand but also sufficiently complex to 

show different interactions and trends. They comprised a range of level differences as well as 

changing growth rates that could be explored at a general level (e.g. the overall increase in the 

time series for boys and girls) or a more detailed level (e.g. how the speed of growth/growth 

rates changed throughout time) as can be seen in Figure 4.4. A larger set of variables and 

visualisations (based on the chosen dataset [303]) were tested in a pilot study. The final set of 

visualisations was limited to 22 so as to make sure that there would be sufficient overlap in 

the data the pairs look at together and to reduce possible confounds. In a subsequent pilot 

study, the chosen set of 22 available visualisations proved to be sufficient to allow participants 

to explore and discover different aspects. The possible interactions between the different time 

series made the problem space sufficiently complex while not being too overwhelming.  
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Figure 4.4: An example visualisation of two graphs generated from the task dataset showing the 

change in the prevalence of obese girls and boys for developed and developing countries from 

1990 to 2013. 

 

NLUI prompts. In total 19 prompts were composed for Vizzy consisting of open-ended and 

more well-defined questions, many of which were applicable to more than one of the available 

visualisations. They were based on some of the patterns and trends in the data and were aimed 

at helping participants discover them or take a closer or different look at them. They were 

inspired by techniques used in teaching to scaffold students’ reflection (see also [84, 144, 217, 

341, 354, 393] as well as Section 2.2.2). The questions thus generally aimed to ‘probe’ 

participants’ thinking and give them ideas for certain trends and patterns they could consider 

and investigate further while making sense of the data visualisations. Examples of the 

question prompts include: 

• If I would say one of them is slowing down in recent years, which one would you say it is? 

• Is the increase of one more significant than the other? 

• What might have caused the sudden spike? 

• So, if you look at this, would you say that the increase is slowing down in the number of 

overweight people for all four groups? 

• Why would you say the difference between developed and developing countries is larger for 

men than for women? 
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4.4.1 Participants 

A between-subjects design was used with two conditions: screen versus voice. 36 participants 

took part in the study; 9 pairs for each condition. The pairs were randomly assigned to either 

the voice or screen condition. Instead of matching them up as stranger pairs, we asked the 18 

participants we initially recruited to bring someone they knew and who they felt comfortable 

doing a collaborative task with. This enabled the pairs to feel at ease collaborating with each 

other during the study. Participants were recruited from UCL and were between 18 and 35 

years of age. 18 were female (10 in voice, 8 in screen). In 8 pairs, genders were mixed (4 in 

voice, 4 in screen). All participants were fluent in English and had normal or corrected-to 

normal vision and hearing capabilities.  

4.4.2 Experimental Set-Up 

Physical Room Set-up. The visualisations were projected onto a screen on a wall. A desk and 

two chairs were positioned in front of it (also see Figure 4.2 and Figure 4.3). This enabled each 

pair to be able to readily see the projected visualisations while also being able to face and 

speak to each other. On the desk was placed a set of small cardboard cards (5x5cm) indicating 

the label or ‘title’ of each visualisation that could be created (e.g. “boys and girls, developed and 

developing countries”). The cards could be used by participants in both conditions to help them 

keep track of what they had already looked at or what to look at next (also see Figure 4.2, 

where participants grouped the cards). In the voice condition, the cards could also be used by 

participants to help them formulate their requests to Vizzy to show a visualisation (e.g. “Vizzy, 

show [card label]”). In the screen condition, a touchscreen display was placed on the desk, 

showing a menu to generate the visualisations. In the voice condition, two loudspeakers were 

positioned behind the desk that Vizzy could be heard through. The voice used for speech 

output of Vizzy was based on Amazon Polly’s9 voice Joanna. 

Two webcams were installed in the room to record the participants: one facing down from the 

ceiling, the other one located behind. The former allowed to capture interactions with the 

touchscreen/tablet (in the screen condition) and cardboard cards, and the latter allowed to 

capture participants along with the main screen to see what they point and look at. Each 

                                                      
9 https://aws.amazon.com/polly/ 

https://aws.amazon.com/polly/
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participant was also asked to wear a Lavalier microphone to record what they said. The video 

of the participants and the conversations were recorded using OBS Studio. 

Wizard of Oz Set-up. The visualisations and the NLUI’s prompts were controlled through a 

dedicated computer in an adjacent room, which was connected to the projector in the 

experimental room. During the study, the Wizard (a second experimenter) listened to the 

audio stream and observed the video feeds from the two webcams. The Wizard controlled the 

interface for the two conditions to present the requested visualisations on the screen and select 

the Vizzy prompts to be played (voice condition) or displayed on the screen next to the 

visualisation (screen condition). 

Vizzy Interface: User Control and System Prompting. In the voice condition, a conference 

microphone was positioned in the centre of the desk (described to participants to be the 

microphone through which Vizzy ‘listens to’ their requests). In the screen condition, the 

microphone was replaced with a tablet showing the GUI from which they were to select their 

choices. In order to produce consistent recordings between the conditions, the conference 

microphone was also present in this condition but hidden under the tablet, not visible to 

participants. Vizzy was designed to occasionally prompt the participants, intended to 

encourage them to explore further what was causing the trends and the rise in different 

obesity levels in the displayed visualisation. For each visualisation prompts could be selected 

by the experimenter from a predefined set which were applicable to the specific visualisation. 

Each visualisation was assigned between 1-3 applicable prompts; some prompts were 

applicable to more than one visualisation. For example, Vizzy (or rather the wizard) could 

select the prompt “Would you say that the increase is slowing down for all four groups?” for all 

visualisations where there were four time series appearing (e.g. “adults and children” of 

“developed and developing countries”). Prompts were only provided if (i) participants had 

not yet discussed the pattern/trend/difference the specific prompt referred to and if then (ii) 

there was a silence of approximately 3 seconds or more in their conversation to avoid 

interruptions of the pair’s discussion. This threshold was set based on the iterative design 

process of the system, where after testing different durations with test participants, 

approximately 3 seconds was considered most appropriate. The reasons for this were two-

fold; it was (a) long enough that, in most cases, there was no direct interference with an 
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ongoing conversational turn by one of the participants and (b) short enough that there were 

still sufficient opportunities for the NLUI to intervene. However, both conditions mentioned 

above (i and ii) had to be met for a prompt to be provided; a moment of silence itself did not 

lead to a prompt being triggered. Hence, which prompts could be provided for which 

visualisation depended on what pairs discussed until there was the first silence in their 

conversation about a specific visualisation. Furthermore, providing prompts only every two 

minutes on average was found to be optimal in the pilot studies, as when the intervals 

between the prompts are too short, they can become annoying and disruptive to the flow of 

the discussion. The frequency of NLUI prompts was kept as similar as possible in both 

conditions. In the screen condition, there was a ‘clicking’ notification sound (similar to sounds 

used in messaging apps) so that participants would not miss a prompt. To ensure consistency 

across the two conditions, the Wizard spent considerable time familiarising themselves with 

the set of prompts, practising selecting different ones for the different stages of the task and 

the types of visualisations being looked at before commencing the study, following the above 

rules and guidelines. 

4.4.3 Procedure 

Ethics approval was obtained from UCL (UCLIC/1819/008/RogersProgrammeEthics) prior to 

the study. Pairs of participants were informed about the purpose of the study and asked to fill 

in a consent form agreeing to being audio and video recorded during the study for subsequent 

analysis. 

The participants were informed that they would be asked to collaborate in an exploratory data 

analysis task. They were told that there was no right or wrong way to do the task and that 

they should just try to discover and reflect on interesting trends and patterns and speculate 

on what might have caused them. They were further instructed that they could press a button 

on a remote control on the table when they had completed the task or if they had a problem 

during the task. They were informed that Vizzy would prompt them at certain times during 

the study. They were further told that they could decide for themselves if they wanted to 

respond to Vizzy’s prompts and to use them as prompts to guide their thinking. They were 

then given the set of cards that showed the possible visualisations they could generate. They 

were told that cards have the purpose of giving them an overview of the available 
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visualisations that could be requested. In the screen condition, the interface on the tablet was 

introduced to them and how they could use it to request visualisations. In the voice condition, 

they were shown how they could request a visualisation (by saying “Vizzy” followed by the 

visualisation request) and how they could also just use the cards to help them formulate their 

requests (“Vizzy” followed by the label of the card). Finally, they were informed that the task 

would normally take about 15-20 minutes. 

The instructions were identical for both conditions except from when describing how to 

interact with the voice and screen-based interfaces. After the introduction, the experimenter 

left the room, and the participants commenced the task. After completing the task, the 

experimenter returned to the room and conducted a semi-structured interview with the pair, 

asking them to reflect on their experiences during the study. Participants were then debriefed 

about the aim of the study and that it was a Wizard of Oz design. Then, the Wizard, who was 

controlling Vizzy, came into the experimental room and introduced himself. The participants 

were each compensated with a £15 Amazon voucher. 

4.4.4 Data Analysis 

The video and audio data collected were analysed using a combination of automated speaker 

diarisation and transcription as well as manual transcription and analysis of conversations, 

questions asked and turns taken. Both quantitative and qualitative analyses were conducted 

to test the hypotheses and provide insights into the nature of the discussions that took place 

in the two conditions. 

Quantitative Analysis: Interactions Between Participants and the System  

To test H1 regarding the human-computer interactions (The voice condition will encourage 

(a) more interactions with the software tool and (b) more of the available data visualisations 

being looked at), the corresponding user interactions were broken down into (a) visualisation 

requests, measuring the total number of requests that were made for visualisations, (b) 

visualisations explored, which was determined by how many unique visualisations (of the set 

of available visualisations) the participants looked at together. For example, out of four 

possible visualisations (A, B, C, D) if three are looked at (e.g. A, B, C), it would provide a 
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measure of ¾ or 75%. When considering the following sample sequence of requesting 

visualisations (A, B, A, B, C, A), this would result in visualisation requests = 6, but visualisations 

explored = 75%, since only 3 out of the 4 available visualisations were looked at (i.e. A, B, C). 

In the present scenario, visualisations explored was chosen as a metric, since it was considered 

a good proxy for how extensively the participants examined and discussed the set of available 

visualisations. The reason for this is that as part of the task, participants were asked to make 

sense of and discuss each visualisation they requested, which participants also did in most 

cases. Both measures, therefore, were used to capture how much users interact with the 

system and the task material. 

Quantitative Analysis: Interactions Between the Participants 

To test H2 regarding the human-human interactions (The voice condition will encourage (a) more 

turn-taking and (b) question-asking between participants.), we measured (a) the number of speaker 

changes made during a conversation and (b) the number of questions participants asked each 

other. Turn-taking was approximated through quantifying the number of speaker changes 

(see [119, 175]). As these metrics intend to capture participants’ behaviour to compare it 

between conditions, turns by Vizzy itself (when it provided a prompt) were not counted 

towards these metrics. 

Qualitative Analysis: Patterns of Collaboration and Sensemaking  

To investigate how the conversations after Vizzy’s interventions unfolded, a randomly 

selected set of segments was transcribed. From these, we examined in more detail the content 

of the conversations and the extent of turn-taking, as well as how initial ideas and inferences 

about the data visualisations were followed up. Excerpts are provided to illustrate the patterns 

of discussions and interactions that took place in Section 4.5.3. In addition, interviews were 

conducted at the end of the experiment to find out more about the participants’ experience of 

using the system. An analysis of the interviews is provided in Section 4.5.4. 

Data Analysis Methods 

To achieve sufficiently accurate identification of the active speaker with the given set-up, we 

developed our own speaker diarisation model, which took the three audio streams (left 
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speaker microphone, centre microphone, right speaker microphone), and compared the 

intensity values using Parselmouth [198]. Based on manually diarised recordings, threshold 

values for each microphone were defined using Sequential Model-based Algorithm Configuration 

(SMAC) [193]. Based on the thresholds, absolute differences between the microphones were 

defined to identify the active speaker, which was used to identify speaker changes. Each audio 

segment of the speaker diarisation model was then transcribed using Azure Cognitive Speech 

Services. While the accuracy was not perfect, it was sufficient to then also quantify the number 

of words spoken for each participant. 

Vizzy’s utterances, along with the visualisations that were requested by the participants, were 

automatically tracked using a log file, from which the timestamps were extracted. Timestamps 

were manually recorded after each prompt by Vizzy from the beginning to the end of the 

participants’ discussion about that prompt to record the discussion lengths (if a prompt was 

ignored by participants, the discussion duration was set to 0). 

The number of questions asked by each participant pair as part of their discussion was not 

based on the automatically generated transcription files but manually tagged and coded, since 

their questions were not always identified with the required accuracy by Azure Cognitive 

Speech Services. To reduce confounds, the questions that were not related to the data analysis 

task were excluded in the quantitative analyses, for example, questions about Vizzy and its 

capabilities (e.g. “Do you think Vizzy can do this?”). We did this as we hypothesised that the 

voice modality could lead to more questions about the interface capabilities compared to the 

screen modality (post-hoc analysis showed that this was indeed the case). Furthermore, in 

those cases where a participant requested a visualisation by asking a question, which 

occasionally happened (e.g. “Vizzy, could you show developed and developing countries?” instead 

of “Vizzy, please show developed and developing countries.”), this was also not considered for the 

participants’ questions metric to avoid confounds. 

The duration of the individual sessions varied across participant pairs when exploring the 

dataset. To control for this, averages per minute were calculated instead of totals for the 

metrics requests (for visualisations), speaker turns, and questions by participants. 
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4.5 Findings 

This section describes the quantitative findings, the qualitative findings of participants’ 

discussions following a prompt from Vizzy, and the findings from the interview. First, the 

main quantitative findings will be presented. 

4.5.1 Main Quantitative Results 

Overall, participants in both conditions looked at most of the available 22 visualisations. A 

main finding was that the participants in the voice condition interacted more with the system, 

explored and discussed more of the available visualisations, and asked more questions about 

the visualisations. Statistical significance was assessed using an alpha level of 0.05 for t-tests 

and U-tests10. 

We conducted (i) a U-test on the number of visualisations that were looked at and (ii) a t-test 

on the number of requests made per minute. Both null hypotheses were able to be rejected as 

the results were found to be significant. In support of H1 (U18 = 18, p = .017), the percentage of 

visualisations explored was higher in the voice condition (M = 96.97%, SD = 6.43%) compared 

with the screen condition (M = 89.39%, SD = 7.54%) and the difference in requests (per minute) 

to change the visualisations was also found to be significant (t(16) = 2.75, p = .007), where more 

requests were made in the voice condition (M = 1.08, SD = .15) than in the screen condition 

(M = .80, SD = .26). These two significant findings therefore support the first hypothesis (H1) 

that participants in the voice condition would interact more with the system and look at more 

of the available visualisations. Figure 4.5 shows the number of requests per minute for both 

conditions. See Table 4.1 below for an overview of all results. 

The t-test was also found to be significant for H2 (t(16) = 3.51, p = .002); participants asked 

more questions per minute in the voice condition (M = .98, SD = .22) than in the screen 

condition (M = .55, SD = .29) as can also be seen in Figure 4.6. Specifically, participants in the 

voice condition asked 78% (0.98/0.55) more questions than in the screen condition. A 

                                                      
10 Based on an examination of box plots, no significant outliers were identified. The Shapiro-Wilk statistic 

indicated that the data was distributed normally (p > .05), which was confirmed by examination of 

histograms as well as skewness and kurtosis values; only for the metric exploration this was not the case, 

which is why a Mann-Whitney U test was conducted here instead of a t-test. 
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significant difference was found between the two conditions for the number of changes of 

who spoke at any given time (t(16) = 2.10, p = .026) approximating the turns taken; this 

happened more often in the voice condition (M = 6.39, SD = 1.11) than in the screen condition 

(M = 5.52, SD = .57) as can also be seen in Figure 4.7. 

Post-hoc analyses revealed that there were no relevant differences between conditions 

regarding how many of the 19 available NLUI prompts were triggered per minute11. 

 

Table 4.1: Summary of findings: Inferential statistics are t-tests, and effect sizes (ES) are Cohen’s d 

except for exploration, which is based on a Mann-Whitney U test and eta squared; all p-values are 

significant. 

Hypothesis/Analysis Category Metric Cond. Mean SD Statistic p ES 

Human-Computer Interactions 

(Hypothesis 1) 

exploration voice 96.97 6.43 18.00 .017 0.27 

 screen 89.39 7.54    

 requests voice 1.08 0.15 2.75 .007 -1.30 

 (per minute) screen 0.80 0.26    

Human-Human Interactions 

(Hypothesis 2) 

questions voice 0.98 0.22 3.51 .002 -1.65 

(per minute) screen 0.55 0.29    

 turns taken voice 6.39 1.11 2.10 .026 -0.99 

 (per minute) screen 5.52 0.57    

 

                                                      
11 Although the metrics were defined so that they would not be affected if there are differences in how 

often Vizzy asked questions, we aimed to provide agent questions in a similar way in both conditions. 

To ensure this was the case, we did a manipulation check, which showed that the number of questions 

asked per minute was indeed very similar in the voice condition (M = .44, SD = .15) and text condition 

(M = .45, SD = .16). 
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Figure 4.5: Requests made by 

participants per minute for 

voice and screen conditions. 

 

Figure 4.6: Questions asked by 

participants per minute for voice 

and screen conditions. 

 

Figure 4.7: Turns taken per 

minute for voice and screen 

conditions. 

The differences between voice and screen are significant for all three Figures (p < 0.05). 

4.5.2 Quantitative Analysis of Types and Patterns of Responses 

In addition to testing the two hypotheses, the patterns of responses across the two conditions 

were examined. In particular, the levels of participation between the pairs in the two 

conditions were analysed in terms of the activities and contributions of each participant. 

Overall, there was a tendency towards more equal participation in the voice condition. 

However, the differences were found to be not statistically significant. For this, we used two 

measures: 

 (1) Interactions between each participant and Vizzy Analytics: We calculated the average 

deviation from equal contribution (i.e. that both participants would make 50% of requests). The 

deviation in percentage points was found to be smaller in the voice condition (M = 18.07, 

SD = 13.41) than in the screen condition (M = 22.28, SD = 15.42), suggesting that the pairs 

interacted with the system ‘more equally’ in the voice condition. 

(2) Interactions between participants: For total words spoken, the deviation in percentage points 

from equal contribution in the voice condition (M = 4.38, SD = 2.78) was also found to be smaller 

compared to the screen condition (M = 7.52, SD = 8.51). Similarly, for total duration of speech, 

the deviation from equal contribution in voice was (M = 5.36, SD = 5.37) slightly smaller than in 

the screen condition (M = 6.63, SD = 3.49). It is worth noting that there may be multiple factors 
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related to the tendency towards more balanced interactions in the voice condition. For 

example, in the screen condition, it often was the same participant who read Vizzy’s prompts 

out loud, which may have somewhat affected the above metrics. However, these factors will 

not be considered in more detail here, since both (1) and (2) were not the primary focus of this 

study but rather an adjunct to our main analyses. 

The duration of the discussions in response to Vizzy’s prompts was found to be somewhat 

shorter in the voice condition (M = 35.10s, SD = 17.39) than in the screen condition (M = 47.67s, 

SD = 24.85). However, there was no significant difference. To examine further the patterns of 

conversation, we subsequently analysed how the pairs responded to Vizzy’s prompts in terms 

of (i) the percentage of prompts that were responded to versus ignored by the pairs in the two 

conditions, (ii) how long they took before responding, and (iii) the length of their 

conversations. These analyses were conducted to better understand the general 

process/pattern of how participants interacted with the system and responded to its prompts 

regardless of the condition. 

(i) Prompts responded to versus those ignored across the two conditions. Nearly all pairs responded 

to Vizzy’s prompts in both conditions. Only 6.90% of its prompts were ignored. Pairs in the 

voice condition ignored fewer prompts (M = 4.56%, SD = 9.91) than in the screen condition 

(M = 9.30%, SD = 11.39).  

(ii) Delay in responding to Vizzy. The average time taken by a pair to react/respond to a Vizzy 

prompt was roughly 4 seconds for both conditions (M = 3.85, SD = 1.70). As the screen-based 

prompts did not have to be attended to and considered by pairs immediately, we were 

interested in whether the time to respond was longer. It was found to be slightly longer in the 

screen condition (M = 4.19, SD = 1.69) than in the voice condition (M = 3.52, SD = 1.73). 

(iii) Duration of responses after Vizzy prompts. We classified the discussions in response to 

Vizzy’s prompts into what we defined as ‘short’ or ‘long’ responses. Short responses generally 

lasted up to 20 seconds (they were generally at least 5s long) and made up 20.90% of the total 

conversations – in these cases, pairs usually just agreed on a possible answer without 

discussing it further. However, there were far more longer responses across both conditions, 

comprising 72.20% (SD = 19.01). They generally lasted between 21-90 seconds, but in some 
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cases even more. The long responses usually consisted of pairs talking about the patterns they 

saw being depicted in the graph data, followed by hypothesising about the possible reasons 

for this. There was only a small difference in the number of long responses across the two 

conditions, with an average of 74.46% (SD = 18.99%) in the voice condition and of 69.95% 

(SD = 19.90%) in the screen condition. 

4.5.3 Qualitative Analysis of the Participants’ Discussions Following Vizzy’s 

Interventions 

The quantitative findings showed significant differences between the two conditions in terms 

of the number and kinds of interactions among participants themselves and with the NLUI. 

In both conditions, Vizzy’s prompts acted as facilitators for participants’ conversations, 

triggering them to talk about the possible reasons behind the changes in the obesity data for 

the different demographics. Here, we are interested in examining further the reflective 

thinking that occurred following Vizzy’s prompts and to see if there were any differences in 

terms of what the pair said and did next. To do this, we carried out an in-depth conversation 

analysis of 4 conversation segments before and after one of Vizzy’s prompts. We present here 

two randomly selected prompts by Vizzy for which we transcribed the participants’ 

conversations before and after Vizzy asked each prompt in both conditions (voice and screen). 

Each of the transcribed segments was then analysed with respect to the patterns of how the 

conversation was structured and what was spoken about. 

To examine the interactions and sensemaking that took place, we used an adapted form of 

conversational analysis that focused on the turn-taking between the participants following an 

intervention from Vizzy. We draw from Porcheron et al.’s method [326], who used it to 

describe in detail the various methods families use to organise their talk with and around their 

smart speaker in their everyday conversations. This has become an accepted method in HCI, 

where a number of segments are chosen to illustrate the types of conversations that unfold 

with and around voice assistants and aspects of social conduct. When transcribing the 

segments, we follow some of the standard transcription conventions [16, 180, 327] in 

conversation analysis used in HCI. For reference, we indicate where pauses take place (e.g. 

(1.7) for 1.7 seconds), where an utterance is <faster> than usual, or where it is elonga:::ted, 
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where talk is LOUD or °quiet°. Empty parentheses (   ) are used where spoken words could 

not be recognised. Where speech overlaps indentation and [square brackets] are used and 

((unspoken actions)) are given in double parentheses, which can be either actions of speakers 

or the system. Speakers are indicated by P1 and P2; the synthesised speech produced by Vizzy 

is identified by the label “VZ”. 

The segments start slightly before Vizzy’s prompt and end after the participants either request 

another visualisation, start discussing another topic, or agree/conclude on their answer. After 

transcribing and analysing four segments, the recordings of all 18 pairs were listened to 

several times in full length by myself and another researcher and analysed for patterns in 

participants’ behaviours – such as how Vizzy’s prompts were responded to in both conditions. 

After that, the identified patterns were discussed between us. The insights from this 

preliminary analysis were used to describe if the behaviours that were observed in the four 

segments below were found to be typical for the respective condition. Overall, for both 

conditions, the pairs seemed to be at ease with each other, taking turns and engaging in a level 

of banter. Furthermore, participants seemed to quickly get used to the system not following 

up on their questions; they took on board the NLUI prompts and included them in their 

conversations, usually discussing them until they came to a conclusion or felt they had 

sufficiently discussed the prompt and then moved on to another visualisation. 

With respect to the two conditions, it was found that the same prompt in voice or screen 

condition elicited similar levels and types of reflective thinking. However, there were also 

specific patterns in each condition regarding how the conversations and interactions took 

place. In particular, the segments reveal that a typical conversational pattern for the voice 

condition was for a pair to start or continue to discuss relatively quickly after an NLUI prompt 

by ‘bouncing off’ ideas of each other, asking each other questions, generating hypotheses 

about possible reasons behind the patterns in the graphs and then moving on to another topic 

and/or visualisation. The typical pattern in the screen condition was that one or both 

participants initially read the prompt out loud when it appeared on the screen, which was 

then followed by a discussion similar to those which took place in the voice condition. 

However, the conversation often resumed and progressed with a ‘slower pace’, and there 

seemed to be less ‘thinking aloud’ or bouncing off ideas as part of their reflective process. 
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Responses to the Prompt “What Might Have Caused the Sudden Spike?” 

First, we present examples of the conversations in the voice and screen condition following 

the prompt “What might have caused the sudden spike?” asked by Vizzy when the visualisation 

“girls and boys, developed and developing countries” was being displayed (see also Figure 

4.4). As the visualisation shows, there is a marked increase (“spike”) in developed countries 

between 1996 and 2002 which the prompt refers to. This open-ended prompt was intended to 

trigger the participants to look at the data and generate their own hypotheses when 

responding. 

The first segment (1-VOI) illustrates that there is a high number of speaker changes 

comprising a quite rapid back-and-forth of suggestions between the participants in the voice 

condition. They seem to iteratively speculate on and construct hypotheses about possible 

reasons, as to what may have caused the sharp increase in the time series graphs they are 

looking at by building upon (or contrasting) what the other person says. Often, they seem to 

just ‘think out loud’ while generating ideas (e.g. lines 1-2, 16, 19-23). 

01 
02 

P2 It's the same pattern ((points at the visualisation and traces the line in 
the air)) as the global time series. 

03 
04 

P1 Ah, you mean that ((points at visualisation)) [the orange line] is the 
same as… 

05 P2                                               [     Yeah.     ] 
06 P1 Yeah. The global one? 
07 P2 … The global increase in uhh… 
08 P1 Yeah. 
09 P2 … in the overweight. 
10 P1 Yeah. 
11 
12 

P2 But here it's an... 
(3.6) 

13 VZ What might have caused the sudden spike? 
14 P2 °Sudden spike°, ah… 
15 P1 It is around the 2000s, shortly before 2000. 
16 
17 

P2 I don't know, like (0.3) globalisation? 
(2.2) 

18 P1 I have no idea. 
19 
20 

P2 And possibility of getting a lot of different foods (2.4) or could also 
be... 

21 P1 Oh, I think, obviously, electro::nics – compu::ters, PlayStations. 
22 P2 Ah, yeah! 
23 P1 So, children play less outside and get fat. 
24 
25 

P2 Yeah (0.6) yeah, true. 
(2.2) 

26 
27 

P1 Uhm, but it’s actually quite surprising. That's an (0.8) 5% increase 
(0.4) °almost°. 

28 P2 Yeah, even a bit more. 
29 P1 Yeah, °or a little bit less°. (0.4) CRAZY! 
30 
31 

P2 
P1 

People stay less outside and play inside. 
And look, the other one is just linear. 

32 P2 Yeah, this is developing, yeah. 
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33 
34 

P1 This is a cra:zy increase. We should maybe look if it’s the same, (1.6) 
uhmm… 

35 P2 Men, like, uhhm ((points at one of the cardboard cards on the table)) 
36 
37 

P1 Yeah, Vizzy, show (1.3) men and boys. 
(2.3) 

38 
39 

 ((Vizzy shows the requested visualisation, and participants continue 
discussing the newly opened visualisation.)) 

Segment 1-VOI: Pair 3, Visualisation on display: “girls and boys, developed and developing 

countries”. 

In Segment 1-VOI presented above, P1 begins by describing the part of the graph which 

Vizzy’s prompt is related to, and then the two participants alternate between hypothesising 

about the reasons as to why this happened, and which historical events could be related to it. 

Before Vizzy triggered the prompt, the pair were involved in a discussion about how the 

pattern they are seeing compares to patterns in other visualisations they have previously 

explored. After a silence of more than three seconds, Vizzy then triggers its prompt. When it 

plays via the speaker, it appears to scaffold participants’ thinking around when and why there 

was a spike in the developed countries (see orange line in Figure 4.4). Vizzy does not 

contribute any further to the conversation. Instead, the participants engage in a discussion 

about possible reasons for the increase. The conversational interactions between both 

participants show how they speculate and reflect on different reasons following Vizzy’s 

prompt. After Vizzy’s prompt, P2 speculates on the possible reasons behind the spike, making 

two suggestions for possible answers (on line 16 and 19), which is then followed by P1 also 

making a suggestion, namely that new technologies were the main reason (line 21), which P2 

then agrees to (line 22 and 24). The segment finishes with participants taking a closer look at 

the increase and an attempt to quantify it in a percentage increase (lines 26-29). After that, on 

line 30, P2 provides a ‘conclusion’. This leads to a new train of thought; to check if this increase 

can also be found in the graphs for men and boys. At which point they then request Vizzy to 

take a look at the visualisation with the corresponding time series shown side by side. 

As mentioned previously, it can also be seen here that participants quickly got used to Vizzy 

not following up after asking a question, and thus usually just continued their conversation. 

Hence, the role the pairs see Vizzy playing is essentially ‘someone’ who follows their requests 

for showing new visualisations on the display and who will occasionally prompt them with a 

question to get them to reflect. 
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The participants sometimes ask speculative questions (e.g. see line 3), which could be directed 

to Vizzy or each other. As they have learnt to understand when Vizzy will intervene and what 

Vizzy will say, their question-asking is more of a way of thinking aloud to clarify what they 

are looking at in the data or to ascertain what the other participant meant when they said 

something. 

In this segment, it is worth noting that P2 may have continued their thought after having 

paused mid-sentence (“But here it's an...”). It is possible that the silence considered by 

Vizzy/the Wizard to be an opportune time to trigger a prompt, was in fact P2 (and P1) thinking 

about a possible argument/reasoning and not because they were ‘lost’ or stuck. Interestingly, 

though, from the analysis of the transcripts across both conditions, pairs often did not seem 

to mind when Vizzy’s prompts were not perfectly ‘aligned’ with their ongoing conversation, 

and they just ‘reoriented’ their conversation towards the prompt, as it was also the case in this 

segment. In other cases, the pairs occasionally just ignored an imperfectly triggered prompt 

or answered it briefly to then carry on with another topic or with what they discussed prior 

to the prompt. 

The second segment contains the same prompt but was asked in the screen condition (1-SCR). 

In this segment, participants also had an extensive discussion in response to Vizzy’s prompt. 

However, in contrast to the first segment (1-VOI), the discussion unfolds at a somewhat 

‘slower pace’; there are several pauses in the conversation (e.g. lines 13, 15, 35), the turns are 

longer, and there is less of the rapid and iterative generation of ideas and hypotheses seen in 

the first segment, where participants’ reflective process unfolded in shorter turns. 

01 
02 

P2 Maybe there is not that much of a difference in terms of lifestyle for 
children. 

03 P1 Yeah. 
04 P2 Than for adults. 
05 P1 Yeah. 
06 P2 (              ) I don't know, run around and playing. 
07 
08 
09 

P1 So basically, this can't show that there is no differences in (1.9) 
hormonal stuff... 
(3.2) 

10 VZ ((Vizzy displays prompt: What might have caused the sudden spike?)) 
11 
12 

P1 ((Reads prompt and mumbles part of what she is reading.)) 
Around 96… 

13 
14 
15 

 (7.9) 
°I don't know° 
(6.3) 

16 
17 
18 

P2 Mmmmh, (1.7) there might be a lot of (0.3) things. I mean, maybe there was 
some (0.8) ehmm (1.8) maybe around 2000 there were lots of companies like 
(      ) companies 
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19 
20 

P1 Yeah, that's, that's possible or maybe more ehm women, more MOMS started 
working and not cooking so much or something like that. Or, (1.6) uhmm. 

21 P2 Yeah (2.7), it's very hard to tell to be honest. 
22 P1 Yeah. 
23 P2 Uhmm. 
24 
25 

P1 So, there is a sudden spike. (1.3) Yeah, but I think this shows that it's 
mostly something abou::t (0.4) the lifestyle, right? 

26 
27 

P2 Yeah. And also, it's something that people realise is wrong, otherwise 
(0.6) it wouldn't slow down. 

28 
29 
30 
31 

P1 Yeah, and you need to take (0.8) care of it. (0.6) Yeah, that's what I 
mean that (0.4) how much more can it go from 60%? (0.8) At some point you 
will start (1.7) someho::w taking (     ) from the government or from I 
don't know. 

32 P2 Mmhm. 
33 P1 They will start taking (1.7) initiatives to slow it down. 
34 
35 

P2 Mhm. (1.4) OK, so. 
(3.2) 

36 
37 
38 
39 
40 
41 
43 
44 

P1 So, OK, let's recap. (0.8) Uhmm, (switches to another visualisation: Women 
and Men, Global) So, basically (0.4) there are more women (2.2) but this 
because it depends on (1.2) developed and (2.7) developing classification 
(switches to another visualisation: Women and Men, Developed and 
Developing Countries) this may be because of a lifestyle change or because 
of lifestyle differences. 
((Subsequently P1 continues to summarise further findings which they have 
made and they both discuss and conclude what the main patterns were.)) 

Segment 1-SCR: Pair 12, Visualisation on display: “girls and boys, developed and developing 

countries”. 

Segment 1-SCR shows how the participants begin with a discussion about how the differences 

in children between developed and developing countries are less pronounced than for adults, 

which the pair explains is most likely due to their different lifestyles, in the sense that children 

may have more similar levels of physical activity between developed and developing 

countries than adults have. After a silence (line 9), Vizzy displays the prompt, which both 

participants read while P1 mumbles it aloud to the other. This behaviour was found to be 

typical in the screen condition; either one or both of the participants often read Vizzy’s prompt 

aloud or mumbled while reading it from the screen. In doing so, they let the other person 

know that they are currently reading it while drawing their joint attention to it. 

It seems as if the pair struggles to know what to think or say at the beginning, which is also 

reflected by the long silence after Vizzy’s intervention (lines 13/15). However, then Vizzy’s 

prompt triggers a long discussion between the two, where there is some back and forth in the 

way they come up with different hypotheses as to why the trend they are looking at occurred. 

Sometimes the speculative hypotheses are formulated as questions for the other to consider, 

for example, P1 proposes: “Yeah, but I think this shows that it's mostly something about the lifestyle, 

right?” followed later by: “Yeah, that's what I mean that how much more can it go from 60%?”. 
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Both reveal the level of reflection involved in their sensemaking of what the visualisations 

show and what the reasons for certain trends and patterns could be. 

In this segment, both P1 and P2 make suggestions although P2 tends to agree with what P1 is 

suggesting following Vizzy’s prompt with one-word answers or questions. This difference in 

who contributes the most was generally more marked in the screen condition, corroborating 

the quantitative findings. This may be due to one person taking the baton in steering the 

discussion as a result of having implicitly decided to be the one who reads out Vizzy’s prompt, 

or it could also be as a result of more vocal partners taking the lead. However, as previously 

described in the quantitative analyses, this difference in how balanced the contributions was 

not found to be significant. 

Responses to the Prompt “Is the Increase of One More Significant Than the 

Other?” 

Next, we look at two examples of conversations where Vizzy triggered the prompt “Is the 

increase of one more significant than the other?” in the voice condition (segment 2-VOI) and the 

screen condition (segment 2-SCR) for the visualisation “women and girls, developed and 

developing countries” (see Figure 4.8). To literally answer this prompt, participants would 

just need to compare the increase in the different time series graphs. However, the question 

could be understood as implicitly asking participants to consider why this might be the case. 

Indeed, in both conditions, the participant pairs had extensive discussions following this 

prompt rather than simply answering “yes” or “no” before moving on to the next 

visualisation. 

Similar to the previous conversations, segment 2-VOI illustrates how P1 and P2 take turns to 

bounce their ideas off each other in an exploratory way (e.g. lines 1-10) and how they generate 

hypotheses and what types of questions they ask each other while doing so (e.g. lines 8-10, 

29). The conversation was again relatively ‘fast-paced’, consisting of shorter turns, and the 

pair often appeared to be thinking ‘on their feet’ and out loud (e.g. lines 3-6, 8-10, 15-18, 23-

26). 
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Figure 4.8: Visualisation “women and girls, developed and developing countries”. 

01 
02 

P2 I like the “developed girls”. (0.8) It is FLAT. (0.4) It stopped (0.3) 
rising. 

03 
04 

P1 Yeah, it's (0.4) <it's really weird> it's like, we:: went from what, 18% 
to 22% <then (    ) it>.((laughs)) 

05 P2 ((laughs)) (1.5) Ha. It hasn't changed at all. 
06 P1 °Yeah°, but in developing countries it's steady:::y something. 
07 P2 Hmm. 
08 
09 
10 
11 

P1 We don't really know how it will evolve. (1.2) Like will it keep rising 
slowly::y ((shows with hands)? Will it ((shows with hands)) jump u::p? 
Will it stabili::ze? 
(2.6) 

12 
13 

VZ Is the increase of one more significant than the other? 
(1.4) 

14 P2 No. 
15 P1 Ehm, yeah, but it... 
16 P2 Which one? 
17 P1 Adults are, the... 
18 P2 OK, ehm...Yeah. 
19 P1 The increase is more significant. 
20 P2 If you look between those two ((points at the graphs)), yeah... 
21 P1 Yeah, the children ARE SOMEWHAT protected, I guess. ((laughs)) 
22 P2 ((laughs)) 
23 
24 
25 
26 

P1 It's like it's influencing them less, <but>, (0.3) <in the meantime> I 
mean they are more ehhm (0.4) checked up by doctors, by everybody (    ) 
(0.4) which is their height their weight (       ). (0.5) Yeah, even in 
schools their food is checked and basically... 

27 P2 Mhm. 
28 P1 And adults they can do basically whatever they want, so... 
29 P2 Vizzy, can you show global? (0.7) °What happens if we put them together?° 
30 
31 
32 

 (3.5) 
((new visualisation appears)) 
(8.6) 

33 P1 Yeah, it doesn't add much I guess. 
34 
35 

P2 All four of them were almost steady right so if you add them you get 
something almost steady. ((laughs)) 

36 P1 ((laughs)) Yeah, it makes sense ((laughs)) 
37 
38 
39 

P2 ((laughs)) 
((They subsequently continue discussing the new visualisation on screen 
and comparing it with the previous one.)) 

 
Segment 2-VOI: Pair 8, Visualisation on display: “women and girls, developed and 

developing countries”. 
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In this segment, after Vizzy triggered the prompt, “Is the increase of one more significant than the 

other?” P2 answers immediately, “No.” However, P1 does not seem to agree with P2. Instead, 

P1 provides a reason why there is a more significant rise for adults compared with children: 

because they “can do whatever they want”, whereas children are monitored much more when 

growing up. P2 listens to his explanation, occasionally interjecting with disfluencies, 

suggesting she is considering P1’s explanation but still does not seem to fully agree. Then, 

after they made sense of and reflected together on the pattern for a certain amount of time, 

they move on to another visualisation (line 29). 

This segment shows how the participants generate their hypotheses by asking questions of 

the time series graph, connecting what they are seeing with possible reasons for the different 

trends while also reflecting on and hypothesising what might happen. For example, P1 asks 

three questions in succession when looking at a line graph: “Like will it keep rising slowly? Will 

it jump up? Will it stabilise?”. Furthermore, it can be seen how the pair seems to use humour 

when formulating certain tentative or more tentative or ‘daring’ hypotheses (e.g. line 21 where 

P1 says, “Yeah, the children ARE SOMEWHAT protected, I guess.” which then both laugh at). 

Taken together, the segment shows how Vizzy’s interjection led the pair to having a relatively 

fast-paced discussion, bouncing ideas off each other and asking each other questions while 

speculating on and reflecting on the differences. 

The fourth segment below (2-SCR) illustrates the patterns of conversation before and after 

Vizzy’s prompt, “Is the increase of one more significant than the other?” in the screen condition. 

In this segment, Vizzy triggered the prompt after a pause when the participants were deciding 

which visualisation to look at next (lines 6-10). This may have given the impression that Vizzy 

was not helping them choose but instead providing a prompt about the current visualisation 

they were looking at. The pair appeared not to mind Vizzy’s intervention as they changed 

tack to think about what the answer might be. 

As can be seen from the segment below, there is a long discussion between the participants 

which evolves somewhat more slowly over time, consisting of relatively long speaker turns. 

Following Vizzy’s prompt “Is the increase of one more significant than the other?” the pair work 

out an analysis (including calculations). Similar to the previous voice segment (1-VOI), 

participants discussed their answer quite extensively despite the prompt/question being a 
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“yes/no” one. The participants also appeared to engage in a process of thinking aloud (lines 

1-3, 22-25, 28-32) while speculating and reflecting on the possible reasons for the increase. 

In contrast to the previous segment (2-VOI), the pair spent considerable time looking at the 

visualisation without speaking, before discussing it in more detail (line 19). There were several 

other instances of long silences when they were reading and appearing to figure out what the 

change in the slope of lines in the graph meant. However, they spent more time examining 

the graphs; reading off and inferring the percentages that helped them work through why 

there might be a significant difference – which did not happen in the previous segment. 

01 
02 
03 

P1 But I think maybe it just looks like a straight line because the increase 
is too, [      (2.6)      it's too slow maybe we can't,      (2.2)       ] 
yeah, maybe we cannot really identify this from this figure. 

04 P2         [(0.6) Mmmh (1.3) The difference or the percentage is too narrow.] 
05 P2 Mhm. (4.2) OK. 
06 
07 

P1 OK. So, what to do next. 
((Both start to look at the cardboard cards.)) 

08 P2 Up to you. (3.1) One we haven't done. 
09 
10 

P1 Yeah. 
((Both continue to look at the cardboard cards.)) 

11 
12 

VZ ((Vizzy displays prompt: Is the increase of one more significant than the 
other?)) 

13  ((Both read the prompt and mumble part of what they read.)) 
14 
15 
16 

P2 (4.1) What does it mean “one than the other”? It means the developed and 
developing or women and girls? 
(1.6) 

17 P1 Mmh, (1.5) maybe (            ) the question. 
18 P2 Hmm, I’m a bit confused. 
19 P1 ((Both look at different parts of the visualisations for 21 seconds)) 
20 P2 More signi::fi::cant. 
21  ((Both look at the visualisations for another 14 seconds)) 
22 
23 
24 
25 

P1 Yeah, for me personally I would say the increase of the, of the women 
[are more significant], because... But, we don't, we just know the 
absolute increase is more significant, we don't know the corresponding 
difference. So... 

26 P2 [ Yeah, I think so. ] 
27 P2 Mmh. 
28 
29 
30 
31 
32 

P1 So, () I cannot really answer this question (0.8) ‘cause [ (0.9) ]... 
Maybe to a simple conclusion, from about 25% to about 35% so it's, it's 10 
over 25 is about 40% (1.5) and for the GIRLS (2.7) it seems a little bit 
less than 40% so I, yeah, so I think the increase of the women is more 
significant than the girls, yeah. So, do you see what I discovered? 

33 P2                                                          [  Mhm. ] 
34 P2 Mmh. 
35 
36 

P1 Yeah, (1.4) yeah, under the condition that my calculation is correct. 
((laughs)) 

37 
38 
39 

P1 
P2 

((Both mumble something and look at the cardboard cards and the 
touchscreen with the filter menu.)) 
(7.0) 

40 
41 

P1 ((Starts making a selection on the touchscreen interface.)) Would we get 
the same result for “male”? 

42  ((Vizzy shows requested visualisation.)) 
43 
44 

 ((Both look at the visualisation for about 8 seconds and then continue to 
discuss the differences.))  

Segment 2-SCR: Pair 17, Visualisation on display: “women and girls, developed and 

developing countries”. 
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The discussion in this segment was initially more focused on making sense of the prompt 

(lines 17-21), followed by reading the data from the visualisations (lines 22-35). Here, even 

though they examine and speculate on the patterns and ultimately provide an answer to 

Vizzy’s prompt they do not reflect more extensively as to why this might be the case. Instead, 

they elaborate on Vizzy’s prompt, focusing on the visualisation itself and the details in the 

change of the curves in the graphs. In doing so, they attempt to quantify the increase in 

percentage points. After exploring the data in this way, they conclude by conferring that there 

is a more significant increase in women’s obesity as compared to girls. 

Overall, the above four segments illustrate the varied types of conversations that followed 

after Vizzy’s prompts, guiding the participants to speculate and reflect on possible reasons for 

the trends in the data while orienting them towards paying attention to particular aspects of 

the data. The main behaviours and characteristics identified in the qualitative analysis are 

summarised in Table 4.2. Some of the findings from the qualitative analysis corroborate those 

found in the quantitative analysis. For example, the ‘pace’ of the discussion in regard to 

qualitative aspects (‘thinking out loud’ and quickly starting to explore possible answers/ideas) 

corroborates the quantitative aspects described in Section 4.5.1 (more turn-taking). The kinds 

of ensuing conversations for both the voice and screen condition had a similar pattern: After 

receiving a prompt from Vizzy, participants formulated speculative questions towards the 

data, reflected on possible reasons, and suggested different hypotheses (sometimes also in the 

form of questions). In terms of whether there were any marked differences between the screen 

and voice condition, we observed how participants in the voice condition tended to 

recommence the conversation relatively quickly after Vizzy provided the prompt and did so 

at a fast pace by bouncing ideas/hypotheses off each other, as if they were brainstorming. In 

contrast, in the screen condition, the participants often took their time to ‘start up’ the 

conversation again after having read the prompt on the screen. Stopping to read the prompt, 

therefore, had the effect of slowing down the conversation and got participants to think more 

about the prompt and how to respond to it best; when their conversation resumed, there 

appeared to be less of the rapid and exploratory idea generation found in the voice condition 

as part of their reflection process, and instead, it was characterised more by careful 

examination of the trends and patterns. This finding corroborates the differences in turn-

taking found in the quantitative analysis in Section 4.5.1. 
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Table 4.2: Summarised findings from the qualitative analyses of the discussions following NLUI 

prompts showing key similarities and differences between both conditions. 

Voice Condition  Screen Condition 

Extended discussions speculating on 

and exploring various hypotheses and 

possible explanations 

= Extended discussions speculating on and 

exploring various hypotheses and possible 

explanations 

After a prompt the discussion 

recommences quickly 

≠ After a prompt the discussion slows 

down/pauses  

After a prompt quickly starting to 

speculate and explore possible or 

tentative ideas/answers (by ‘thinking 

out loud’) 

≠ After a prompt discussing more about what 

the prompt means and how to answer it 

before discussing possible answers 

 

4.5.4 Participants’ Reflections on Vizzy 

In the semi-structured interviews following the study, participants reflected upon the role 

Vizzy played in the task. However, as the experiment was designed to be between subjects, 

each pair only experienced one setting, so their reflections only refer to the experience they 

had. Thus, the interviews provided insights into how participants perceived and experienced 

Vizzy, its prompts, and the role it plays – on a general level, independent of the 

condition/modality. Overall, the interviews showed that most of the participants found Vizzy 

and its prompts useful. The section is split into two subsections reflecting two general aspects 

of how Vizzy’s role was understood by participants – how Vizzy’s prompts (i) scaffolded their 

thinking and (ii) fostered ‘slow’ and reflective thinking in both conditions. 

Scaffolding Participants’ Thinking 

About half of the pairs mentioned that it felt like Vizzy is part of the discussion, like a facilitator 

or even a collaborator, that helps them when they needed some input. For example, 

participant 1 in pair 4 in the voice condition (hereafter, these identifiers will be abbreviated, 

in this case, VOI-4-1) mentioned: “It’s like talking to a colleague, like Vizzy, could you please 

check…” Furthermore, it also seemed as if most participants understood and appreciated 
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Vizzy’s behaviour of prompting them to consider when there was a silence, without 

subsequently following up on it, for example, participant 2 in pair 5 in the screen condition 

(SCR-5-2): “The questions were interesting, they were all pointing to something that we have missed, 

for example, the steadiness, I wouldn’t have analysed the steadiness myself.” Similarly, VOI-9-2 said: 

“The suggestions were useful when we were having a break; it would help us see what else was there. 

It was waiting for us.” The majority of the participants pointed out that the assistant helped 

them to not get lost or stuck on a particular data visualisation. It also allowed them to find 

additional differences or trends in the data when they thought that they had already 

discovered everything or couldn’t find any other patterns, for example, VOI-8-1: “I think one 

thing that helped was that when we were kind of stuck and we were not saying anything, it would just 

generate a suggestion. I found that useful.” 

About one third of the pairs mentioned that they would rather not have Vizzy interject when 

performing a specific, well-defined task/analysis or when they knew what to look for. VOI-8-

1 also thought Vizzy could help to generate hypotheses (i.e. exploratory analysis) instead of 

testing existing hypotheses (i.e. confirmatory analysis): “If you have a lot of variables and you are 

not really sure what you are looking for or if you are training someone it might be a good thing to use. 

If I know what I am looking for, I probably won’t use it. (…) I would use it to GENERATE hypotheses 

instead of TESTING my hypotheses.” And similarly, SCR-1-1: “It depends on if the data that I am 

working on is something that I am familiar with. If it is something that I have been working on for the 

past five years probably not [use such a system] – if I am using new data, sure.” These comments 

also suggest that participants consider the system to be more suitable for working with new, 

unfamiliar topics (or datasets in this case) rather than with familiar ones – for which it might 

not be necessary to engage in reflection and speculation to the same extent.  

A couple of the pairs also reflected on how Vizzy helped them remember the data by making 

them talk about it. For instance, SCR-9-1 said: “I am really impressed by what we all remember 

from that, so maybe it is also a good thing for remembering data by talking about it and having some 

kind of facilitator.” And similarly, VOI-5-2: “Because it is so interactive, I think it stays in my 

memory as well.” 

However, a few of the participants did not like the way Vizzy prompted them. SCR-3-1 

commented that they were not always helpful: “Sometimes it asked something that we already 
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discussed or that we were in the middle of discussing.” (Even if the experimenter tried to provide 

prompts about aspects that participants have not previously discussed, it was not always 

possible to find prompts without any overlap.) This points to one of the key challenges of 

proactive prompts already introduced earlier, namely that they cannot always be delivered in 

a way that users will find them meaningful and useful. Furthermore, SCR-9-2 commented that 

“It was more like an examiner as we need to find an answer to the question it asks. While the guidance 

is quite minimal.” SCR-7-2 also reflected: “It is like they [Vizzy] are joining the conversation and 

immediately leaving it”. One participant, SCR-7-1, mentioned it would be better to “have it help 

only when we want help” rather than it being proactive. However, this was rather an exception 

– most of the other groups said Vizzy’s interjections were helpful, guiding them to know what 

to look for in the data, probing and scaffolding their thinking, and helping them to reflect. 

More than half of the pairs in the voice condition mentioned positive aspects related to the 

shareability of a voice interface and its suitability for collaborative situations, which was not 

the case in the screen condition. This corroborates the tendency towards more balanced 

interactions in the voice condition that was found in the quantitative analysis (Section 4.5.2). 

For example, VOI-7-2 mentioned: “One big advantage is that we are both in control, whereas in a 

typical laptop or tablet scenario, it would either be my computer or his computer, and he says let’s look 

at ‘women and girls’ and then I would have to change it. It is a nice interaction when we are both in 

control. We are exploring more actively.” 

Fostering Slow and Reflective Thinking 

About a third of the pairs mentioned that they had the impression Vizzy made them do the 

data analysis task more slowly than if they were just doing it by themselves or with common 

analytics tools. However, most of them acknowledged that this ‘slowing down’ of their 

thought process can also have benefits, for example, in situations where they are exploring a 

new dataset/topic or getting a new perspective on one they may already be familiar with, such 

as SCR-9-1: “I think it is good [to use this system] if you have time and you are trying to figure out 

things.” Similarly, SCR-2-2: “I mean, it was more time-consuming than traditional tools, but that also 

has benefits if you are not in a rush.” Related to this, SCR-5-1 also described how they understood 

the concept of the NLUI that does not follow up: “Instead of an assistant, I would say it’s like a 

tutor, so he or she has the answer already, and he or she is trying to guide me.” This illustrates the 
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different purposes an NLUI can have, one that helps to get things done (i.e. metaphor of an 

assistant) versus one that guides the users in doing the thinking themselves (i.e. metaphor of 

a tutor), with the latter being what we aimed for in the present scenario/study. Both could be 

considered different types of NLUIs taking on more (i.e. assistant) or less (i.e. tutor) of the 

task. 

Two pairs mentioned that this kind of slower interaction (i.e. the ‘tutor role’) would be most 

suitable for users who are getting familiar with a dataset (or data analysis more generally). 

Once they have become familiarised, they may then prefer for the system to become ‘faster’ 

(i.e. ‘assistant role’), by making suggestions about what visualisations to look at first and in 

what sequence or by having additional commands/controls for switching between 

visualisations more quickly – in other words taking on more of the task and enabling faster 

exploration. For example, VOI-6-1 mentioned: “If you are looking at the same data for an extended 

period of time, you mostly want it to be very fast to get data out. This isn’t exactly fast. I guess this is 

more suitable if you are introducing a new topic or you are trying to get a new perspective on the same 

data.” 

This comment summarises well the main purpose of Vizzy, which is to support users in 

exploring and reflecting on a (new) dataset/topic from different angles to gain new insights. 

Most participants understood that the purpose of Vizzy is less to enable users to quickly and 

efficiently conduct specific (confirmatory) analyses. They understood that it is mainly 

designed for users who are not (yet) experts in the given dataset and/or data analytics – or it 

can allow those who are experts to approach familiar datasets from a different angle (in the 

words of VOI-6-1: “to get a new perspective”). 

Furthermore, the participants’ comments above illustrate the trade-off between providing an 

essentially proactive NLUI that probes (i.e. ‘tutor role’) versus one that allows to easily and 

quickly perform certain analyses and that takes on more of the work (i.e. ‘assistant role’). The 

former can help users to think more for themselves to see connections or trends and use their 

common-sense knowledge, whereas wanting something easier or ‘faster’ is based on a desire 

for an NLUI that can ‘do some of the thinking’ on their behalf, generating certain graphs and 

corresponding hypotheses they could then concur with and accept. Here, the aim was to 

determine how NLUIs could act more as facilitators or tutors, probing the users so that they 
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get a better understanding and are engaged in the sensemaking activity; in other contexts, it 

may be more desirable if the NLUI takes more the role of an assistant, doing more of the 

computation, making suggestions and drawing conclusions, rather than prompting the user 

to do the reasoning, learning, or decision-making themselves. Which kind of NLUI to 

model/design for will depend on the role desired of an NLUI in a given setting. Depending 

on the setting, it may be more important to support users in reflecting, sensemaking, and 

acquiring new knowledge (and in enabling them to transfer that knowledge) or to help them 

become more effective at solving a specific problem. In other settings, the goal may be to ‘just’ 

make users complete a specific task as quickly as possible. 

4.6 Discussion 

Our study has shown how voice versus screen-based human-NLUI interaction can affect 

users’ conversation and collaborative reflection as well as users’ interactions with the system 

incorporating an NLUI. Supporting our first hypothesis, we found participant pairs in the 

voice condition made significantly more requests to Vizzy and explored more of the available 

data visualisations. Supporting our second hypothesis, we found participant pairs took more 

turns and asked each other more questions when interacting with the system in the voice 

condition compared with the screen condition. When analysing the conversations to 

determine how this might be related to the way participants reflected on and made sense of 

the data visualisations, we observed the interactions in the voice condition to be at a ‘faster 

pace’ with more bouncing off ideas between the participants. 

As proposed in the introduction of this chapter, one reason for these differences is that voice 

prompts were more seamless and better aligned with the human-human interactions and the 

conversations that took place, in the sense that participants could ‘embed’ their voice requests 

into the ongoing conversation while keeping their eyes on the screen depicting the 

visualisations (or on each other). The finding that participants took more turns and asked 

more questions in the voice condition can be further explained by voice-based interaction 

being more immediate and direct compared to screen-based interaction. This may have 

stimulated more discussion and encouraged more turn-taking as participants explored and 

reflected on different ideas and hypotheses. Furthermore, in the voice condition, Vizzy ‘takes 
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turns’ itself by intervening in participants’ conversations, which was not the case in the screen 

condition – where the participants instead had to stop their conversation to start reading from 

the screen. Vizzy actively intervening in the conversation by speaking aloud may have 

motivated participants to proactively take turns and generate ideas or questions like Vizzy 

did (as can also be seen in segment 1-VOI). This may have also been further reinforced because 

by using voice, Vizzy not only had a more direct impact on the social interaction but even 

became a temporary ‘participant’ in it, which might have led to increased ‘social behaviour’ 

in participants (also see Section 2.1.2) compared to screen-based interactions. One such social 

behaviour related to social response theory [337] could be imitation and mirroring, which 

resonates with Ceha et al.’s [76] study (where participants mirrored the NLUI’s question-

asking), leading to participants adopting the interface’s behaviour more in the voice condition 

due to being more of a social and conversational ‘actor’ or agent in that sense compared to an 

NLUI that just displays a question rather than taking an active turn in the ongoing 

conversation. However, in the follow-up interviews, some of the participants also mentioned 

challenges of the system and the modality of voice, namely that it was sometimes awkward if 

the system just chimed in, in particular, if it did so in unexpected ways. This could be, for 

example, when Vizzy provided a prompt which overlapped with what they had previously 

discussed. 

The findings resonate with those found by Gonzalez and Gordon [158] on the effects of 

different modalities in interactive narratives, where the voice modality resulted in 

participants behaving in a different way compared to text-based interaction. Also, it concurs 

with findings from previous studies, where participants had more interactions with each other 

after the system spoke aloud following certain actions they made when using a tangible 

interface (e.g. [132]). Furthermore, voice requires immediate joint attention when it occurs, 

whereas reading text from a screen together requires paying attention in a different way. For 

the latter, there may be a slight delay as one waits for the other to finish reading and knowing 

when it is appropriate to start the conversation again. 

The qualitative analyses also indicated that there were nuanced differences between the 

conditions in how engaged and interactive the discussions were and the way in which ideas 

and hypotheses were generated. In particular, participants in the screen condition often 
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needed a bit more time to start the discussion. In this condition, it seemed as if the participants 

were reflecting more about what the prompts mean and how they should answer before 

discussing possible answers, while in the voice condition, they often immediately started 

discussing possible answers as if they were ‘thinking out loud’. It appeared as if they were 

willing to be more exploratory in their discussion and less focused on providing a ‘correct’ 

answer to Vizzy’s prompt. 

There could be a number of reasons for the differences mentioned above. Firstly, if a prompt 

is asked via voice, people may feel more compelled to answer it, as it feels more similar to 

interacting with another human being. Thus, the users may adhere more to the rules of 

human-human conversations where it would be awkward or inappropriate to wait more than 

a few seconds before responding, which would also be in line with social response theory 

[337]. Text messages, on the other hand, even if represented as chat bubbles, may lead to 

VoiceViz being perceived less like a ‘social’ entity or actor, and people may feel less compelled 

to answer them immediately. This suggests that the NLUI’s modality impacts on how users 

conceptualise, think of, respond to, and ‘treat’ the NLUI. Thus, the difference between 

conditions in how participants responded to an NLUI prompt, is most likely not just due to 

how the human mind processes one or the other modality, but also due to how people 

conceptualise the NLUI depending on the modality. Here again, some of the social behaviours 

in response to having more qualities of a ‘social actor’ may have come into play. In other 

words, when an NLUI feels more like a ‘participant’ in social interaction (i.e. because it 

speaks), people may not want to ‘let it wait’ for too long when it asks them something. This 

may partly explain the more immediate responses to NLUI prompts observed in the voice 

condition, where participants tended to just start thinking out loud and reflecting on possible 

answers. Secondly, since in the voice condition, Vizzy actively intervened in the conversation, 

participants may have also been more proactive and just saying what they think. Text 

messages, on the other hand, are less of an active intervention in the ongoing conversation, 

which possibly resulted in participants being less proactive themselves. Thirdly, another 

reason may be that when participants were in the middle of a conversation and they were 

prompted through voice, it may have been more natural for them to integrate Vizzy’s prompt 

into the flow of their conversation. In other words, as there is no change in modality (from 
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reading text to speaking and vice versa, as it is the case in the screen condition), they could 

just continue with their discussion. 

However, if the NLUI is perceived to be ‘butting in’ too often it could become annoying (in 

particular, in the voice condition). Given that Vizzy was designed to have a minimal level of 

interaction (i.e. one prompt approximately every two minutes), the pairs were usually 

forgiving on the occasion when being interrupted in their ongoing conversation. Moreover, 

Vizzy was also designed to only occasionally prompt the participant pairs at opportune times 

rather than ‘joining in’ their ongoing conversation. The pairs quickly understood this 

underlying ‘interaction model’, and it seemed from the interviews they were happy with it in 

general – not wanting or expecting Vizzy to be an equal partner in the conversation but just a 

facilitator. This limited form of ‘proactive agency’ in the form of a facilitator, therefore, may 

in the long run, be more effective than trying to design the NLUI to be a human-like 

conversationalist, at least for group settings where it may be undesirable to have a system that 

intervenes too often in an ongoing conversation between humans – and by that potentially 

limiting their autonomy and agency in undesirable ways. 

Taken together, the quantitative and qualitative findings suggest that voice interfaces can 

enable a faster ‘pace’ in collaborative reflection and sensemaking in terms of its structure 

(turn-taking) but also in terms of its content (responding more immediately and ‘bouncing 

off’ ideas). Furthermore, the findings revealed that there is a tendency towards more balanced 

human-human and human-NLUI interactions in the voice conditions. In addition, the voice 

modality seems to lead to more exploratory behaviour and curiosity in terms of how many 

questions are being asked but also in how Vizzy’s prompts are responded to (coming up with 

different ideas/hypotheses and ‘thinking out loud’). Finally, the voice modality also showed 

a higher engagement in terms of interactions with the system (number of visualisations 

requested and explored). However, both modalities enabled different types of sensemaking and 

reflective thinking – while in the voice condition, it tended to be more exploratory and 

speculative, it seemed to be ‘slower’ and more ‘deliberate’ or ‘calculated’ in the screen 

condition. Which type of reflective thinking is more desirable might depend on the task. 
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4.6.1 Limitations 

The study investigated how an NLUI could support users in an exploratory task via prompts, 

which it provided proactively at opportune times. It is worth noting that (i) these prompts 

were prepared prior to the study by the research team, and (ii) that they were triggered by a 

human experimenter/the ‘wizard’ (approximately every two minutes) based on simple rules, 

which were (a) the topic of the prompt was not previously discussed by participants and (b) 

there was a silence of at least three seconds. Hence, there is the aspect of (i) the quality of the 

prompt itself, (ii) the appropriateness of the prompt’s content given the context (i.e. the 

ongoing discussion between participants) and (iii) the appropriateness of its specific timing. 

If the creation and delivery of the prompts were implemented/automated by a system, they 

may not reach the same accuracy and quality as in the present study – both in terms of their 

content12 as well as their context-specificity and timing13. However, it is worth noting that in 

the present exploratory, open-ended task, the effect of potentially inaccurate timing may be 

smaller compared to others (e.g. well-defined ones and when people know what they need to 

do), and our findings showed that the majority of participants did not mind occasional 

imperfect timing. Furthermore, the NLUI prompts were designed to be rather infrequent so 

that the NLUI would not intervene too often. Therefore, even if a system should deliver the 

prompts with a somewhat worse timing, it might not have significant negative effects on users 

if it is in a similar scenario and task. Nevertheless, it is important to acknowledge that the 

range of tasks people perform in everyday life where they might be interested in and receptive 

to such proactive behaviours may be somewhat limited, since they may often not be in such 

an exploratory and open ‘state of mind’ as participants in the present study were. 

The study compared two conditions: voice-based NLUI input and output versus screen-based 

NLUI input and output (along with the screen-based presentation of visualisations in both 

                                                      
12 However, several prompts in this study were, in fact, not particularly complex and usually focused 

on a distinct pattern in the data (e.g. “Is the increase of one more significant than the other?”). Therefore, it 

is likely that a system that uses a suitable AI model would be able to scan for such patterns in the (time 

series) data and ‘come up’ with prompts comparable to those in this study. 
13 Although it is important to mention that this is also changing rapidly with ongoing technological 

developments/progress. Of particular relevance here are more recent AI models that offer real-time 

speech interaction, which could enable a system like VoiceViz to monitor the ongoing conversation and 

find appropriate moments to deliver a prompt. 
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conditions). It is possible that some of the effects observed were more strongly related to the 

output than to the input in the specific modality and vice versa. With the present study design, 

it is not possible to adequately disambiguate the effects of input and output in the respective 

modalities, given the inclusion of only two modality combinations (for the NLUI interactions). 

In the present study, the focus was intentionally on voice-based versus screen-based NLUIs – 

reflecting the two combinations we considered most natural and appropriate for a variety 

settings and applications. 

There are also limitations with the chosen metrics. As such, the number of visualisations 

participants requested and explored need to be understood only as proxies of participants’ 

engagement in the data exploration task. It is thus important to interpret these metrics in 

conjunction with the other quantitative and qualitative analyses to get a better understanding 

of participants’ engagement and reflection process. However, since in the present scenario 

participants were asked to discuss the visualisations they chose to look at together, there was 

always some engagement and sensemaking for each requested visualisation, and both metrics 

can thus be considered adequate proxies for task engagement in the given scenario/task. 

In summary, the findings from our study suggest the use of a proactive voice interface could 

be preferable compared with a screen-based one for (multi-user) settings where a high level of 

interaction with the tool/system is desired, along with a fast-paced conversation, more 

speculation and questioning, as well as ‘think aloud’ and rapid/more immediate responses 

and idea generation. However, this does not mean that voice is ‘better’ in general; in some 

cases, it may be desirable to ‘slow down’ or stop the current discussion by the use of screen-

based prompts to trigger different types of reflective thinking or to get participants discuss 

the prompt, build a shared understanding before answering, and enable a more ‘deliberate’ 

or ‘measured’ reflection. 

4.7 Conclusion 

The first study reported here has shown how interacting with an interface that incorporates 

an NLUI either through a voice or a graphical/screen-based interface with chatbot-type 

messages was able to scaffold and prompt users when completing an open-ended 
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sensemaking task, in this case, exploring a dataset using a data visualisation tool. The NLUI’s 

role of being a facilitator that occasionally provides a prompt for things to consider and 

patterns to look at in the data was accepted and acted upon by participants. A conclusion that 

can be drawn from the findings is that NLUIs can be designed to become ‘part of’ and facilitate 

human-human conversation and collaboration in the future, without taking away control 

from the users and limiting their agency and autonomy. Participants using the voice interface 

were found to be more engaged in the exploratory data analysis task compared with the 

screen condition, and interactions tended to be more balanced. Having an NLUI that speaks 

directly to them led to them asking more questions and taking more turns, resulting in many 

of their discussions resuming and progressing more rapidly than when reading the same 

prompt in a chat window on a screen. However, presenting prompts on a screen also has 

potential benefits; users can decide when to read the prompts leading to fewer interruptions 

of their ongoing conversations. Furthermore, having to pause the conversation to read a 

prompt can have the effect of slowing down users’ conversation and thinking, which in some 

contexts may result in users spending more time thinking about what the prompt means and 

how to answer it. In sum, interacting with an NLUI-enabled interface in either modality can 

have advantages: Voice-based interactions may encourage more fast-flowing talk, while 

screen-based interactions may slow down people’s conversation and collaborative reflection 

more. Which is preferable depends on what the activity or task is about. 

Given the promise of an NLUI to support reflection (‘in action’ [373]) in such an exploratory 

sensemaking task, the prototype and study described in the next chapter focused on how an 

NLUI (using a text/screen-based interaction) can be designed to support reflection when 

people not only make sense of data – as was the focus in this study – but also when making 

complex decisions based on data.  
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5. ProberBot: Fostering Reflective Thinking in a Decision-

Making Task 

The aim of the study reported in this chapter was to explore how cognitive prompting by a 

text/screen-based NLUI can support reflective thinking when making complex decisions. It builds 

upon the findings of the previous chapter, where it was found that an NLUI (‘Vizzy’) enabled 

people to explore new perspectives and to reflect on the possible reasons behind certain patterns 

in a dataset, by providing prompts that were targeted at supporting them in their sensemaking. 

Here, the focus is on helping people reflect when making complex decisions. On the one hand, the 

goal of the reflection here is to support the decision-making process itself (e.g. helping people 

evaluate the respective decision-making criteria), which could also be called critical thinking (see 

Section 2.2.1). On the other hand, the goal is to support metacognitive processes (e.g. becoming more 

aware of how one has considered different criteria in their decision-making and how this might 

align with one’s intentions). The reason for taking this direction was to explore how reflective 

thinking can be supported through NLUIs in more complex cognitive tasks that involve different 

kinds of reflection. Thus, similar to the first study, the focus here was mainly on reflection-in-action, 

in the sense that participants receive reflection prompts during their decision-making process. 

The task chosen for the second study was investing in the stock market, in which reflecting on and 

trying to make sense of one’s decisions and decision-making process can be beneficial – for 

example, to avoid rash decisions. However, it is well known that it can be difficult when investing 

in the stock market to ‘keep calm’ and act in a way that is not driven by emotion but in line with 

one’s strategy and one’s long-term goals. Thus, the question addressed here is how to design an 

NLUI to support reflective thinking in a complex decision-making task. Or, more generally, how 

can NLUIs be embedded into software tools used for complex decision-making and designed to 

scaffold and probe human cognition? The chapter describes the research that was conducted to 

explore possible uses of such ‘probing NLUIs’. A study was conducted in which investors 

interacted with a prototype called ‘ProberBot’14. The goal was to determine how effective it was at 

supporting their thinking and reflection when carrying out investing tasks using a simulated stock 

trading platform. 

                                                      
14 The prototype was developed by Warren Park who was an intern at UCLIC at that time under my 

supervision. He also contributed to the data preparation/clean-up and the qualitative analysis. 
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5.1 Introduction 

The focus of this study was on how to design an NLUI that can support people when making 

sense of a range of different types of data and act out a series of decisions at the interface. How 

can the NLUI encourage a person to reflect on what they are doing when this might be deemed 

advantageous? To address this question, an NLUI was designed that was intended to probe 

and scaffold human decision-making in the moment it occurs. The chosen task of making 

stock investment decisions is complex and entails uncertainty. The idea here was to develop 

an NLUI embedded in the software platform that could slow investor’s decision-making 

down at key moments so that they could reflect more on why they were choosing to sell or 

buy a stock at a given moment – thereby encouraging reflection-in-action [373] (also see 

Section 2.2.1). Hence, when an investor is about to make a decision at the interface, the NLUI 

would ask them specific questions that are meant to trigger reflective thinking and help them 

externalise their thought process. The NLUI in this decision-making context thus intends to 

probe the user’s thinking, which is why it was called ‘ProberBot’. 

Part of the rationale behind this approach of using an NLUI in this way is it could help people 

externalise and explain their thoughts akin to how they might explain their thinking to 

another person. It has been shown that making decisions with others can lead to better 

decisions when effective decision-making approaches are applied [254]. The idea here is that 

‘externalising’ one’s thoughts (such as a rationale for a decision) and thereby constructing 

a written representation of them can foster reflection and lead to new insights. The goal is 

that by explaining to the NLUI their ideas, reasoning, or understanding of something people 

might improve, clarify, and further develop their own thoughts.  

For stock investing, joint decision-making has been found to help reduce overconfidence 

[321], which is one of the key challenges in investment decision-making, as it can lead to not 

adequately balancing and considering the breadth of criteria and aspects that should ‘play 

into’ one’s decision (e.g. considering specific valuation metrics beyond a stock’s momentum, 

popularity, etc.). The question posed here is, can this kind of shared decision-making process 

be ‘transferred to’ or at least approximated by an NLUI? While ProberBot cannot – and does 

not attempt to – replicate the same social interactions involved in human collaborative 

sensemaking and decision-making, it aims to emulate certain aspects of it, in particular, the 
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process of explaining the reasoning behind an idea or a decision to some ‘entity’, which a 

person can take turns with through conversational interactions. 

The design of ProberBot’s dialogues was informed by some of the cognitive and emotional 

biases that can occur during investment decision-making (e.g. [27, 466]), which have been 

found to lead to poor decision-making in investing, negatively affecting the investing 

performance/returns [33]. Some of the most well-known ones that people are susceptible to 

are (i) the hindsight bias, (ii) the availability bias, and (iii) the disposition effect (the latter can also 

represent a bias even if it does not carry the word ‘bias’ in its name). The hindsight bias, also 

known as the ‘knew-it-all-along’ effect [140, 350], refers to overestimating the ability of oneself 

to have predicted an outcome after it has already happened. As a result, the hindsight bias 

can lead (together with other factors) to people being overconfident, since they believe that 

they have accurately predicted past events. Availability or recency bias refers to overestimating 

the importance of recent events (e.g. news) and underestimating other information [14, 98]. 

The disposition effect refers to a common tendency of investors of holding ‘losing stocks’ too 

long (‘losing’ in the sense that the stocks have been losing value since when they were 

originally purchased, meaning that the current price is lower than the initial purchase price) 

while selling ‘winning stocks’ too soon (‘winning’ in the sense that the current price has risen 

from the initial purchase price) [438]. The idea of ProberBot was to prompt the investors at 

key times with relevant questions that could trigger reflective thinking so that they might then 

become aware of any potential biases in their decision-making and, as a result, try to avoid 

them. 

Therefore, the main question addressed in the study reported here was whether having an 

NLUI probe the investors at certain times helps them better think through certain decisions 

which could otherwise be impulsive, driven by emotion, and potentially irrational? If so, how? 

The NLUI that was designed was embedded into a simulated stock trading platform 

developed to resemble existing platforms. It simulated real-world conditions that stock 

investors face when having to make a series of decisions based on what is happening in the 

market, for example, if stocks start falling unexpectedly. To evaluate the efficacy of ProberBot 

in fostering reflective thinking when using the simulated stock trading platform, we asked 

experienced stock investors to conduct several scenario-based investment decision-making 
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tasks. Following this, we conducted in-depth interviews with them, asking them about their 

perceptions of and thoughts on using the trading interface plus ProberBot and, in particular, 

how it impacted their thinking while using it, as well as afterwards. Next, the relevant 

literature underpinning the idea of an NLUI that aims to scaffold reflective thinking in 

investment decision-making is presented.  

5.2 Background and Related Work 

Explaining one’s thoughts can help oneself build a better understanding of something [426] – 

e.g. a topic to be learned, an issue to be understood, or a problem to be solved. The next section 

further ‘unpacks’ this idea in terms of its theoretical and empirical grounding, which is 

followed by a section that gives a brief overview of how existing NLUIs aim to support 

investment decision-making. Following that, Section 5.2.2 will give an overview of investing 

NLUIs that have been built and studied in past research. 

5.2.1 The Roles of Explanation in Sensemaking and Decision-Making 

The fast, ‘intuitive system’ in Kahneman’s Dual-Process Theory [205] introduced in Chapter 2 

has many advantages because it generally relies on heuristics, which can make decisions more 

efficient. However, it can sometimes also lead to rash decisions (e.g. “I will quickly buy this 

product/stock, as it looks cheap right now!”), in which certain important criteria may not have 

been considered (e.g. “How would buying this product/stock actually align with my goals or 

strategy?”). It is proposed that the process of explaining a decision can engage the ‘reasoning 

system’ more, which can, in turn, be conducive to better decision-making. It could also trigger 

metacognitive processes leading to supporting metacognitive awareness, which can help 

people make better decisions [142]. 

The Self-Explanation Effect suggests that the process of explaining concepts to others prompts 

deeper information processing, identification of knowledge gaps, and clarification of complex 

ideas [78]. Self-explanation has been deployed in online learning environments where it was 

found to be successful at improving learners’ abilities to apply decision rules [196] or led 

students to solve a code debugging task with better performance when prompted to use self-

explanation [241]. Self-explanation can thus encourage reflection on one's knowledge and 
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cognitive processes (which also involves metacognitive processes – see for example [276]), 

thereby having the potential to improve comprehension of the subject matter – for example, a 

specific stock and one’s rationale to invest in it.  

Based on this theoretical framing of explanations, it is proposed here that an NLUI that asks 

questions can trigger reflective processes when someone needs to make a decision. However, 

it is also important to note that explaining a decision itself is, of course, not a guarantee for 

improving it and, in some cases, can even lead to the opposite. This can happen when existing 

biases in a decision might, in fact, be reinforced by explaining or rationalising them (post hoc), 

for example, due to people’s tendency to focus on information that supports their beliefs (see 

for example [135, 136, 239]). Next, an overview of existing NLUIs that support investment 

decision-making is provided – highlighting the ways in which most of them are different to 

the idea of a ‘probing’ NLUI. 

5.2.2 NLUIs for Decision-Making in Financial Contexts 

One popular ‘use case’ in investing contexts has been to use conversational investment 

advisors, which are often also referred to as ‘robo-advisors’ (e.g. [69, 103, 183, 293, 444]). Such 

advisors usually aim to (i) capture a person’s interests and preferences (e.g. for specific 

industries), their values (for example, concerning environmental, social, and corporate 

governance aspects), investment time horizon, and risk aversion, to then (ii) provide 

suggestions for suitable financial products, investment strategies, as well as portfolio 

allocations. Given this focus on designing NLUIs to provide advice, research has thus also 

investigated how such advice could be delivered to increase people’s inclination to follow it. 

A study by Milana, Costanza, and Fischer [287] found that the NLUI’s variability in the 

responses (there were different ways in which the NLUI’s messages were phrased while their 

meaning was the same) and reply suggestion buttons (providing the user with different 

options to choose from rather than having to type the message themselves) significantly 

increased the inclination to follow the investment-related advice of the NLUI. 

Similar to some of the NLUIs outlined earlier in Section 2.1.4, which aimed to help people 

more easily analyse complex data by requesting certain analyses or graphs, a number of tools 

have been developed to support stock investing that provide specific data and information 
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related to a stock through conversational interactions. For example, Lauren and Watta’s [246] 

NLUI provides users with real-time stock price retrieval, the latest financial news, historical 

graphs of stock prices, stock sentiment based on tweets, and forecasting of stock prices. The 

latter was also the aim of Halder et al.’s NLUI [174]. In a similar vein, Sharma et al. [383] built 

an NLUI giving users the ability to query information on companies to get an overview of a 

stock, including accessing the latest news and trading recommendations, which participants 

in a small user study found helpful, although they also noted that sometimes they were not 

sure why the NLUI recommended them something. 

To conclude, this research suggests that some of these existing investing NLUIs show promise 

in providing users with relevant information and recommendations for their decision-

making. However, most of these tools have not (yet) been designed to ‘scaffold’ investors’ 

decision-making process. Beyond relevant data and recommendations, they are thus not 

providing investors with any other/further cognitive support, even though research in other 

domains/contexts has shown that they are able to do so – such as NLUIs that were found to 

successfully facilitate reflective thinking in sensemaking and learning tasks (as introduced in 

Chapter 2). Hence, the approach taken here was to design an NLUI that probes and scaffolds 

the investor’s decision-making at specific moments to help them stay on course with their 

strategy and avoid emotional (re)actions. The motivation for doing this is to enable more 

strategic thinking and to improve decision-making. The idea is to have the NLUI embedded 

into the interface used for the task (i.e. the stock investing platform interface) akin to other 

NLUIs and AI co-pilots embedded into software tools (e.g. Microsoft Office or Analytics tools) 

as described in Section 2.1.4. 

5.3 Method and Research Questions 

The method adopted in this study was inspired by the technology probe approach developed 

by Hilary Hutchinson [192] over two decades ago, which has since become a mainstream 

prototyping technique in HCI. Essentially, a partially functioning prototype is built with the 

aim of collecting data about its use in/through a real-world scenario or context. Here, we use 

the method to discover more about how probing conversational agent interventions will be 

perceived and experienced by users, in particular, how they think these kinds of probes will 
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affect their decision-making and reflections surrounding this. Using the technology probe 

prototype, we ask the following related research questions: 

The Tool: How should a probing NLUI be designed to be embedded into a software tool that 

will encourage reflective thinking during decision-making? 

The Domain: How do expert investors – familiar with online investing platforms – think about 

having a probing NLUI added/integrated into a trading platform, which asks them reflective 

questions regarding their investment decisions? Does it support their thinking or distract 

them when considering what to do with each investment? 

5.4 ProberBot Design 

The rationale behind the concept of ProberBot is that it can proactively intervene when a user 

is about to make an important and potentially risky decision while interacting with a software 

tool (in this case, a stock trading platform). The design process began by creating ProberBot 

dialogues, with the aim to address the three cognitive biases mentioned earlier; we then 

evaluated these dialogues with experts to see how they could be improved and to decide 

which of them to use in the subsequent study. The steps of the design process are described 

in more detail in the following sections. 

5.4.1 Dialogue Design for the ProberBot 

The three biases mentioned earlier that have previously been found to affect investment 

decision-making were considered as a basis for designing the initial ProberBot dialogues. The 

idea was to design the ProberBot’s conversational prompts so that they could be triggered in 

situations where there may be a bias in the investor’s decision-making, helping them realise 

that their decisions could be biased (such as keeping a losing stock in their portfolio without 

a clear reason to do so).  

There have been various strategies proposed to help investors reduce the effect of biases 

‘creeping into’ their thinking. These include following a clearly defined analytical process that 

can be tested and retested and adjusted throughout time [28, 311, 466] while keeping track of 

personal decisions, mistakes, and successes by keeping an ‘investing journal/diary’ and other 
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accountability mechanisms (see also [181]). However, all of these are time-consuming and 

difficult to maintain. They may help with record keeping and reflecting, but they are not as 

suitable for and effective at supporting in-the-moment decision-making. One of the 

motivations of the proposed NLUI that is embedded into the trading platform interface is that 

it can potentially reduce the risk of certain biases ‘head-on’ by encouraging the user to engage 

in meta-level thinking when it matters most, notably during the ongoing decision-making 

process. Of interest here is whether it can help make parts of the decision-making clearer by 

answering the NLUI’s questions. The idea is that this process of externalisation should make 

vague thoughts more explicit and bring to light inconsistencies in argumentations and 

decisions [78, 112]. 

Designing the Initial Dialogues 

The dialogues were designed to ‘indirectly’ address the three biases introduced earlier (see 

Section 5.1), rather than trying to avert them specifically. The reason for this approach was 

that although general patterns in people’s behaviour can indicate the presence of a bias (such 

as systematically holding losing stocks longer than winning stocks), it can be difficult to 

determine if a bias is indeed present in a specific/isolated decision, as the decision-making 

tendencies that the chosen biases can lead to are often only visible over a series of observations. 

Thus, in contrast to some of the decision-making tasks in studies that have investigated 

cognitive biases, it is not possible for the chosen investment-related biases to see directly from 

a single, isolated decision that a bias is present. The intention is, therefore, to encourage the 

investor to think more about their decision in the moment and help them become aware 

themselves when they might succumb to one of the biases. The dialogues were designed to be 

related to the three biases: 

Dialogue 1. Part A: Asking the user to formulate an investment thesis/motivation when making a 

major buy decision. Part B: Reminding the user of their initial/previous investment thesis and asking 

them to what extent it still holds if they intend to sell the same stock soon after initial purchase (i.e. 

Part A). 

This dialogue asks the user to indicate the extent to which they think their previously defined 

investment thesis for a stock still holds when they intend to sell it soon after having purchased 
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it. It also asks for the factors which made them change their mind from the initial investment 

thesis. 

Dialogue 2. Asking the user for the reasons for still holding a stock which has been ‘falling’ for an 

extended period of time. 

The dialogue starts off by asking the user how likely they think a recovery of the stock price 

is (i.e. to the price level at which they initially purchased it) and then asks them to provide the 

main reasons for their estimation/evaluation. It then gets the user to estimate the potential 

risks and gains in a structured way by coming up with a best- and worst-case scenario and 

rating the probabilities. 

Through this, it is intended to help the user reflect on and become aware of the potential 

opportunity cost (i.e. the cost of not selling that loosing stock/replacing it with another). In the 

end, it presents back a summary of the user’s evaluation. 

Dialogue 3. Asking the user how relevant they consider a recent news item to be for the future 

performance of a stock. 

On the one hand, company-related news can be selective and exaggerated, and on the other, 

they are usually quickly ‘picked up’ by the market and reflected in the stock price [129, 130]. 

Furthermore, they are often not relevant for long-term strategies and investing horizons, so 

not taking any direct actions in response to them is often the best approach [32, 231]. Therefore, 

to reduce the risk of potentially impulsive decisions based on an attention-grabbing news 

item, this dialogue asks users to reflect on its relevance, given their strategy and investment 

thesis for the specific stock. 

Dialogue 1 (part A and B) is based on/informed by the hindsight bias; Dialogue 2 is based on 

the disposition effect, and Dialogue 3 is based on the recency/availability effect. As can be seen 

in Figure 5.1, the questions ProberBot asks do not give any specific directives (again, because 

identifying a flaw or bias in an isolated decision is difficult) but are intended to get the user 

to think about certain aspects, such as how likely they consider certain scenarios (an excerpt 

of Dialogue 1 can be found in Figure 5.2). 
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The dialogues were designed to promote short conversational turns to provide a scaffold for 

getting the user to make specific estimations and evaluations (such as how likely they consider 

a certain future event). This was also inspired by other NLUIs that provide certain choices for 

people to choose from when reflecting, such as the mental-health app Woebot [329], where 

simple options/inputs which people need to select from to express what they think or feel are 

often sufficient to trigger reflection (see also Section 2.2.2). 

5.4.2 Expert Feedback 

To evaluate the efficacy of ProberBot in increasing awareness of the three biases when trading 

using the simulated stock trading platform we built, two experts were contacted, both having 

extensive professional stock investing experience. The dialogue ‘prototypes’ for the three 

biases were presented to the two experts (using a digital whiteboard) for their feedback, 

showing the ‘dialogue tree’ of ProberBot with the different probing questions. A key comment 

they both made was that the ProberBot was too ‘pushy’. It was argued instead that the 

ProberBot should just scaffold investors’ thinking rather than be set up to ask ‘leading’ 

questions or to make suggestions (mainly due to the challenge of determining if a bias is in 

fact present, as they also pointed out). For example, they critiqued a part of the disposition 

Figure 5.1: Excerpts of Dialogue 2 and Dialogue 3, which probe a user’s thinking with 

context-dependent prompts/questions. 
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effect dialogue, which initially was phrased as “That’s interesting. Maybe you want to 

reconsider why you keep holding this stock?” and they suggested changing it to “That’s 

interesting. So, you are currently holding a stock which you don’t believe will recover.” This 

shift in expression makes the ProberBot seem less pushy, appearing as a more neutral 

statement, leaving it up to the user what they conclude from it and how they want to act upon 

it. Based on their feedback, similar changes were made to the phrasing of the other dialogues 

to make them more neutral as well so that they would only provide ‘cognitive scaffolds’ 

instead of hinting at or suggesting what the user should do. 

One aspect that was particularly appreciated by both experts was that the data captured in 

ProberBot’s dialogues could provide a useful history of decisions that users could refer back 

to, akin to keeping an investing diary [86] (just in conversational form), allowing them to see 

and revisit what they decided previously and why – similar to scaffolds in educational 

settings, which also intend to help the student come to a conclusion or an insight by 

themselves. 

Another comment they made was that it can be very useful to have ‘someone’ (i.e. this NLUI 

‘entity’) to talk to when thinking about their decisions, since it would get them to express their 

thoughts (e.g. their thesis/rationale that motivates an intended investment). Based on the 

experts’ feedback, the dialogues were revised so that they would enable people to externalise 

their thought process and, in so doing, enable them to reflect on and identify potential risks 

and biases by themselves rather than having the NLUI too explicitly referring to or hinting at 

certain biases – or at least less so than some of the initial dialogues did. 

5.4.3 Design of the Technology Probe 

Trading Platform. Figure 5.2 shows how the ProberBot dialogue was embedded in the 

simulated stock trading platform. On the left at the top is a list of all the stocks, underneath is 

an overview of a person's overall portfolio (including the performance throughout time) and 

on the right is a graph that shows the stock price over time. The information on the right 

would update when a stock is selected from the list. The ProberBot appears in a pop-up 

window in the middle at key moments when the user is about to make a trade. 
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Both the simulated stock trading platform and the ProberBot were designed to look authentic 

by providing a realistic level of functionality and interactivity. Various types of data that are 

common in trading interfaces were provided, including stock price time series graphs, 

price/earnings ratio, price/book ratio, price/sales ratio, analyst ratings, consensus/average 

target price, market cap, revenue, company information/profile, and company news items. 

The simulated stock trading platform was designed to provide five years of synthetic stock 

data, with a ‘Next Quarter’ button that could be clicked on. Clicking the button would update 

the stock prices and market situation/context. Due to our focus on longer-term investing 

strategies, (financial) quarters were chosen as a common and meaningful time interval in 

which a stock investor with a long-term strategy may consider and assess new investments, 

as well as their existing investments and portfolio performance. Furthermore, long-term 

investors would only rarely buy and sell the same stock in time intervals significantly shorter 

than three months. 

The interface shows the stock price data and relevant metrics for three companies, which were 

intended for our study scenarios. We also designed the combined trading tool and ProberBot 

so that rules could be set for each dialogue for when it should appear (e.g. when there would 

be volatility or certain trends in the stock price, duration of holding the stock, etc.). 

Figure 5.2: Simulated trading platform interface and ProberBot chat window. 
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ProberBot Interface. The NLUI was designed to support three kinds of responses: (i) text inputs 

(Figure 5.3), (ii) discrete scale inputs, such as 1-10 or 0-100% (Figure 5.4), and (iii) multiple-

choice inputs (Figure 5.5) depending on the question asked. The choice of the response/input 

type depended on the question being asked, and usually, there was a mix of them in each 

dialogue. This enabled variability for the participants when considering how to react and 

reflect upon them. The NLUI dialogues were designed to have several branches using a 

determination logic based on predefined, context-dependent criteria. This allowed the NLUI 

to output context-aware responses based on previous user inputs, which were mostly follow-

up questions or summaries of previous inputs. For the present study the dialogues were ‘hard-

coded’ to appear at specific moments (as part of our scenarios) at which the user would intend 

to trade a specific stock. This was to assure increased control and comparability of the 

collected data. After interacting with the ProberBot, the user has the option to move on to 

confirm or cancel their intended trade. 

5.5 Study Design 

To evaluate the effectiveness of embedding various ProberBot dialogues in the trading 

software tool, we designed an interactive scenario-based study. Asking participants to interact 

with the tool themselves would enable them to experience it first-hand and get a sense of how 

such an embedded NLUI ‘works’. The aim of this study was to explore (a) whether 

experienced investors would think it could help mitigate certain biases based on specific, 

realistic situations and decisions, (b) understand the reflective processes it could potentially 

trigger (including metacognitive ones) and (c) how disruptive or intrusive the different 

ProberBot dialogues may be perceived. Another objective was to obtain insights into people’s 

understanding and conceptualisation of ProberBot and elicit their ideas on other cognitive 

tasks they would like a (future) probing NLUI to help them with (and which not) based on 

their experience of interacting with it.  
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To provide participants with a realistic experience of a possible use of ProberBot, we designed 

a series of scenarios for which they had to work out what to do under the guidance of the 

researcher. The scenarios were: (i) making an investment in a stock which would, in a second 

step, have to be revisited/re-evaluated after performing badly over several quarters, (ii) 

evaluating their portfolio after a certain amount of time and deciding which stocks to continue 

to hold, and (iii) deciding if an investment in a stock which is currently being hyped is 

adequate by considering the different news items and other information and metrics 

regarding that stock. For all these scenarios, participants interacted with the NLUI and the 

respective dialogues it provided. The researcher provided participants with certain hints and 

suggestions for their actions at specific points, since (a) we could not expect them to go 

through all the data and make a decision in the available time frame; (b) we wanted each 

participant to experience the same ProberBot dialogues to be able to better compare their 

reactions and thoughts. A key difference to VoiceViz thus was that ProberBot delivered the 

prompts at specific points, for example, when specific actions are performed in the simulated 

stock trading platform which were previously defined. The tool developed for the study had 

the capability to deliver the prompts based on different events in the trading simulation (e.g. 

changes in a stock price or one’s portfolio value) or based on the user’s activity/interactions 

within the tool (however, in this study the prompts were constrained to the moment when a 

participant was clicking on the trade button before confirming a stock trade). Ethics approval 

was obtained from UCL prior to the study (UCLIC/1819/008/RogersProgrammeEthics). 

 
 

Figure 5.3: Text input example 

(from Dialogue 1 – part 1). 

 
 

Figure 5.4: Scale input example 

(from Dialogue 1 – part 2). 

 
 

Figure 5.5: Multiple choice/yes-no 

example (from Dialogue 3). 
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5.5.1 Participants 

Six participants who had different levels of experience in investing in the stock market were 

recruited for the study. Four participants had professional trading experience in different 

contexts (e.g. working for stock markets or investment banks), and two participants had long-

term private/retail investment experience. We intentionally only recruited experienced stock 

investors, since understanding the simulated stock trading platform (including the different 

types of data it provided) and the ProberBot dialogues (and why they appeared) required 

sufficient investing experience.  

5.5.2 Procedure 

Participants were informed of the purpose of the study and asked to fill out a consent form 

agreeing to being audio and video recorded during the study for subsequent analysis. After a 

walkthrough of the simulated stock trading platform and a familiarisation phase, the 

researcher provided the first scenario. The interaction with the trading interface was guided 

by the researcher but was operated by the participant on their computer/browser while they 

were sharing their browser window through the video conferencing software with the 

researcher. 

The scenarios provided in the study involve significant changes in companies’ financial 

results (e.g. their earnings), forecasts, and their stock price after several financial quarters to 

imply situations of increased uncertainty in which the ProberBot could be triggered. The 

ProberBot appeared in each scenario when the participant was about to make a trade (clicking 

the trade button), which resulted in the bot appearing 3-5 times across the three scenarios. 

After each interaction with the ProberBot, we asked the participants to guess why it was 

triggered, as well as whether they thought the questions/interactions were appropriate for the 

given situation. After their interactions with the ProberBot for each scenario were completed, 

the participants were interviewed about what they thought of having a probing NLUI 

embedded into a trading interface, their views on the dialogues it provided, and the extent of 

its intrusiveness and potential disruptiveness. Overall, the think-aloud interactions with the 

prototype together with the interview took M = 45 minutes (min. 35, max. 58). 
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5.5.3 Data Analysis 

The recordings were transcribed verbatim. They covered statements made by participants 

while interacting with the tool and ProberBot and while thinking aloud, as well as the in-

depth interviews following the investing task. I then reviewed the transcriptions using an 

iterative and open form of thematic analysis. I went through all the interviews and inductively 

coded them. A second researcher went over all the interviews and suggested changes to the 

codebook and the coding. Subsequently, all disagreements were discussed and resolved 

between the researchers. The identified themes were organised into (i) perceptions about the 

value of a ProberBot, (ii) challenges of having a ProberBot, (iii) expected use of a ProberBot 

and individual needs. 

5.6 Findings 

Taken together, all six participants had a similar understanding of what the ProberBot was 

trying to achieve; they thought that its probing interactions could help them reflect during 

their own decision-making by preventing certain impulsive actions or inconsistencies in their 

decisions. However, some of the participants also had concerns about whether they would 

find certain dialogues useful when they are making investment decisions. These and other 

findings are presented in more detail in the following sections. 

5.6.1 Perceptions About the Value of a Probing NLUI 

When the participants were asked what they thought the purpose of the ProberBot was, all of 

them mentioned its potential value of trying to support their decision-making and encourage 

them to reflect on their intended trades when there is a risk of (re)acting inadequately (e.g. 

not acting in line with their previous investing decisions and strategy). Participants could see 

for most questions “where the ProberBot is coming from” or why it asks these questions. For 

example, Participant 6 (P6) mentioned: 

“It made you re-evaluate your thought rather than having a knee-jerk reaction or emotional response 

(…) so it gives you a little bit time to think (…) it gives you time to reflect upon why you're making 

these decisions really.” (P6) 
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Participants also pointed out that having to articulate and justify their decision-making 

process enabled them to reflect more on what they were doing. For example, P1 commented, 

“I think it's good to make you actually justify (...) why you are making the decision.” and similarly, 

P5 said: 

“Sometimes I don't articulate to myself why I'm doing this. I suppose I have an idea of what my 

decision-making process is, but [the ProberBot] made me stop and think about it (…), it makes you 

articulate what's going on.” (P5) 

Besides these aspects of articulating and ‘explaining’ one’s thought process, participants also 

mentioned that they could see how it could help investors keep track of their own past 

decisions to enable them to revisit or – if needed – revise their investment theses and/or 

strategy (which was a point particularly related to Dialogue 1): 

“It's nice to be reminded of your earlier decision-making process, because sometimes you forget you've 

actually done quite a lot of due diligence and thought about something very carefully (…) it might make 

you think, well actually, that still holds now.” (P1) 

When asked about what they think could be the triggers for ProberBot to appear, their 

explanations were very similar. For example: 

“You could interpret the situation for these companies as being, they were particularly, uhm, not risky 

decisions necessarily, but where I needed to stop and think about it. It wasn't just a day-to-day kind of 

trade.” (P5) 

5.6.2 Challenges of Having a Probing NLUI 

Although all participants understood the value of having the ProberBot intervene while they 

were trading, and were generally in favour of it, they also made comments about certain 

challenges. For example, two participants were concerned it could interrupt them and be 

intrusive: 

“It's a little bit intrusive, but it's something I think you could get used to if you could make it almost 

part of the [personal investment decision-making] process.” (P1) 
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Another participant found the ProberBot to be ‘quite curt’. Two participants mentioned that 

some dialogues may not be that helpful for them, considering their experience and their 

investing approach. A more general problem was pointed out by P2 regarding Dialogue 1, 

which was about capturing the initial investment thesis and then re-evaluating it. They 

mentioned that people would usually find a way to explain their previous actions afterwards 

(‘post hoc’) and then proceed with their decision even if it contradicts their initial investment 

thesis or their general strategy: 

“You know my challenge with a bot like this is it's forcing me to provide post hoc explanations, right. 

I’ve already decided what I’m going to do, now it's asking me to justify it.” (P2) 

Dialogue 3, which asked the user about the relevance of a news item for a specific 

stock/company, was perceived to be less useful by three participants as they said they would 

generally not trade based on the news (but rather based on the fundamental data of the business 

and its valuation metrics). One participant had even stronger feelings about it, but for a 

different reason, for them Dialogue 3 was going beyond just scaffolding their decision-

making, leading them into a certain way of thinking: 

“Is the bot prompting me in a particular way to influence that train of thought somehow? (…) This 

feels more like it's no longer being a neutral bot, but it's actually leading me down a particular 

[direction]. So, previously [i.e. in previous dialogues], it was a reflection, but this one really felt like it's 

pushing me in this direction of making particular assumptions or decisions.” (P5) 

Participants also made several comments about the additional time that the interaction with 

the ProberBot added to the decision-making process. However, this comment was usually 

made when they were considering other stock traders with short-term strategies (for example, 

so-called ‘day trading’), acknowledging that this would not apply to long-term investing 

strategies. One participant describes a dilemma of sometimes “not wanting but at the same 

time needing” the ProberBot when being in a rush and thus being at risk of acting against 

one’s long-term strategy or goals: 

“So now you need to click through it, and some time passes, and if there's something which is really 

time sensitive so, for example, if I want to trade it now and I don't want to waste time telling the bot, 
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why I wanted to buy or sell now, then I think I should have the ability to skip it. So maybe this is when 

the market is moving really quickly, but at the same time, maybe someone else might say, this is exactly 

when you need it, so you don't overreact.” (P4) 

In other words, what P4 points out here is that some ProberBot interactions can feel disruptive 

and slow the user down to reflect, but that this may be exactly what is appropriate in certain 

situations where an investor may get emotional, impatient, or rushed. 

5.6.3 Expected Use and Individual Needs of a Probing NLUI 

Participants had several ideas for further situations when they would use probing NLUI like 

ProberBot and how it could prompt them with certain reflective questions, including what 

could trigger the questions to appear (e.g. certain user traits, states, or behaviours). For 

example: 

“I would ask the bot to ask me whether I'm really sure I want to buy or sell. After 8:00 o'clock at night, 

I might have had too much to drink (…) I think that when the market dropped with COVID, it would 

have been very useful to have a bot saying. ‘Are you sure [you want to sell]? Oh, go away and think 

about that.’” (P6) 

Although this was a somewhat humorous suggestion, the underlying idea of the ProberBot 

probing their thinking and asking them about their emotional state and current context was 

also made by two other participants. 

Participants also mentioned that a probing NLUI could help them better keep track of and 

make sense of their own performance and decision-making processes, including how a 

decision was made, for example: 

“Was the reason [for a previous ‘inappropriate’ decision] I did not do my due diligence properly, or did 

I do something different this time, or was it 2:00 am in the morning? If you could reflect that back that 

would be very useful.” (P1) 

Somewhat related to these aspects of the context or the way in which a decision is being made, 

four participants mentioned that a probing NLUI should have certain options to control it. For 

example, P3 said: 
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“Sometimes you go against your own nature [knowingly] (...) and a bot kindly reminding me, then, 

maybe I don't care what the bot says. Like, I know what he's going to say because I've used him15 for 

months now, and I know his nature, so it's almost like, you know, sometimes you just don't want to 

hear it. I'm going to trade this regardless (…). You could have like three levels of intrusiveness right 

like ‘standard’, ‘super helpful’, or ‘on the sidelines’.” 

Finally, it was noted that investing decisions often depend on a variety of factors in addition 

to those currently reflected and considered in the ProberBot dialogues, such as desired 

portfolio proportions/allocations (e.g. due to a specific strategy) that should be achieved or 

maintained. For example, P1 and P3 said: 

“Sometimes, that means I have to sell something else [first, before buying], so I have to justify not only 

the buying process, but actually is the thing I'm buying going to do better than me just hanging on to 

what I've got already.” (P1) 

“Was this – even if it's just trading one stock – a response to a market condition or is it in response to 

analysis of the portfolio, overall, or is it based on this instrument in, you know, in a silo.” (P3) 

The fact that (investment) decisions are often interdependent, as pointed out in this quote, is 

a key consideration for the design of probing/scaffolding NLUIs for decision support. As such, 

the dialogue design needs to take into account that decisions can build upon each other (i.e. 

depend on past decisions and affect future decisions), or they can be sub-decisions of a higher-

level decision (e.g. the decision to sell a specific stock due to the higher-level decision to 

rebalance the portfolio in a specific way, as P3 alluded to in the above quote). Translating 

these interdependencies into equally (or at least comparably) interdependent dialogues, 

which are then triggered at appropriate points in the decision-making process, is a key design 

challenge of building such probing NLUIs – among various other challenges and 

considerations, which we will discuss in the next section. 

                                                      
15 Interestingly, P3 and P5 referred to the ProberBot with “he/him” pronouns, although we introduced 

it without a specific gender. The other participants referred to it in a gender-neutral way. 
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5.7 Discussion 

The findings from the user study with experts suggest that having a probing NLUI embedded 

into a trading platform can help a stock investor’s decision-making by scaffolding their 

reflective thinking in the moment they make decisions (i.e. reflection-in-action). In line with the 

self-explanation effect [78] it seemed that externalising their decision rationales by further 

explaining and motivating them in response to the NLUI’s questions helped participants 

better think through their decisions. Furthermore, our qualitative analysis suggests that the 

NLUI helped raise awareness of the potential biases the investors may not have been aware 

of at key moments. 

In contrast to VoiceViz, the delivery of prompts was here not provided based on certain time 

intervals or decided in the moment when there seemed to be an opportunity for the NLUI to 

intervene but rather at specific points based on certain rules – in this study constrained to 

when participants were about to make a trade16. Given that participants interacted with a 

functional trading simulation, the moment of commencing a trade was one of the key user 

actions where encouraging reflection seemed most promising. 

Encouraging this ‘taking a step back’ to reflect at this point may be most preferable for trading 

tasks that are not overly time-sensitive or following short-term strategies (as for example in 

‘day trading’), where rapid decision-making is critical. For long-term investing strategies, 

ProberBot was appreciated for its ability to question their motivations, helping them to 

critically reflect on and explain their decisions – which they may not do when acting ‘in the 

moment’. The participants did not raise specific concerns about the time the interaction with 

the ProberBot may add to their decision-making process, but rather that this added thinking 

time is often even desirable for investors with long-term strategies. It seemed that the process 

of externalising their decision rationales enabled participants to question and reflect on their 

own decision-making process and to get an understanding and awareness of what some of 

the intricacies and potential pitfalls of a decision are as well as of their own decision-making 

process (i.e. metacognitive awareness). Thus, this ‘NLUI-moderated self-explanation’ seems 

                                                      
16  This generally resulted in participants receiving a prompt approximately every 4-6 minutes 

(depending on how quickly they progressed with the task). 
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to be a promising approach to get people to reflect on and improve their decision-making and 

their strategies. 

However, the study also revealed challenges of using a probing NLUI in this manner. For 

example, some participants thought that an NLUI like ProberBot could be intrusive or that its 

dialogues may sometimes seem not relevant or effective (corroborating some of the challenges 

of proactivity discussed in Section 2.1.5 and Section 2.1.6). This implies that one of the 

difficulties of integrating a probing NLUI into existing software tools, in the way we 

envisioned, is the risk of disrupting ongoing decision-making. The question was also raised 

as to how a probing NLUI could be designed, given it would not always have the relevant 

information for why the user is making a certain decision (e.g. someone selling stocks of a 

company due to having to pay back a student loan and not because they do not believe in that 

company anymore). This resonates with previous research, which highlighted the importance 

and relevance of proactive interventions for people to accept them [72, 122, 279, 280, 285, 286], 

which requires the NLUI to have sufficient ‘awareness’ of what they are doing and what their 

goals are. There were a few instances where participants were not sure of the benefits of 

specific ProberBot dialogues. For example, three participants mentioned Dialogue 3 appeared 

not relevant to how they usually make their investment decisions. As the findings also suggest 

that it may not be straightforward to develop dialogue scripts that users find helpful for all 

biases and that only certain biases are suitable to be addressed by a probing NLUI. 

Furthermore, people may require some time to get used to this type of probing dialogue to 

overcome the perception it is getting in their way.  

Hence, it is not straightforward as to how to design a probing NLUI’s dialogues so that they 

are ‘delivered’ at opportune times. They need to be sensitive to different user needs and when 

best to intervene (see Section 2.1.6). The user could be involved in helping here, by suggesting 

where and when they would like their NLUI to intervene. This could include ‘telling’ the 

probing NLUI, in the set-up phase, their personal level of experience, investing goals, and 

investing strategy and then, when in use, having specific settings for how much the NLUI 

should intervene (e.g. ‘standard’, ‘super helpful’, or ‘on the sidelines’ as suggested by one 

participant). 
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Having such controls could not only make the probing NLUI more tailored to the users’ needs 

but also make them feel comfortable to receive its prompts/probing dialogues from an early 

stage of usage, as they would be able to anticipate to some extent when and how certain 

dialogues would be triggered. This could potentially also result in a higher willingness to 

interact and engage with the probing NLUI and consider its probing questions in their 

decision-making.  

The findings from the study also suggest there may be several ‘tensions’ involved in using 

probing NLUIs in the context of decision-making, which need to be considered. These include: 

Tension 1. The first tension is related to the dilemma of ‘not wanting but at the same time 

needing’ the ProberBot. This was alluded to by P4, where a person might be acting 

emotionally, responding to a recent market event, without having reflected sufficiently on 

their decision-making. Due to being driven by their emotions, they may not be receptive to 

the probing NLUI’s cognitive scaffolding. One possible way to address this tension is to 

remind them of their strategy and goals before providing the prompts to them. 

Tension 2. As was mentioned in the interviews, there is also the risk – even if the probing 

NLUI’s questions are designed to be as neutral and non-leading as possible – that people will 

speculate why a certain question might be asked and wonder what aspect in their decision-

making the probing NLUI might have ‘picked up on’ and consider as inadequate or flawed. 

This may get people to not just see the question as a reflection prompt but as a suggestion for 

them to (not) do something so that they might try to read ‘between its lines’ – as was the case 

for Dialogue 3, for example. This underlines that there is a fine line between an NLUI that just 

helps people externalise their thinking and reasoning effectively, versus an NLUI that is 

perceived as trying to influence their decisions and nudge them in a certain direction – in 

other words, when dialogues are not carefully designed, they may quickly be perceived as 

some form of (‘hidden’) advice, which is not what a probing NLUI that intends to support 

reflective thinking is trying to achieve. The phrasing of probing NLUI’s dialogues thus needs 

to be carefully crafted. 

Tension 3. Somewhat related to the second tension, even if the idea of a question might be to 

support reflective thinking and perhaps even debias a decision, a challenge is that a change 
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in a decision might not always lead to a better outcome (e.g. of a specific stock’s performance 

over time) – even if it might seem objectively better (e.g. better grounded on a range of 

different criteria). This could lead to frustration, in particular, if people changed their decision 

because they thought there to be an implicit suggestion in the NLUI’s probing question as 

mentioned in the previous tension. One way to mitigate this challenge is to make clear to 

people that the purpose of the probing NLUI is only to help them reflect and not there to 

provide any suggestions. 

Tension 4. There is the ‘tension’ that a question may not always lead to a more systematic or 

thorough consideration of different criteria but could even lead to a reinforcement of an 

intention already created in a person’s mind – due to people’s tendency to look for 

information that confirms their existing beliefs (confirmation bias). This is also related to the 

challenge P2 referred to, that a question might just get them to rationalise their decision post 

hoc. This could be partially mitigated by designing the NLUI’s questions so that they generally 

try to get people to expand their explanation of and reasons for an investment thesis. 

Tension 5. Some participants mentioned that giving the user control over when and how the 

probing NLUI intervenes in their decision-making could improve the experience and help 

them better integrate the NLUI and its prompts into their decision-making. However, 

participants at the same time also pointed out that it may be difficult to know how best to 

configure when the probing NLUI should or should not intervene – which is also related to 

the first tension, that sometimes when someone may not want to engage with the probing 

NLUI, they may in fact need it most. A possible solution is that the user could skip more 

extensive dialogues, but they would have to ‘explain’ to the probing NLUI why they would 

like to turn it off for certain transactions or for a certain period of time before being able to 

turn it off (e.g. for the example mentioned above where the reason for selling a stock might be 

that they just need some cash to pay back a student loan). However, no matter how this is 

addressed, there remains a certain ‘tension’, since allowing the user too much control could 

undermine the main purpose and the effectiveness of them as neutral ‘probes’ that are 

intended to get users to reflect on their decisions in the moment and to reduce the risk of being 

impulsive and regretting it later. 
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Addressing and trying to meaningfully balance these ‘tensions’ could increase the likelihood 

that cognitive tools like probing NLUIs can successfully enable people to engage in 

meaningful reflection processes as part of their decision-making while also making sure that 

the NLUI’s probing questions are not too intrusive, burdensome, and distracting for them. 

However, there might be situations where such probing NLUIs are not the right approach 

because some of the tensions may just be too challenging to be meaningfully addressed and 

balanced. Yet, for certain tasks and contexts probing, NLUIs could be a promising approach 

for extending NLUIs to help human decision-making ‘within’ the respective interface used 

for decision-making. They might help people externalise their thought process and reasoning 

through a scaffolding conversational interaction, helping them make sense of, structure, 

clarify, and refine their decision-making. 

5.8 Conclusion 

The findings of this study have revealed the potential benefits of designing an NLUI 

embedded into a software tool used for decision-making that can support reflection. The 

reflective thinking ‘targeted’ the decision-making process itself (e.g. evaluating which 

information a person considers to be relevant for their rationale) as well as the metacognitive 

processes (e.g. becoming more aware of how they make decisions). The study also showed 

how it can be possible to augment human cognition by considering a probing NLUI that 

enables people to reflect on their thought process by expressing it in their own words and by 

using a range of interface elements. Hence the approach that is being advocated here is how 

designing an NLUI to be more of a probing NLUI can enable the user to reflect on their 

decision-making in the moment – especially in situations when there is a risk of impulsive 

and potentially biased decisions. However, the comments made by the participants suggest 

that such probing NLUIs should prompt users sparingly, so as not to annoy or distract them 

too much. The findings build upon the previous chapter, where the NLUI ‘VoiceViz’ was 

found to enable people to make sense of the trends and patterns in a dataset – here, the NLUI 

also enabled people to make decisions based on data (i.e. stock data) as also shown in Table 

5.1 below. 
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Table 5.1: Outcomes of reflection targeted by the NLUIs in the first two studies. 

 What the Reflection Targets 

VoiceViz: • Understanding the patterns in the data 

and their potential causes 

ProberBot: • Understanding the relevance of 

different data for a decision 

• Understanding one’s own decision-

making behaviours 

 

The findings show how a probing NLUI can help people reflect on and make sense of the 

relevance of different types of (stock-related) data as well as their own decision-making 

behaviour. The question this led to was how could this be taken further – more specifically, 

how could NLUIs also support people in having other forms of self-insight when reflecting 

on their behaviour? The study described in the next chapter addresses this question by 

exploring how an NLUI can be designed to support people in reflecting on their past 

experiences and behaviours through creative expression to improve upon them in the future. 

Thus, instead of focusing on reflecting on the ways in which one makes decisions, the focus 

in the next chapter is on the ways in which someone can gain new understandings of and 

insights into challenging situations and experiences in their life through creative self-

expression.  
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6. SelVReflect: Fostering Reflective Thinking in a 

Creative/Expressive Task 

The study reported in this chapter explores how cognitive prompting by an NLUI can support 

self-reflection as part of/through an expressive task. In the previous study, reflective thinking was 

encouraged by the system to enable the participants to obtain new perspectives on their own 

decision-making. The study presented here focuses on (a) self-reflection and (b) externalisation of 

one’s thoughts and emotions through visual expression. The question asked here is if it is possible 

for people to (a) engage in deeper forms of reflective thinking enabled by an NLUI, and (b) how 

can the externalisation of thoughts supported by the NLUI be performed through a different 

medium/modality than through verbalisation – such as a virtual ‘canvas’ for free expression.  

The goal was to ask participants to visually express a past personal challenge in a VR-based 3D 

‘canvas’ to understand how they dealt with it and ultimately overcame it. The task chosen for the 

study was inspired by art therapy, which can enable people to have new insights on themselves 

or give experiences a new meaning by expressing them. The idea was to enable people to discover 

ways how to deal with similar challenges in the future. The reason for choosing VR as a medium 

in/through which to do this is that it offers an immersive space for exploration and creation, 

providing opportunities for self-expression and reflection. SelVReflect was based on a VR tool that 

has been used in previous research for expressive activities, which was then combined with an 

NLUI built as part of this study. As in previous chapters, the aim was to provide scaffolding 

questions at opportune times as a form of guidance and encouragement to users while they engage 

in a task, which in this case was creative/expressive. 

The specific research question addressed here was whether embedding a set of voice-based 

prompts into an expressive VR tool would be able to help people structure their thinking. The 

reason for selecting voice rather than text prompting is that they would augment the visual 

experience of expression and exploration within the VR space without directly interfering with it 

(i.e. instead of prompts being displayed in the virtual environment in VR), which was also 

confirmed by a user-centred design process conducted as part of this project that focused on the 

NLUI’s characteristics. The question this raises is whether being immersed in a VR experience 

while being verbally prompted to think enables people to reflect in similar ways as in the two 

previous studies? If so, how does it achieve this?  
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6.1 Introduction 

Challenging experiences in our everyday life – such as in professional contexts or in personal 

relationships – can be linked to anxiety, stress, or difficulties with planning, prioritising, or 

decision-making, and negatively affect our wellbeing [1]. Reflecting on such experiences can 

facilitate understanding, provide new meaning, offer more self-insight [36], and support life 

changes [399] and personal growth [59, 265, 390]. Here, we chose to enable people to reflect 

on a successfully mastered past challenge – which is related to the concept of ‘mastery 

experiences’ from self-efficacy theory (see Bandura [29]). Through that, people would be 

encouraged to specifically focus their reflection on the aspects that helped them overcome the 

challenge. 

NLUIs have been shown to be effective for guiding and facilitating self-reflection in wellbeing 

and mental health contexts [10, 21, 43, 178, 220, 226, 228–230, 251, 253, 314]. They have been 

explored for their potential to provide listening services, where their design is less focused on 

the NLUI’s ability to provide answers but rather on their ability to evoke compassion, 

examining the effects of vocalising difficult thoughts to a computer [314]. For example, Lee et 

al. [253] presented an NLUI which was able to encourage deep self-disclosure in people, as 

well as a chatbot which asks for help, with the goal of fostering the ability in users to take a 

more objective, compassionate look at their own challenges in life [251]. Kocielnik et al. [230] 

designed Robota, an NLUI that aims to stimulate reflection and self-learning in the workplace 

by asking questions and chatting with the user of the system. Perhaps the most commercially 

successful of these self-reflective NLUIs has been Woebot, a counselling chatbot which has 

been shown to reduce anxiety, depression, and unwanted behaviours through the use of 

Cognitive Behaviour Therapy (CBT) [141, 329]. This research shows how NLUIs can ask 

people questions about their (challenging) experiences in their lives and the ways in which 

this can enable people to express themselves and reflect on these experiences. 

In contrast to this research on NLUIs for expression and self-reflection, the approach taken 

here is that people express themselves visually instead of through words in response to the 

NLUI’s questions. The present approach was inspired by art therapy where (guided) visual 

expression can – among other things – help people ‘access’ and express emotions that may be 

difficult to articulate, explore complex issues in a non-threatening manner, gain personal 
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insights, and give experiences a new meaning by representing them in new ways [267]. More 

specifically, this was enabled here through creating three-dimensional visual representations in 

VR. The main reason for choosing VR are its unique affordances that allow people to construct 

and experience personal creations and environments in immersive and engaging ways [262] 

that go beyond what other interfaces and modalities can offer. Furthermore, VR has been 

found to provide meaningful interventions for a number of domains, including self-reflection 

[25, 240, 400] and wellbeing [47, 128, 146, 428]. For example, research suggests that it can 

alleviate stress through guided imagery (e.g. [381]), support emotion regulation [290], 

enhance creative expression in art therapy [57], and elicit positive change in mood, meaning-

making, and interpersonal connectedness [50, 225]. Based on this research, it is proposed here 

that VR offers a unique ‘canvas’ for self-expression and self-reflection, allowing the use of 

dynamic elements in a 3D virtual environment which can be used to represent different 

aspects, such as temporal sequences or thematic relationships. The idea is that the resulting 

3D creations and their structures can then be further explored by physically walking through 

them and approaching them from different perspectives. This spatial exploration can not only 

allow people to ‘immerse themselves’ in their creations but also give them the opportunity to 

take on different perspectives, which can enable them to look at the events or experiences that 

they have represented from a bird’s eye view. The latter can also be referred to as taking on a 

‘self-distanced perspective’, which can be helpful when making sense of past challenging 

experiences and interpreting them in new ways (see [235]). Based on these characteristics, 

affordances, and opportunities of VR, the goal here is to use a VR ‘canvas’ to offer people a 

space to express personal experiences in response to questions they receive from an NLUI, 

which aim to enable in-depth reflection and provide inspiration for their creative process. 

Like VoiceViz and ProberBot presented in the previous chapters, the NLUI’s questions are 

thus also designed to encourage users to explore and take on new perspectives and help them 

express their thoughts. However, here the questions are designed to enable people to visually 

express certain thoughts and ideas – which is quite different to expressing oneself through 

words. The focus was, firstly, on how to design the NLUI’s questions and then deliver them 

as an ‘NLUI+VR’ tool, given the different form of interaction; secondly, how people express 

and externalise their thoughts (in the VR ‘canvas’), and thirdly, how the questions support 
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self-reflection through visual expression. Specifically, the following two research questions 

were addressed: 

• How can we design an NLUI-based VR experience that fosters self-reflection through 

guided creative expression?  

• How does our design affect the overall experience and reflection? 

6.2 Background and Related Work 

Several kinds of reflection, as outlined in Section 2.2.1, have been covered so far: VoiceViz 

(Chapter 4) mainly focused on supporting reflection on ‘external material’ (the dataset with 

its trends and patterns), ProberBot covered both reflection on ‘external material’ (one’s 

portfolio and the stocks and their characteristics) as well as on oneself (one’s past decisions 

and one’s decision-making process). The focus of SelVReflect, as the name suggests, is mainly 

to reflect on oneself in/through a creative activity. 

As introduced in Section 2.2.1, there are different types of (self-)reflection and ways to 

conceptualise it. Of particular relevance here is Schön’s [42] framing of reflection with its 

differentiation between reflection-in-action and reflection-on-action, which has been widely used 

[36, 373, 390]. While reflection-in-action was most relevant for the tasks studied in the previous 

two chapters, reflection-on-action is of most relevant here, as people use their memories of an 

event to reconstruct an experience. This effort of ‘stepping back into’ the experience and 

retrieving and organising the aspects we remember is done to understand what has happened 

and to draw out lessons for the future [373]. 

While self-reflection is generally considered to be helpful [36, 236, 289], it can also be 

challenging without support [390], and there is a risk of getting stuck in negative thought 

cycles [414], which needs to be carefully considered when designing systems to support 

reflection [123]. One way to mitigate these challenges and risks is through providing 

guidance. The research suggests that moderately directed guidance helps with reflection [80, 

96, 141, 390]. There is a range of existing (human-human) practices of guiding someone 

through reflective and expressive activities from creative, educational, or therapeutic contexts 
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(e.g. [121, 267, 339]). Such techniques can help someone more successfully navigate through 

different kinds of self-expression and reflection. 

Psychological and psychotherapeutic approaches that are of particular relevance here are 

goal-oriented psychotherapy [358] and Positive Psychology [376, 446]. The main goal of these 

approaches is to help people understand how they can cope with challenges by focusing on 

which of their existing resources they could use to do so. The so-called Agentic Positive 

Psychology [31] specifically focuses on ‘mastery experiences’, which refer to personal (past) 

successful behaviours to deal with and adapt to certain situations (e.g. [30]). Such mastery 

experiences have been proposed as one of the most effective ways to instil the belief in one’s 

own ability to succeed (e.g. in performing certain desired behaviours), and they can lead to 

positive behaviour change [29]. This is referred to as self-efficacy [29]. Self-efficacy can be 

measured with questionnaires, such as the General Self-Efficacy Scale [375]. An intervention 

procedure that builds upon self-efficacy and mastery experiences is self-modelling [116], in 

which people observe some representation of themselves (e.g. through a recording) of how 

they successfully complete/master a challenge. 

Here, mastery experiences and self-modelling are combined with self-expression and 

reflection. Expressing and reflecting on oneself can help people understand challenging 

events better and give them a new meaning [59, 265, 390]. The use of self-expression to 

reconstruct, take on different perspectives on, and explore the meaning of an experience is 

also used in certain therapeutic approaches, such as art therapy [267]. A foundational theory 

in art therapy called the Expressive Therapies Continuum [204] forms the relationships 

between drawing conceptual meaning using reflective activities and how feelings of positive 

affect occur through expressive activities. As an immersive medium and multi-dimensional 

‘canvas’ for creative expression, VR has also been recently explored as a tool to be 

administered to patients during advanced stages of art therapy [172, 173]. However, the 

authors point out that it is important to have (verbal) guidance in the process of creation as it 

can be difficult or overwhelming (see also in Section 2.2.1).  

This can particularly apply to people who may have more difficulties with opening up and 

expressing their experiences and emotions [340]. This needs to be considered when designing 

systems for such purposes. Here, the Dimensions of Emotional Openness model (DOE) by 
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Reicherts et al. [340] can be a useful ‘predictor’ for how difficult a person may find it to 

perform such a task: People engaging in creative self-expression and reflection (in VR) need 

to become aware of what emotions they experience and how to internally and externally 

represent, express, or communicate them. Therefore, it can be assumed that people with lower 

DOE scores (i.e. who are ‘less’ emotionally open) will benefit the most from receiving 

guidance from an NLUI during the expressive process. The next section will describe how this 

NLUI guidance was designed and combined with the expressive ‘VR canvas’. 

6.3 Design 

An iterative user-centred design process (UCD) was followed to design the prompts and the 

VR tool. The main reason for this was that the existing approaches for guiding reflection 

discussed in the previous section could not be directly translated to the given VR scenario due 

to its unique (expressive) affordances, immersion, and the different interactions it involves 

(e.g. compared to art therapy). The following questions were addressed: (i) what role the 

NLUI should play in the reflection process, (ii) how and when it should appear (in VR), and 

(iii) the types of guidance and specific prompts it should provide. The UCD was divided into 

four stages, which are shown in Figure 6.1. Five participants took part in each stage. To reduce 

the novelty effect, participants with prior knowledge of VR were invited to take part, 

comprising 2 women and 3 men with an average age of M = 27.6 years (range: 21 – 31). Two 

were students, two were PhD students, and one was a research assistant. While all were 

familiar with HCI research, none of them had previous experience with 3D drawing nor with 

comparable voice-based guiding NLUIs. 

6.3.1 Individual Design of the Virtual Environment 

The NLUI+VR system we developed was called SelVReflect. It comprised a VR tool that was 

embedded with a set of voice-based prompts. It uses an adapted version of a tool called ‘Mood 

Worlds’ (which is an adaptation of ‘Tilt Brush’ 17 ), originally developed by Nadine 

Wagener [429]. Mood Worlds offers a palette consisting of various (animated) brushes, 

animated and static 3D objects, pre-set environments (e.g. mountain, beach, forest) and a 

                                                      
17 https://www.tiltbrush.com 

https://www.tiltbrush.com/
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colour panel, allowing the user to create their own 3D creation in this VR canvas. Wagener et 

al. [429] found that this approach of letting people build their own representations of personal 

experiences in VR can enable not only re-experiencing them and re-engaging with them in a 

new way, but it also supports positive feelings. However, Mood Worlds was not specifically 

developed to support reflection, but rather as a way to express and ‘engage with’ past 

experiences involving positive emotions, and it did thus not provide any guidance as support 

for users to reflect. 

6.3.2 Designing the NLUI and its Guiding Questions 

Figure 6.1 shows the four stages of the UCD process. In Stage 1: Creating a Personal Experience, 

participants were asked to visualise a personal challenge using Mood Worlds (hence, without 

any guidance). This experience was developed to familiarise them with creating 

representations of personal experiences in VR and to help them with identifying possible 

hurdles that users might face without an NLUI supporting them. The drawing was followed 

by a short interview (approx. 5 min), in which the researcher inquired about thoughts and 

ideas behind the creation to stimulate users’ reflection regarding their visual representation. 

The second stage, Stage 2: Rewatching to Identify Personal Needs, focuses on identifying 

opportunities for prompts through watching a screen recording from Stage 1. Whenever 

participants remembered themselves struggling to express aspects of the challenging 

experience, they described difficulties and reasons in a template that provided a structure they 

could follow when taking their notes. They then added ideas on how guidance could have 

helped at this point, such as an affirmation, inspiration for a new idea or an approach to 

visually represent an aspect of the experience, or a question for reflection. They also included 

suggestions for specific wording for those prompts. 

Stage 3: Discussing & Agreeing on Design Solutions brought all five participants together in a 

focus group to compare and discuss difficulties and opportunities for guidance. This UCD 

stage lasted one hour. The focus was placed on when and in which form (modality, phrasing, 

voice, etc.) the guidance should be delivered. Apart from the general desire to feel comfortable 

listening to the voice (rather than having text prompts), there was no agreement on its specific 

characteristics among participants, such as its gender and degree of human-likeness. 
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When the flow of the open discussion seemed to hesitate, a moderator provided new 

questions to the discussion, e.g. getting them to think about the role and goals they imagined 

the NLUI to play and possess, or how it would compare to having human-driven guidance. 

Finally, Stage 4, Enacting & Evaluating Feasibility, aimed to explore which of the previously 

identified aspects work well in practice, especially with a focus on the types of guiding 

questions and their timing. Another researcher, who had not experienced the VR tool before, 

took on the role of the ‘SelVReflect user’ and represented a personal challenge in VR. The 

participants observed and played the role of the guiding NLUI by intervening with reflective 

questions (approx. 20min). Afterwards, the participants and the ‘user’ discussed their insights 

(approx. 20min). 

Each stage further informed and refined the design of the NLUI and its guiding prompts for 

the given usage scenario. Participants wished for a non-embodied NLUI. As a key reason, 

they mentioned that feeling watched could negatively affect creativity and the experience, 

while a non-embodied NLUI would act as a facilitator in such a creative self-reflection process. 

Its role in encouraging and scaffolding self-support through prompts and questions is 

different from a counsellor providing support, who in everyone’s eyes, should always be a 

human. The NLUI should talk in a reassuring, non-judgmental voice and be available 

whenever the user requests inspiration. As there was no agreement on the voice 

characteristics, it was decided that users should be provided with different voice options. 

Figure 6.1: The four stages of UCD to design the NLUI guidance for SelVReflect. 
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Identified Phases of the Experience. The four-staged design process revealed that user needs 

differ and can be categorised into three phases. The NLUI’s prompts, therefore, need to be 

designed accordingly. In the beginning, users may feel insecure about how to start with 

visually representing challenges within the VR canvas. This led to an insight that the prompts 

should facilitate decisions and help create an initial visual representation of the challenge in 

their heads. This would pave the way for getting an understanding of the experience and its 

different aspects, components, and emotions they might involve so that one could then more 

seamlessly build the external representation in VR. One participant of the UCD (UCD P2) 

wanted to “be prompted to then think more abstract and just draw something that works for me”. This 

comment refers to participants’ desire to receive inspiration for how they could express 

certain things (in an abstract way) and what could be approaches to do so – in particular at 

the beginning when they might not know where and how to start. As soon as a user seems 

confident with the VR system, the NLUI should not be as prominent anymore. “Less is more” 

(UCD P5) for this phase, in which a user should get into the flow. This corroborates the 

findings of the studies in the previous two chapters. However, when progress stagnates, it 

should remind users to think in abstract ways, to take a new perspective into account or to 

choose another tool. Participants recommended avoiding questions starting with “why”, 

because, as UCD P3 pointed out: “It is an open creative space where people should not feel bad about 

their creation”. Once the creation has been completed, the NLUI could ask if they were happy 

with their creation and nudge them to physically move around to ‘walk through’ and look at 

their creation from different perspectives. Reflective and guiding questions were suggested, 

such as “Think about the situation again. Does your drawing reflect it sufficiently well?”. 

6.4 Final Prototype 

Based on the design process, the NLUI-based VR experience SelVReflect was created. A 

schematic representation is shown in Figure 6.2 (based on an excerpt from the representation 

created by P8). As our findings and the previous literature do not provide a clear picture of 

the preferred gender and degree of human-likeness, participants were able to choose between 

female/male and human/synthetic voice. By allowing participants to choose their preferred 

voice, it was intended to reduce the risk of feeling discomfort when listening to the NLUI, 

which could lead to undesirable effects (confounding factors) on the expressive/reflective task. 
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Figure 6.2: Schematic representation of a user creatively reproducing and reflecting on a past 

challenge using SelVReflect while being guided through the NLUI’s prompts. 

In line with the findings, we defined three phases for the guided VR experience: (i) ‘Warm-up’, 

(ii) ‘Free-flow’, and (iii) ‘Re-walk’, in which the NLUI takes on different roles and addresses 

specific needs. In Warm-up, users actively request prompts to get started that point out some 

tools and features of the palette. In Free-flow, NLUI prompts are either triggered by the user 

pressing a specific button on the VR controller or through a longer period of inactivity, 

indicating that the user is unsure how to proceed. This approach of both request-based and 

proactive delivery of prompts can be referred to as a so-called mixed-initiative interaction [7]. 

In a pilot test, four participants used an initial version of the VR tool without prompts; they 

were asked at different points in the process when they were inactive and appeared to be 

stuck what they were thinking about at the specific moment and what the reasons for their 

inactivity were. The findings from this testing suggested that an adequate threshold for 

triggering a prompt would be after about 30 seconds of the user either (a) looking at their 

creation without drawing or placing objects or (b) scrolling through the menu without making 

a choice (indicating that they might be stuck or unsure how to proceed with their creation). 

Finally, in the Re-walk phase deeper reflection questions are asked, which the user can request 

and proceed through at their own pace. 

The NLUI addresses key needs identified in the UCD. For the first phase (Warm-up), this was 

to receive concrete actions to get started (i.e. overcoming the “blank page syndrome”) and 

creating a basic structure. For the main phase (Free flow) this was to receive (i) inspiration for 

new ideas about aspects to express and for using the tools, as well as (ii) encouragement to 
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motivate users to continue drawing and to be expressive. For the last phase (Re-walk), this was 

to receive thought-provoking prompts to enable in-depth reflection. Table 6.1 shows example 

prompts for each phase of the SelVReflect experience. Each prompt contains an inspiration 

and an encouragement part, for example, “[Inspiration:] Have you considered how the stages are 

connected with each other? How could you design these connections? [Encouragement:] Remember, 

there is no right or wrong here – as long as you express it in a way that feels right to you, that’s all that 

matters.” The inspiration part of the prompt is usually in the form of a guiding question. 

Another researcher and I reviewed the list of all prompts, merged similar ones, and improved 

the phrasing to make them clear, non-imposing, playful, and easy to understand. 

The creation of the final set of prompts was informed by principles used to foster self-

reflection, self-expression, and creative flow, drawing from the following areas: 

1. Counselling [339]: Questions that are asked here by the counsellor often intend to 

prompt people to identify emotions and thought patterns, encouraging self-guided 

emotional insight and problem-solving. 

2. Art therapy [267]: Here, the questions (which can be similar to those in Counselling) 

are combined with specific expressive tasks, such as creating an image that illustrates 

how a challenge or other experience can be ‘decomposed’ into different aspects and 

components. 

3. (Self-)Reflection research [143]: Guidance here should explicitly structure and offer 

encouraging prompts, for example, to review and reflect on any produced material. 

4. Education [121]: Here, prompts are often designed to make learners feel secure, 

supported and encouraged to explore and take risks. 

Considering Fleck and Fitzpatrick [143], who describe a spectrum of five consecutive levels of 

(self-)reflective thought, ranging from “No Reflection” (R0) to “Critical Reflection” (R4), 

SelVReflect is designed to facilitate reflection for users to reach at least the “Dialogic 

Reflection” (R2), which refers to: “Looking for relationships between pieces of experience or 

knowledge, evidence of cycles of interpreting and questioning, consideration of different explanations, 

hypothesis and other points of view.” 
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Table 6.1: Example prompts from the three phases of the SelVReflect experience. 

Phase Example Prompt Purpose 

Warm-up Now think about the main stages of the challenge from 

the start until the end, when you ultimately overcame 

it. How many different stages or steps were there?  

Suggestions for concrete 

actions 

Free flow Have you considered how the separate stages might be 

connected to each other? How could you design these 

connections? Could they differ? Remember, there is no 

right or wrong here – as long as you express it in a way 

that feels right to you, that’s all that matters! 

Receive inspiration and 

encouragement for 

expression and reflection-in-

action 

Re-walk Now, focus again on the actions and ideas that helped 

you overcome the challenge. How did you represent 

these and how do they tie into the whole process? 

Receive thought-provoking 

questions for reflection-on-

action 

 

6.5 Evaluation 

We conducted an exploratory user study to see how people would use SelVReflect and 

whether it could help them reflect in the way envisioned. The overall aim was to evaluate how 

SelVReflect affects users, with a particular focus on the dependent variables affect (positive 

and negative), self-efficacy, and reflection. We further investigated how differences in 

emotional openness within our participant sample affect the above dependent variables. 

Ethics approval was obtained from UCL (UCLIC/1819/008/RogersProgrammeEthics) prior to 

the study. 

6.5.1 Participants 

We used our extended social network and snowball sampling to recruit participants. In total, 

20 participants took part (7 females, 12 males, 1 non-binary). The age of the participants who 

took part in the study was M = 29 years (min: 29, max: 53). Table 6.2 shows more details for 

each. Participants were recruited from four research labs within different domains and from 

industry and received a remuneration of £10. Participants self-indicated that they felt mentally 

stable and healthy at the moment of participation. Most participants had some experience 

with VR (14 have used it a couple of times or less and 3 people on a regular basis). 
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Table 6.2: Overview of the participants. 

 Age Gender Profession VR Exper. Chosen Voice Duration Challenge Context 

P1 31 male Student minimal Synth. Male 23 min studies 

P2 23 male Student minimal Human Male 19 min studies 

P3 30 male Project manager minimal Human Female 17 min work 

P4 25 male Student minimal Human Female 21 min studies 

P5 28 female Scient. assist. minimal Synth. Male 34 min relationship 

P6 31 male Scient. assist. extensive Synth. Female 21 min studies 

P7 31 female Scient. assist. occasional Human Male 18 min work 

P8 32 female PhD student minimal Human Female 22 min relationship 

P9 32 male PhD student extensive Human Male 10 min work 

P10 25 female PhD student occasional Human Male 22 min studies 

P11 27 female PhD student minimal Human Female 34 min studies 

P12 27 male PhD student minimal Synth. Male 18 min work 

P13 26 male PhD student minimal Synth. Female 28 min work 

P14 28 non-binary PhD student occasional Human Female 36 min studies 

P15 27 male IT specialist minimal Human Female 35 min friends & family 

P16 24 male PhD student minimal Synth. Male 28 min friends & family 

P17 29 male PhD student occasional Synth. Female 33 min university 

P18 26 female PhD student minimal Synth. Female 14 min friends & family 

P19 53 male Scient. assist. minimal Human Female 31 min work 

P20 27 female PhD student minimal Human Female 20 min studies 

 

We used the DOE-20 questionnaire [340] to assess participants’ affect processing. The 

questionnaire encompasses five components, including cognitive-conceptual representation 

of emotions (REPCOG) and communication and expression of emotions (COMEMO). Both 

traits are relevant for the task of expressing and representing emotions, which participants 

subsequently carried out in SelVReflect. The participant sample had scores similar to the 

reference values for DOE-20, indicating ‘normal’ affect processing: for REPCOG (M = 2.26, 

SD = 1.11) and COMEMO (M = 1.89, SD = 1.10) versus the reference values [56, 340] of 

REPCOG (M = 2.24, SD = 0.77) and COMEMO (M = 2.01, SD = 0.82). Participants’ combined 

REPCOG-COMEMO score was used to form two groups, one with an elevated (upper half) 

and one with a lower (lower half) capability of representing and expressing emotions, which 

we will refer to as HI-EMO and LO-EMO. The two groups will be used to investigate how 

emotional openness affects participants’ affect, self-efficacy, and ‘levels’ of reflection. 
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6.5.2 Study Set-up 

The VR tool participants used for the study was developed in Unity. In the study, it was 

running in Unity on a computer which was connected to an Oculus Quest 2 using AirLink. The 

visual representation of participants’ chosen challenge was created by themselves, with the 

same toolkit previously used in Mood Worlds [429] (see Section 6.3.1 for a description). An 

additional component was added for the voice-based NLUI, delivering the guiding prompts 

when requested by the user (through the VR controller), or proactively based on the user’s 

behaviours (i.e. 30-second inactivity thresholds) as described in Section 6.4. 

6.5.3 Procedure 

Similar to Prpa et al. [330], we chose an exploratory study design. After giving consent and 

sharing demographic data, participants completed the first set of questionnaires. They then 

started a tutorial phase, in which they familiarised themselves with SelVReflect’s 

functionality. Afterwards, they were asked to choose their preferred voice (human/synthetic 

and female/male) for the NLUI. While the experimenter set up SelVReflect with the chosen 

voice, participants were instructed to recall an emotionally loaded challenge they had 

successfully overcome (i.e. a ‘mastery experience’ as described in Section 6.2) for which they 

did not (or no longer) experience any discomfort when thinking about it. Participants were 

then asked to write a paragraph describing the challenging experience – which was based on 

the Autobiographical Emotional Memory Task (AEMT) [199]. Then, they created a visual 

representation of the challenge, its stages and the emotions attached to each stage using 

SelVReflect. During that, they either requested guiding prompts or they would be proactively 

provided in case of inactivity. Towards the end, the NLUI would ask reflection prompts, 

inviting participants to ‘walk through’ their creation again and approach it from different 

perspectives. They could choose to think out loud at that moment and say what they are 

reflecting on, but they did not have to. When finished, participants filled out the second set of 

questionnaires. Additionally, they answered a set of questions specifically designed to assess 

their experience with SelVReflect as well as the guidance they received through the NLUI 

while using it. The study ended with a semi-structured interview. Each session lasted in total 

about 1h 26min on average (range: 55 min. – 1h 50 min). 
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6.5.4 Data Collection 

For each participant, we measured the time spent on the drawing phase and the reflection 

phase separately. Quantitative data was collected from three validated questionnaires. 

Further, we collected qualitative data through interviews. 

Measures 

We used the PANAS questionnaire [435] to measure participants’ affective states before and 

after using SelVReflect. Participants indicated on a 5-point Likert scale to what extent they felt 

a specific emotion (ten positive items, ten negative items) at that moment. Scores can range 

from 10 to 50. By using this measure, we can assess if SelVReflect creates positive affect, as 

can be assumed based on prior research [267, 429]. Increased positive emotions are further 

relevant as they can co-occur with a sense of achievement and mastery [30]. Moreover, with 

the PANAS we can measure if SelVReflect increases negative affect. Experiencing negative 

emotions could be a sign of rumination, one of the potential risks identified for self-care tools 

[123], which we aimed to avoid in SelVReflect. The GSE by Schwarzer and Jerusalem [375] was 

used to capture the perceived self-efficacy before and after the NLUI-based VR experience 

(one general factor, good psychometric properties). Participants indicated on a 4-point Likert 

scale to what extent they agree with ten items. Scores can range from 10 to 40. Although GSE 

is designed to capture traits rather than states, it has been successfully used for pre-post 

evaluation of short-term interventions (e.g. [35, 436]). Reflecting on mastery experiences, as is 

the case in SelVReflect, can increase self-efficacy. 

After using SelVReflect, we used the Technology-Supported Reflection Inventory (TSRI) [41]. 

This scale specifically addresses how well a system supports reflection. Items 1-3 were reused 

with the same wording, 4-5 were slightly adjusted to fit the present tool and reflection task 

(see Figure 6.4 for more information), and items 6-9 were excluded, since they were not 

applicable (as they were related to long-term usage of a system and exchange with other 

people, which was not part of the present reflective activity). See Table 6.3 below for when 

each of the questionnaires was filled out by participants (i.e. before or after using SelVReflect). 
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Table 6.3: Showing the four questionnaires 

and when they were filled out. 

 Before After 

DOE-20 ✓  

PANAS ✓ ✓ 

GSE ✓ ✓ 

TSRI  ✓ 

 

Interview Protocol 

We conducted semi-structured interviews that lasted on average 15 min (min: 08:04 min, max: 

24:40 min). In the interview, we asked participants to elaborate on the differences between 

creating in VR compared to in 2D (e.g. sketching or drawing on paper), how the NLUI’s 

guiding prompts made them feel, if and how the prompts changed how they visualised and 

thought about the challenge, and what they took away from using SelVReflect. The full 

interview protocol can be found in the supplementary material of the underlying publication 

[FP4]. 

Data Analysis 

A two-way repeated measures ANOVA was performed to examine the effect of time (i.e. pre 

and post) and DOE group on emotions (PANAS) and on self-efficacy (GSE). We further 

checked for interaction effects of Time and DOE Group. 

All audio recordings were transcribed verbatim and imported into MAXQDA software. 

Nadine Wagener and I coded four interviews using open coding. Next, a coding tree was 

established through iterative discussion with all researchers involved in the project. The 

remaining transcripts were coded by several researchers using the coding tree. A discussion 

session between Nadine and I was conducted to identify themes using thematic analysis [55]. 

Those were discussed and agreed upon in a final discussion round between Nadine and I as 

well as two additional researchers who were experienced in psychology and reflection 

research. 
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6.6 Findings 

Based on the evaluation, we gathered quantitative results from the questionnaires, as well as 

qualitative insights from the interviews. We first report on the quantitative findings. 

6.6.1 Quantitative Findings 

The data of the pre and post questionnaires were analysed using a two-way repeated measures 

ANOVA to investigate how the experience affected participants’ self-efficacy and their 

affective state before and after using SelVReflect. Due to a misunderstanding in the task 

instructions, one participant was excluded in the analysis. Based on visual inspection of our 

data and the Shapiro–Wilk statistic we could not assume normally distributed data. Therefore, 

we applied the Aligned Rank Transformation (ART) [450].  

When examining participants’ choices of the available voices using descriptive statistics, we 

found that the human female voice was chosen 8 times, while the other voices – human male, 

synthetic female, synthetic male – were all chosen 4 times. Participants received a guiding 

prompt approximately every 92s (SD = 33s). 

Emotions (PANAS) 

A two-way repeated measures ANOVA showed a significant effect of TIME on POSITIVE 

EMOTIONS F (1, 17) = 10.720, p = .004 (see Table 6.4 and Figure 6.3). We found no significant 

interaction effects of TIME and DOE GROUP F (1, 17) = 0.335, p = .570. We did the same analysis 

for NEGATIVE EMOTIONS (PANAS). The test showed neither a significant effect of TIME on 

the NEGATIVE EMOTIONS F (1, 17) = 0.446, p = .513 nor an interaction effect of TIME and DOE 

Group F (1, 17) = 1.998, p = .176. 

This shows that there was a significant increase in participants’ positive affect from before to 

after using SelVReflect. Furthermore, it shows that this increase does not seem to be affected 

by how emotionally open participants are. 
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Table 6.4: ANOVA statistics for PANAS and GSE scores for factors TIME, DOE_GROUP, TIME 

DOE_GOUP. Significant results are marked with asterisks (* p < .05, ** p < .001). 

Factor PANAS Pos. PANAS Neg. GSE 

TIME F = 10.720 F = 0.446 F = 6.189 

 p = 0.004** p = 0.513 p = 0.024* 

 η2 = 0.387 η2 = 0.026 η2 = 0.267 

DOE_GROUP F = 0.998 F = 4.781 F = 2.041 

 p = 0.332 p = 0.043* p = 0.171 

 η2 = 0.055 η2 = 0.220 η2 = 0.107 

TIME:DOE_GROUP F = 0.335 F = 1.998 F = 1.224 

 p = 0.570 p = 0.176 p = 0.284 

 η2 = 0.019 η2 = 0.105 η2 = 0.067 

 

Self-Efficacy (GSE) 

Another two-way repeated measures ANOVA was conducted with TIME on GSE 

F (1, 17) = 6.189, p = .024, showing a significant effect (see Table 6.4 and Figure 6.3). Again, we 

found no significant interaction effects of TIME and DOE GROUP F (1, 17) = 1.224, p = .284. 

This shows that there was a significant increase in participants’ self-efficacy from before to 

after using SelVReflect. Furthermore, it shows that this increase does not seem to be affected 

by how emotionally open participants are. 

Reflection (TSRI) 

When considering how participants rated the reflection they engaged in while using 

SelVReflect, neutral ratings were given to the first two items related to (1) making changes in 

one’s life (Md = 3, SD = 1.305) or to (2) the ways in which one approaches things (Md = 2, 

SD = 1.170), as can also be seen in Figure 6.4. High ratings were given for item (3) the extent 

to which the system gives ideas to overcome challenges (Md = 4, SD = 0.994), (4) the enjoyment 

of exploring the challenge (Md = 4, SD = 0.911), and (5) the ease of getting an overview of the 

challenge (Md = 4, SD = 0.946). This shows that overall SelVReflect enabled participants to get 
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new ideas for how they can overcome challenges; it gave them an ‘overview’ of their 

challenging experience, which they enjoyed exploring using the tool. However, SelVReflect 

received neutral ratings for how it might lead to changes in participants’ lives and how they 

might approach things differently through using the system. The ratings can be seen in Figure 

6.4, which also divides the results further into participants with higher (HI-EMO) and lower 

capability (LO-EMO) of representing and expressing emotions. As can be seen in Figure 6.4, 

the ratings are very similar for both groups, suggesting the system worked similarly ‘well’ for 

both groups. 

Experience Ratings 

When asked about the experience with SelVReflect, participants gave it positive ratings along 

various dimensions (on a Likert scale from 1 to 5), including how engaging (Md = 4.5), creative 

(Md = 5), and insightful (Md = 4) they found the experience. When considering these ratings 

from the HI-EMO and LO-EMO groups separately, they are generally very similar, as can be 

seen in Figure 6.5. However, LO-EMO ratings for difficulty were lower (Md = 3) than for HI-

EMO (Md = 1). 

When participants rated the received guidance, it was also highly rated for how engaging 

(Md = 4) and useful (Md = 4.5) it was. The guidance from the NLUI was given a rating of 

Md = 3 for how insightful it was. Again, the ratings from the HI-EMO and LO-EMO are very 

similar (see Figure 6.6). However, there was a more noticeable difference in the ratings for 

how challenged they felt by the NLUI in their process of expression and reflection, with LO-

EMO participants Md = 2.5 versus HI-EMO Md = 1. 
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Figure 6.3: Mean scores for pre and post 

measurements of PANAS (positive and negative) 

and GSE scales. Significant results are indicated 

with * p < .05 and ** p < .01. 

 

 

 

Figure 6.4: Median ratings and interquartile range 

for the first five items of the TSRI scale. They are 

split up for HI-EMO and LO-EMO groups. 

 

Figure 6.5: Median ratings and interquartile range 

for the ratings for the experience of using 

SelVReflect, split up for HI-EMO and LO-EMO 

groups. 

 

Figure 6.6: Median ratings and interquartile range 

for the ratings for the guidance received, split up for 

HI-EMO and LO-EMO groups. 
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Summary 

Overall, the quantitative results suggest that SelVReflect was not only successful in 

supporting people’s self-reflection and exploration of their past challenges but that the overall 

experience was also perceived as engaging, creative, and insightful. Participants also found the 

NLUI engaging and useful. This might have enabled the significant increase in participants’ 

self-efficacy and positive affect that was observed from before to after using SelVReflect. 

There generally did not seem to be noticeable differences for all the questionnaires and ratings 

depending on participants’ capability of representing and expressing emotions. The only 

rating that showed a slightly larger difference between the groups was the difficulty rating 

(see Figure 6.5). Although the experience did not seem to be difficult overall, participants with 

lower capability (LO-EMO) of representing and expressing emotions seemed to find it 

somewhat more difficult than those with higher capability HI-EMO).  

6.6.2 Qualitative Findings 

To complement the quantitative analysis, a qualitative analysis of the interview data was 

conducted through a thematic analysis. Four core themes were derived from this data: VR 

Providing the Space, Palette Providing the Creative Tools, Guidance Providing the Scaffolds, and 

Experience of Transformative Reflection (see Figure 6.7). The findings are described below and 

illustrated with excerpts from the interviews. 

Most of the chosen challenges were related to participants’ studies in university (9) or work 

settings (6), while the remaining (5) were related to friends and family or romantic partners 

(see also Table 6.2). Five out of the latter were about deciding on how to allocate time between 

different friend groups, family, or work. Six challenges were related to interpersonal 

difficulties as part of studies (e.g. group projects, theses) or professional settings. Four 

challenges dealt with approaching a major decision (e.g. switching jobs or moving homes), 

and three were related to adjusting to a new situation or setting (e.g. a new home or job). 
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Figure 6.7: The four themes and codes identified in the semi-structured interviews. 

 

Concrete / 

low construal 

 

Abstract / 

high construal 

 Challenge Stage 1 Challenge Stage 2 Challenge Stage 3 

Figure 6.8: Two examples of concrete and abstract SelVReflect creations made by two participants. 

Figure 6.8 shows two examples of the 3D representations created using the VR tool. The first 

row depicts a concrete representation of a challenge (P4). Trees and dice stand for different 

friend groups (stage 1), sharing an evening together (stage 2), and becoming friends (stage 3). 

The second row depicts an abstract representation (P11). Uncertainty and anger are 

represented with blue smoke, plasma, and fire (stage 1), transitioning from mud through 

smoke by going up a ladder (stage 2), and joy of overcoming the challenge in bright colours 

(stage 3). As can be seen, they are imaginative, using a variety of representations. Regardless 

of the levels of abstraction, the figures show the high degree of creativity and expressivity in 

participants’ representations of their challenging experiences. The next section will describe 

the findings of the thematic analysis. 
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Theme 1: VR Providing the Space 

The first theme focuses on the specific benefits of VR for facilitating creativity and reflection. 

It encompasses the codes Separate Space and Spatiality. 

Participants reported that being immersed in VR enabled them to enter a different ‘mindset’. 

A key reason was that VR offers a separate space without external disturbing factors, which 

allowed them to dive deeper into their thoughts. One participant elaborated on the benefits 

of VR: 

“You’re like cut off from everything. You’re like in this empty void. It helps a lot 

of people to be with their thoughts and explore them more because they’re cut off 

and for themselves.” (P9) 

The VR canvas also allowed participants to utilise the virtual 3D space to express components 

of their challenge beyond what would be possible in physical reality. For example, they used 

the third dimension as a representation of time or to link the relationships between 

components of their challenge, as visually representing their thoughts in 3D “makes it easier to 

show correlations between several things” (P7). 

Further, they utilised the spatiality of VR to immerse themselves in, as well as physically, 

mentally, and emotionally distance themselves from different elements (of their challenge). 

On the one hand, they enjoyed being surrounded by their creation, exploring their ‘challenge 

environment’ through a first-person perspective. This allowed participants to enclose 

themselves within their creations, ‘break through’ them, and become more physically 

involved in the depiction of their challenge. 

"You can actually ’paint yourself in’, completely all around you, if you like, and take up 

different positions.” (P13) 

Although 2D figures cannot convey the feeling of being ‘cornered’ by one’s own creation, or 

physically moving through a wall when overcoming a challenge, excerpts are provided in 

Figure 6.8. On the other hand, participants also enjoyed being able to take a literal ‘step back’ 

from their visual representations (i.e. to perform ‘self-distancing’ [235]). This change of 
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perspective led to another experience and enabled them to see the whole picture, which 

sometimes made the problem seem smaller than before. 

“I just recognise kind of the third person perspective on your decisions, so putting 

yourself not in your shoes, but just having a bird’s eye view. There might be 

something that is interesting and is now more tangible with having done it 

yourself [in 3D].” (P16) 

However, for some, the blank space surrounding them created a feeling of being lost, and not 

knowing where to start. On a similar note, some participants found it challenging to “think in 

3D” when drawing and to utilise the complete space available for their creation. 

Theme 2: Palette Providing the Creative Tools 

As a second theme, it was found that the variety of tools provided the means for creative self-

expression and reflection. Most participants emphasised that using the palette increased their 

motivation, and made them think in a more abstract way, so that “visual elements [are used] as 

a sort of analogy or metaphor” (P19). Objects were mainly used as placeholders for people (see 

Figure 6.8) or abstract constructs, such as loss of agency (e.g. dice), personal growth (e.g. tree) 

or emotions (e.g. fire for anger). Animated brushes were often used to represent emotions and 

relationships between components or different people involved in the personal experience. 

For an example of abstract representation, see Figure 6.8. One participant stated: 

“I feel like the choice of tools was surprisingly wide enough to try out different 

things and also to, yeah, express more complex emotions.” (P5) 

However, this availability of choice was also a limitation for some participants. Roughly half 

of the participants reported difficulties in choosing a tool, especially at the beginning. As well 

as some (technical) problems with actually drawing or resizing objects, four participants 

reported difficulties in identifying emotions, and eight participants were unsure how to 

visualise them with the provided tools. 
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Theme 3: NLUI’s Guiding Questions Providing the Scaffolds 

The third theme encompasses the reactions to and effects of the NLUI’s guidance throughout 

the study. It included the codes Structure and Inspiration and Encouragement. Overall, 

participants readily understood that the prompts which they received every few minutes were 

there to support their expression and reflection and that they did not have to verbally respond 

to them (although some were thinking aloud – in particular in the final Re-walk phase). 

Encouraging participants to decompose their challenge into smaller stages structured their 

thinking and representation of the challenge. Overall, participants reported feeling reassured 

by this guidance. Participants emphasised the importance of feeling inspired and encouraged 

by the spoken prompts. This was due to both their content, which led them to approach 

components differently, and their tone: “it’s not just about what they say, but how they say it. It 

helps you relax and ease into it” (P9). This led them to think in greater detail about the challenge 

they were depicting. Furthermore, their self-confidence was strengthened by both the tone of 

the voice and the affirmations it offered. P8 further elaborated: 

“I really loved the guidance. [...] In taking the time to dissect the situation where I 

was in, I think that really helps also because it made me feel more confident about 

what I did. It [the guidance] supported me in looking back on it [the situation] and 

seeing it from multiple perspectives, probably more than what I thought about so 

far.” (P8) 

Another aspect was that participants generally thought that when they got lost in some 

thought or how to express something that the guiding questions were “helpful to stay on track 

or get back on track” (P15). Similarly, participants sometimes felt like they got stuck in a certain 

way of looking at something and that the questions would help them change their perspective, 

as expressed by P14: 

“Yes, they totally got me to think more, because sometimes you're stuck within 

the viewpoint you have and […] you're just caught within one phase [of the 

challenging experience], and then if the suggestion is how does this interconnect 

with others, you suddenly realise that it interconnects [with another aspect of the 

experience].” (P14) 
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Furthermore, participants also acknowledged that the structuring from the NLUI was helpful 

for their reflection – even if it might occasionally have felt as if it ‘imposes’ something they 

might not have done otherwise, as pointed out by P19: 

“I would just have looked at it, sort of, “yeah, this was the challenge, and then the 

end” but now you have to break it down […] but for reflecting on it, I think it 

helped me […] think about phases and actions, maybe decisions, options, 

alternatives.” (P19) 

Related to this feeling that they occasionally “have to” do something that might not have been 

in line with their ideas, more than half of the participants also expressed a desire for a form of 

verbal guidance that is more context-aware in the sense that the guidance would be more 

aligned with what they are doing and the approach that they take. Examples of what they 

suggested were having more individual timing and content-specific questioning towards 

aspects of their creation, such as intervening at a specific moment when an important choice 

was made. They also desired more specific help and inspiration regarding how they could 

visually represent certain elements of their emotional experience (e.g. in the form of symbols, 

visual metaphors, etc.). This suggests that a customised kind of verbal guidance throughout 

the VR experience might help individuals progress through and express their personal 

challenges even more. Furthermore, some participants commented on prompts occasionally 

being triggered prematurely when they took more time in choosing and adjusting the settings 

for a tool (e.g. selecting colour hues). However, they usually did not find it disruptive to the 

general flow, even if it may not have been helpful for reflection in those cases. 

Theme 4: Experience of Transformative Reflection 

Participants reported that they reflected “along the way” (P15) by decomposing the challenge, 

abstractly visualising their emotions, and adding details. This was especially prominent 

during the Free-flow phase. In the Re-walk phase, while (re-)experiencing their creation, some 

participants reported that prompts enabled them to engage in deeper reflection, while others 

felt less affected by them. However, all the participants agreed that they were successfully 

reflecting at some point during the SelVReflect experience. 
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By making use of the opportunities for reflection, the participants approached their challenge 

and its (emotional) components from different perspectives. This led to a change in their 

conceptualisations of the following: 

1. The challenge itself. They gained new (or deeper) knowledge about the reasons behind 

the challenge, the emotions involved, and their role in the process. For example: 

• "It’s an even deeper engagement with the situation [in contrast to writing about it].” 

(P19) 

• "I thought more about what kicked it off.” (P9) 

• "It’s a sense of accomplishment, a sense of resolution, also a sense of closure.” (P5) 

2. Themselves as a person. This encompasses self-awareness about one’s character, one’s 

beliefs, and one’s role within the social ecosystem. They also felt proud of themselves. 

For example: 

"That was actually a realisation that I never had before: That talking to people and the 

opening up and not always trying to solve things by myself, which is what I do now, [is 

healthy].” (P8) 

3. The bigger picture. Most of the participants appreciated their relationships with their 

friends more than before, discovering alternative approaches or solutions to their 

challenges, such as thinking in stages (which the guiding questions encouraged them 

to do). This made them feel better equipped to act more effectively in similar situations 

in the future. For example: 

"It [SelVReflect] is a possibility to reflect on certain problems, especially also from an 

emotional point of view, and to find other approaches and therefore to be able to adapt one’s 

behaviour better.” (P13) 

  



 184 

6.7 Discussion 

Both the quantitative and qualitative findings showed how SelVReflect provided a ‘canvas’ 

for the participants to visually represent their challenging experiences. The process of 

expressing and externalising their thoughts and ideas was structured and guided by the 

questions. Participants could ‘respond’ to the NLUI questions by adding to and modifying 

the visual representations of their experience. They readily understood that they did not have 

to verbally respond to the prompt (although some participants chose to think aloud). The 

participants enjoyed creating their own visual representation and appreciated being assisted 

by the voice-based NLUI. The findings suggest that they encouraged and supported their 

expressivity and externalisation of their ideas and motivated them to reflect. Overall, 

SelVReflect thus gave participants a feeling of accomplishment – regarding their view of the 

challenge itself, how they managed to visually represent it, and what they could learn from 

this process of creation, exploration, and reflection. 

This corroborates the quantitative findings, which showed that SelVReflect had a significant 

effect on positive affect and self-efficacy of the participants. However, the findings also 

indicate that the experience was somewhat more difficult for participants with lower affect 

processing scores compared to those with higher scores – yet, despite differences in difficulty, 

both reached similar outcomes and seemed to have a similar experience.  

All participants mentioned aspects that refer to existing conceptualisations of reflection in 

literature. Some reported discovering new constructive approaches for challenges [143], 

gaining (self-)awareness [270] (such as general self-knowledge of how to deal with problems 

such as their relationship with friends), developing new understandings and appreciation 

(such as about reasons for the challenge and appreciation of relationships to friends), and 

feeling empowered or better equipped for the future [291]. 

The ‘levels’ of reflection [143] that participants reached through SelVReflect differed – some 

reached level 1 (Reflective Description), while others progressed to level 2 (Dialogic 

Reflection). While some felt confirmed in their previous perspective on the challenge, others 

discovered new ways of how they could approach them more effectively in the future. This 
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suggests that even some ‘transformative reflection’ took place. Discovering new ways of 

dealing more effectively with challenging situations is closely related to self-efficacy. 

As established in previous research, effective self-reflection benefits from guidance and 

encouragement [143, 390]. The findings suggest that the NLUI achieved this and that it 

enabled participants to express and reflect on the challenge in different ways, helping them 

discover new aspects about it and themselves. However, as Agapie et al. [3] emphasise, deep 

reflection also requires effort, which can decrease the enjoyment of the task itself and lead to 

a loss of motivation to persevere. It seems the NLUI could successfully mitigate this, as 

participants pointed out the voice guidance not only made them feel comfortable and 

confident to be exploratory and creative in both their expression and reflection, but it also 

brought structure, helped them break down the process of creation into smaller parts, and 

supported them in ‘dissecting’ the experience and its different components. Furthermore, the 

guidance enabled them to take on new perspectives and reflect on how different components 

might be interconnected. 

The approach of having different forms of interaction with the NLUI – request-based in the 

beginning, followed by mixed-initiative (both request-based and proactive), seemed to work 

for the present study. This way, participants could start off and do the first parts of their 

creation at their own pace. Then, once a basic structure was in place and participants had 

‘warmed up’, the NLUI would occasionally also intervene proactively to give them some 

inspiration for what to express and/or reflect on. 

Furthermore, the approach of having a certain structure or ‘evolution’ of the guiding prompts 

over time also seemed to be effective with participants finding them to help them “stay on 

track”: In the beginning, the prompts were mainly designed to facilitate expression and 

externalisation and, in the end, to encourage participants to explore the representation and 

reflect on it more deeply. 

Similar to VoiceViz and ProberBot the present prompts were not designed to provide 

participants with any instructions but rather to inspire them to consider and explore different 

aspects while performing their task. However, what was given particular attention in 

SelVReflect was to design the prompts in a way that they encourage the user. The reason for 
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doing so was that many people find creative/expressive tasks challenging, in particular if they 

involve personal topics/issues as was the case with SelVReflect. The findings suggest that this 

was generally achieved (e.g. “It’s not just about what they [the prompts] say, but how they say it. It 

helps you relax and ease into it” – P9). It seems that the approach of having prompts consisting 

of an inspiration and an encouragement part is effective for expressive activities where it is 

particularly important that people feel comfortable and confident to be able to achieve a 

positive experience and outcome (e.g. activities that involve more personal topics, 

experiences, feelings). Furthermore, it helped participants to get used to and comfortable with 

the opportunities of expression that the VR canvas provides, which go beyond other means 

and modalities they may be familiar with (e.g. drawing and writing). 

Participants’ descriptions of how they understood the visualised relationships between 

parts/aspects of the challenge in new ways through representing and exploring them (i.e. by 

literally walking through their creation) further suggest that the experience enabled effective 

forms of external cognition. The findings also underline the crucial role that the prompts from 

the NLUI guidance played specifically with regard to external cognition, enabling them (a) to 

think the representation through (e.g. its stages and components) and visualise its structure 

in their head, to then (b) externalise it to and represent it in the VR canvas by asking them to 

focus on specific aspects, to finally (c) explore the representation they created and encouraging 

them to reflect on what they discover in the process and what new connections and 

dependencies they might see, with the aim to help them build a new understanding. This 

further suggests that apart from the reflection-on-action (i.e. the reflection on the past 

challenging experience), which SelVReflect enabled, an important role of the prompts was 

also to facilitate forms of reflection-in-action (where ‘in-action’ represents the process of 

creation and going through the past challenging experience again while using SelVReflect) 

which enabled participants to explore different ways in which they could best express and 

represent certain aspects of their experience. 
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6.8 Conclusion 

SelVReflect, with its three-dimensional ‘canvas’ for expression and its ‘embedded’ NLUI 

guiding the process of expression and reflection, was able to help participants make sense of 

the challenging experience, discover new aspects in it, and get new understandings of how 

they could approach comparable situations in the future. The findings suggest that reflecting 

on ourselves – and how we act in our respective environments – through scaffolded self-

expression has the potential to not only foster situational awareness but also self-awareness, 

emotional intelligence, and even the formation of new knowledge about ourselves. However, 

as in the previous studies, the findings also revealed that the proactive reflection prompts also 

involve certain challenges – they were sometimes not relevant for what the participants were 

doing at a given moment or pointed out things they had already reflected on. 

Similar to the previous two studies, SelVReflect was designed to support people in reflective 

thinking – in particular, reflection-on-action – to make sense of a topic or of oneself. While in 

the case of VoiceViz, most of the reflective thinking (in response to the NLUI’s questions) was 

expressed and externalised in a conversation between pairs of people, in ProberBot, this was 

done by the user through written answers and explanations in response to its questions. Here, 

another modality or way to express one’s thoughts, namely visual expression, was explored. As 

the study showed, this enabled effective forms of external cognition which supported 

reflective thinking: Reflecting on different aspects of the past experience helped participants 

figure out ways to visually express/externalise it – at the same time, exploring what they 

expressed enabled them to reflect on different ways to look at the challenge and what helped 

them overcome it (e.g. reflecting on the connections between stages and components). This 

further suggests that in the case of SelVReflect, there seemed to be a particularly strong 

interconnection between both ‘cognitive externalisation’ and reflection. This not only gave 

them insights into their own behaviour and how they might be able to improve it in the future 

in similar situations (which is similar to what ProberBot intended to achieve with respect to 

investors’ decision-making – see Table 6.5 below) but also it enabled a number of participants 

to give the challenging experience a new meaning in the sense that they might look at it in a 

new way. Thus, a particular strength of SelVReflect seems to be that the rich representations 

it allows people to create provide a ‘fertile ground’ for reflection. 
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Table 6.5: Outcomes of reflection targeted by the NLUIs in each study. 

 Outcomes of Reflection for User 

VoiceViz: • Understanding the patterns in the data 

and their potential causes 

ProberBot: • Understanding the relevance of 

different data for a decision 

• Understanding one’s own decision-

making behaviours 

SelVReflect: • Understanding one’s behaviour in a 

challenging situation 

• Understanding the meaning of this 

challenging situation (in new ways) 

 

Taken together, the three studies show how proactive question-asking NLUIs that are 

‘embedded’ into interfaces used to perform a range of open-ended tasks with the aim of 

triggering users’ reflective thinking can lead to different forms of sensemaking and enable a 

range of different insights. The idea of NLUIs proactively asking users questions specific to 

their ongoing task to get them to reflect on different approaches, perspectives, and aspects to 

consider seems to augment their thinking in various ways. All studies showed that the 

proactive questions can provide opportunities for reflection-in-action, and in particular, 

SelVReflect showed how they can enable reflection-on-action [373]. 

Having examined the potential of these types of task-embedded NLUIs, a question was what 

other forms of proactive NLUIs could there be – in terms of the types of support that they 

provide and how they intervene – and how they could be embedded into everyday situations. 

This is explored in the next chapter. Instead of focusing on specific tasks that are performed 

using certain interfaces and how the NLUI can be embedded into them, as was the case for 

the three studies reported so far, the next chapter examined which possibilities and 

opportunities there are for proactive NLUIs to become part of people’s everyday lives. The 

goal is to provide a counter-perspective to the types of ‘cognitive co-pilots’ looked at so far 

and explore their possible ‘design space’ more broadly.  
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7. Cognitive Co-pilots in Our Everyday Lives 

This chapter focuses on how NLUIs that proactively prompt people could be embedded into 

their everyday lives. The aim of the final set of studies reported in this chapter is to explore 

‘what might happen’ if cognitive co-pilots could be designed to ‘venture out’ from task-

specific interfaces and instead weave themselves into people’s everyday activities.  

The aim of the research was to consider how to deliver information that might be relevant for 

an ongoing everyday activity. This research was conducted in collaboration with colleagues 

from the University of Bremen as part of the Excellence Chair project, which was also the basis 

of the previous chapter (SelVReflect)18. 

The NLUIs here were designed as proactive voice assistants (VAs) that would appear in the 

form of a smart speaker. To investigate people’s perspectives on proactive VAs, a set of 

storyboards were designed depicting a variety of proactive actions by the VA in everyday 

situations and social settings. The question that was addressed was how people might react 

to having a proactive VA which makes suggestions in different everyday settings. Would they 

find the advice helpful, or conversely, too intrusive for the ongoing activity? How would they 

feel about a VA observing different (social) activities? And how and when would they want 

– and not want – a VA to intervene?  

                                                      
18  While the first publication had shared first authorship, I was the second author on the second 

publication underlying this chapter (with Nima Zargham being the first author). However, I was 

actively involved in the research throughout the process, from initial study ideas to the data analysis 

and the final write-up of publication arising from this work. 
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7.1 Introduction 

Voice assistants (VAs) are accessible across a spectrum of devices, including smartphones, 

tablets, PCs, vehicles, smart home gadgets, and smart speakers. As more and more VAs are 

finding their way into our homes, in particular in the form of smart speakers, they play a 

greater role as digital everyday helpers. They are being widely used for a range of activities 

such as smart home control, information retrieval, entertainment, online shopping, and 

managing schedules [332] and are further evolving to handle more complex tasks and 

dialogues. Advances in AI, natural language processing, and sensing techniques are expected 

to give these systems a better sense of people’s behaviours, preferences, intentions, and 

surroundings, enabling them to become increasingly more proactive (e.g. [105, 118, 286, 367]) 

– so that they can suggest a person things or ask them questions that might be relevant for 

their ongoing activity. In the near future, the increase in VA’s (proactive) capabilities is likely 

to increase even further with the proliferation of LLMs, which are also used to extend the 

abilities of these VAs. 

Section 2.1.5 reviewed the literature on proactive voice assistants, suggesting that despite 

some proactive behaviours being perceived as uncomfortable, disruptive, and invasive, 

people also recognise the numerous benefits of such interactions. Other research has 

examined the appropriate timing and delivery of proactive interventions, for example to 

reduce interference with ongoing tasks (see Section 2.1.6). While proactive services can 

provide useful information for assisting, inspiring, and engaging users, the timing and 

relevance of interventions are critical to the user experience (e.g. [8]) but are also very 

challenging to get right (e.g. [286]). The importance of timing and appropriateness of proactive 

interventions is even more pronounced for voice user interfaces (VUIs). Attending to GUI-

based notifications can more easily be delayed until the user is ready, which is not possible 

with VUIs as speech demands immediate attention and can thus interfere with ongoing user 

activities or social interactions (as it was also found in the VoiceViz study in Chapter 4). While 

there seems to be a demand for proactivity, there is limited evidence about what makes a 

proactive voice assistant desirable (e.g. [8]). However, proactive interactions in such devices 

could open up new opportunities and potentially empower a broad range of applications 

[441]. Yet, certain proactive behaviours can cause discomfort and be perceived as disruptive 
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and invasive (e.g. [12]). For successful proactive interventions, not only users’ current mood 

but also cultural and social context need to be considered. Proactive features also present 

challenges regarding privacy (see Section 2.1.5), as they constantly need to monitor and 

process their environment and the users’ behaviour.  

When compared with the NLUIs presented in previous chapters, these concerns are – 

unsurprisingly – significantly more pronounced for proactive NLUIs that are embedded in 

everyday (domestic) settings. Proactivity in the former ‘only’ requires monitoring a person’s 

activity within the software tool used to perform the specific task – there is generally no need 

to observe the physical world – while in the latter, the smart speakers’ physical environment 

might need to be continuously monitored in order to provide meaningful interventions based 

on what is currently happening, which might also include intimate activities and interactions 

between people. As highlighted by Tabassum et al. [407], privacy is one of the main concerns 

people have and most likely a decisive factor as to why they might not want to use a proactive 

VA. 

Here, we begin to address the desirability and usefulness of proactivity, given these previous 

concerns, by exploring people’s attitudes towards various everyday (social) scenarios in 

which a VA proactively addresses the user(s) in different ways based on their current activities 

and conversations. For this purpose, we designed a set of storyboards illustrating a range of 

possible proactive interventions in a home environment, which were used for three separate 

studies (two of which are reported in this chapter) to investigate people’s perceptions of 

proactive VAs in everyday situations. 

7.2 Study Design 

To investigate circumstances for a desirable proactive VA in everyday situations, we used an 

approach inspired by scenario-based design methods [70] and vignette studies [4], which 

allows us to investigate (future) technologies despite current technological limitations – and 

has also been used by other researchers in similar studies [264]. This comprised questionnaires 

and online interviews in which participants were asked about their perceptions of a range of 

storyboards that were shown to them, representing various scenarios within home 



 192 

environments. The storyboards show different people, what they are doing, including their 

ongoing interactions and conversations with each other, as well as a smart speaker proactively 

saying something. 

7.2.1 Storyboards 

Two of the research team and I held multiple brainstorming sessions in which we came up 

with 30 scenarios. The creation of the scenarios was based on what was imagined could 

possibly be useful proactive interventions in everyday situations. The scenarios were all 

situated in a home environment, including a single person or multiple people – which also 

reflected one of the main ways the scenarios were classified (single versus multi-user). The 

scenarios were further classified according to the interruption of a conversation among 

people, whether the action was ‘imposed’ on the user or rather suggestive, and the potential 

to be perceived positively or negatively by the user(s). Several iterations of narrowing down 

the set of scenarios were performed, mainly focusing on how well the chosen scenarios 

covered the different classifications. This resulted in a final selection of eight scenarios for 

which graphical storyboards were created. A pilot study was conducted on the final set of 

storyboards with three participants, which showed that they were successful in getting 

participants to contemplate the VA’s intervention and what they believe the outcomes of the 

intervention might be, including how they expect the people depicted in the scenario to react 

to the VA’s intervention. 

All storyboards were in a comic style with two or three separate panels. Several different 

styles were explored with the aim to convey the situation without any ethnic or cultural cues 

so that all participants should be able to put themselves in the shoes of the characters. The 

fictional agent was given the gender-ambiguous name ‘Jay’ to reduce gender bias. To avoid 

an influence from the reactions of the depicted characters on the participants’ opinion, no 

facial expressions or responses to Jay’s behaviour were included. The cylinder-shaped 

appearance of the voice assistant was similar to a conventional smart speaker (see Figure 7.1 

for example, a full list of storyboards can be found in [FP3]). The set of storyboards was 

generally similar across the studies despite two replacements and small adjustments to 

phrasing (for example, based on further feedback received from other researchers or in pilot 

testing conducted before the studies). 
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Figure 7.1: Scenario 1 – Cooking Inspiration: Two friends are contemplating what to cook 

for dinner when Jay offers to suggest recipes based on what is in the fridge. 

 

Figure 7.2: Scenario 2 – Fact Checking: Three friends discuss a historical topic when Jay 

interrupts them to get a fact right. 

 

Figure 7.3: Scenario 3 – Disagreement Clarification: Two people remember differently 

what they agreed on when Jay settles the disagreement by quoting what they said. 

 

Figure 7.4: Scenario 4 – Technical Support: A person asks their friend for help with setting 

up new headphones. As the friend is busy, Jay offers to assist. 
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7.3 Study 1: Survey 

An online questionnaire was designed so that the scenarios could be evaluated. It was 

designed so that participants would rate Jay’s proactive interactions in terms of usefulness, 

appropriateness, pleasantness, and how positive or negative their overall impression is, using a 

five-point Likert scale for each scenario individually. Ethics approval was obtained from UCL 

(UCLIC/1819/008/RogersProgrammeEthics) prior to the study. The survey concluded with a 

set of questions on demographics. Since current smart speakers are used by a wide range of 

users of different age groups, we did not have any inclusion criteria apart from being fluent 

in English. 

7.3.1 Study Design 

After a welcome text and a short introduction, participants gave informed consent. They were 

then introduced to the concept of a proactive VA and the fictional agent ‘Jay’. They were asked 

about their typical usage of VAs and if they own a smart speaker. They were then presented 

with the eight scenarios, one by one, in randomised order. In the end, participants were asked 

to share what they liked or disliked regarding Jay’s proactive behaviour.  

Participants 

A quota sampling approach was used to recruit participants. The acquisition was based on 

mailing lists, social networks, and word-of-mouth. Participation was voluntary and 

uncompensated. Of the N = 47 participants 25 self-identified as female, 18 as male, 1 as non-

binary, and 3 preferred not to say. 34 participants were 18 to 34 years old, 7 were between 35 

to 54, and 6 were older than that. 26 of the participants have previously used VAs (10 rarely, 

16 often). 12 participants owned a smart speaker. 

7.3.2 Findings 

The following findings give an impression of the participants’ diverse opinions on the 

proactive abilities of the VA in the scenarios. First, quantitative and then qualitative results 

are presented. Due to the highly exploratory nature of this research, we refrained from 
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inference testing and only use mean (M) and standard deviation (SD) as descriptive 

statistics19. 

Usefulness of the interactions received high ratings with a mean of M = 3.73 out of 5 (SD = 1.33) 

across all scenarios compared to how pleasant (M = 2.95, SD = 1.32) and appropriate (M = 2.94, 

SD = 1.43) the participants found the scenarios. However, there was considerable variation in 

participants’ ratings: All scenarios received the highest and the lowest possible ratings on all 

tested dimensions by at least one participant. Overall, this suggests that participants could 

generally see the use of many of the scenarios overall giving them rather elevated usefulness 

ratings; however, pleasantness and appropriateness are generally perceived to be less 

elevated and around a neutral rating of 3 (on the scale from 1 to 5).  

The voice assistant was designed to intervene when there is either one or more than one 

person present. This was found to have an effect on the attitudes expressed – for example, 

concerning appropriateness, which can be seen in Figure 7.5. However, the pattern was similar 

for how useful, pleasant, or positive the interaction was perceived. For example, the scenarios in 

which Jay addressed the user in reaction to an ongoing conversation were rated worse than 

when the user was not engaged in a conversation. Similarly, the interactions in which the user 

was alone when being addressed by Jay received better ratings than when being with others. 

Whether the action was classified as being imposed or was suggestive also had an influence 

on participants’ ratings (see Figure 7.5). The scenarios in which Jay framed the assistance as a 

suggestion, instead of imposing the help on the user, were judged more positively by the 

participants. 

                                                      
19  Given the custom questions, it would have been more appropriate to only use the median and 

interquartile range, as custom Likert-scale questions should generally be considered ordinal. However, 

this methodological issue was only identified after the publication of the paper which this section is 

based on (see the short paper in the list of publications at the beginning of this thesis) and it was decided 

to keep the descriptive statistics presented here consistent with the publication. 
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Figure 7.5: Box plot of appropriateness ratings comparing the three scenario classifications. 

Participants’ Reflections on Proactivity 

To evaluate the answers to the open-ended questions, three researchers agreed on a codebook 

that was generated from a random selection of ten participants’ responses. Subsequently, all 

responses were coded along this categorisation and summarised. 

Overall, participants found the proactive behaviour of Jay helpful. The most favoured aspect 

of Jay were the proactive reminders. 20 people mentioned that they would benefit from such 

a feature. On the other hand, one participant (P4) had concerns about whether this would 

become a habit: “I think it will make me lazy and will have a bad effect on my memory overall”. 

15 participants pointed out that the timing for initiating a proactive action is crucial. P9 

mentioned: “When Jay is proactive, it should basically behave like a person. Jumping in every 

discussion or argument is going to be annoying.” Four people stated that Jay’s proactive behaviour 

is fine only when being alone. When more people are present, they would not like to be 

interrupted by the VA: “If I am in the middle of an interaction with one or more persons, I do not 

want Jay to interrupt.” 



 197 

Five participants were sceptical about the social sensitivity of a proactive smart speaker. They 

raised concerns about an AI’s understanding of the conversational context, which can 

sometimes even be difficult for humans. P27 mentioned: “It would be great if Jay could learn some 

basic good manners and develop a certain level of social sensitivity by interacting with humans like 

children do. I could easily imagine a young kid interrupting a social interaction and being told off by 

his parents.” Seven participants pointed out that certain proactive behaviours could damage 

human-human interaction. P32 speculated: “If the relationships in the household are suffering from 

a lack of time spent together, it may exacerbate the circumstances by taking time away from the 

families.” 

7.3.3 Discussion and Conclusion 

The survey results suggest that most of the participants tend to see proactive interventions as 

useful. However, the ratings for appropriateness were much lower, suggesting that 

appropriateness given (social) context will affect the overall acceptability of the interactions. 

Furthermore, there were various concerns regarding the timing of interventions and 

appropriateness in certain contexts, which resonates with previous studies (e.g. [8, 72, 245]). 

The quantitative analysis revealed that in settings where users were alone with the VA, the 

interventions were generally rated more positively than when other people were present. This 

suggests people do not mind that much if they are interrupted when alone but feel that it is 

more intrusive when they are with others. 

There were many comments about the social awareness of the VA, questioning its 

understanding of context and people’s intentions. Related to that, participants mentioned that 

not all questions in an ongoing human-human conversation are meant to be responded to (by 

a VA). Social skills, such as when to speak or when to approach others, are complex abilities 

that are difficult for computer systems to master. A possible approach that was suggested, 

which could reduce inappropriateness in social situations, is that the assistant would ask more 

politely if it should suggest or remind about something, such as, “Would you like me to help 

you with that?” or “May I suggest something concerning ... ?” which resonates with the 

findings by Edwards et al. [122] on how proactive interventions could be initiated. 
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Overall, the scenario-based questionnaire study shows that people generally found proactive 

VAs useful, but many raised concerns about the timing of interventions and loss of control. 

Furthermore, the diverging opinions suggest that proactive VAs may be desirable only in 

certain situations and for some users. One approach that was suggested by participants is to 

be able to decide when to allow a VA to observe the environment and to be proactive. To 

better understand the perceptions beyond some of the aspects measured in this survey, an 

interview study was conducted, which is presented in the next section. 

7.4 Study 2: Interview Study 

This study was designed to gain a more comprehensive understanding of the factors that 

make a proactive intervention to be perceived as desirable (or not) for which an ‘interactive 

interview’ was developed that involved a range of tasks to elicit further people’s reflections 

on the same storyboards used in the above study. 

7.4.1 Study Design 

A sequence of different interview parts combined with specific tasks were used to find out 

how participants perceive the depicted (social) situation and how they think Jay’s intervention 

affects it, as well as to understand how proactive interventions need to be designed to mitigate 

any negative effects on people’s (social) activities. An aim was to enable participants to think 

about the scenarios from different perspectives. For example, they were asked to order the 8 

scenarios in terms of their usefulness, appropriateness, and invasiveness, and how they think 

people might react to the VA’s interventions. They were also asked to provide ideas for how 

the VA should best intervene, including how it should initiate its interventions.  

Participants 

N = 15 people participated in the study, of which seven self-identified as female and eight as 

male. They were between 22 and 35 years of age (M = 27.86, SD = 4.47). Five participants had 

a bachelor’s degree, nine had a master’s degree, and one had a PhD. Participants were 

recruited using convenience sampling. The participation was voluntary and uncompensated. 

The recruitment continued until data saturation was reached, satisfying the recommended 
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sample sizes of theoretical saturation from the literature [167, 423]. Two thirds of the 

participants had previously used VAs (four rarely, six often). Seven participants owned a 

smart speaker. All participants were proficient in English. 

Procedure 

The participants were asked to give informed consent and fill in the demographics 

questionnaire prior to the session. Before starting the interview, the interviewer explained that 

participants should assume the data is processed locally on the device20. The interviews were 

all held online. At the beginning of each one, participants were informed about the study 

procedure and the concept of a proactive VA. The tasks set as part of the interview were 

performed through a virtual whiteboard tool Miro21 . All participants were given a short 

familiarisation phase with Miro and the virtual board. During each session, the participants 

shared their screens with the interviewer to be guided through the tasks. All sessions were 

audio-recorded for later analysis. The sessions took 51.3 minutes on average (SD = 10.6). 

Data Analysis 

The data was analysed in terms of: (i) content from the virtual whiteboards and spoken 

statements from the interviews and (ii) the information from the completed tasks on each 

participant’s board. The findings reported in what follows focus on participants’ perceptions 

of the scenarios and are thus mainly based on the interview data. More details on some of the 

findings of the separate tasks can be found in the underlying publication [FP3]. 

The analysis was reviewed and discussed by two other researchers and me. The transcripts of 

the interviews were independently coded by me and another researcher using inductive 

coding and subsequently merged and consolidated. Together with two of the researchers I 

discussed the codes, resolved disagreements, and derived themes. The themes can be 

categorised into (I) perceived helpfulness, (II) privacy and mistrust, (III) consideration of 

social context, (IV) configuration and control, (V) and initiating and phrasing of interventions. 

                                                      
20 While some of Jay’s features may not yet be feasible today with offline/on-device processing, we 

wanted to avoid participants solely worrying about data privacy, as this aspect is already well-

researched. 
21 https://miro.com 

https://miro.com/
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7.4.2 Findings 

Overall, participants had diverse opinions about the proactive behaviours in VAs. Some were 

favourable of the different kinds of proactive interventions Jay presented in the scenarios and 

valued the additional features, while others disliked them: “I would rather ask [for help] than 

getting help without asking” (P6). Some had mixed feelings: “It’s like a double-edged sword: both 

helps and can intrude” (P5). Next, we consider the five themes. In each subsection, the findings 

are presented followed by an interpretation of them. 

Theme 1: Perceived Helpfulness 

The proactive assistance for the Technical Support scenario was positively perceived by most 

participants: “[Jay] was smart enough to understand the initial question was aimed at another person. 

After seeing that no solution can be found, it jumps in and helps” (P6). Reacting to indirect calls for 

assistance was also highlighted for the Cooking Inspiration scenario, for example, P5 said, “The 

character is mentioning that she has no clue, and she needs help” without addressing the VA. P6 

also mentioned “It’s not just answering a question, but rather trying to solve a problem it has 

detected” This suggests the participants considered this situation to be a meaningful ‘entry 

point’ for the agent to proactively intervene. 

An observation was the participants’ indecisiveness on whether proactivity is desirable or not, 

when they found interactions intrusive but at the same time useful. About the Disagreement 

Clarification, P8, said: “Very useful but very scary. It can destroy you, but it will also cut the 

discussion short.” Similarly, for the Fact Checking scenario, P15 said, “I think in this case, none of 

them are right, so the speaker was being helpful. If one of them was right, then they would feel bad about 

it, no one wants to be corrected.” 

Interpretation. These results show that there are several situations in which participants find 

the proactivity both useful and appropriate. However, a common pattern in their comments 

was the dilemma of proactive interventions being perceived as helpful but at the same time 

intrusive – a proactivity dilemma. For several scenarios, participants were ambivalent about 

whether the intervention was overall desirable or not, hence a ‘double-edged sword’. It also 

underlines how helpful an intervention is perceived often depends on the appropriateness of 

the intervention for the social situation. In other words, helpfulness is often not just dependent 
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on the content of the intervention and what problem it can solve (e.g. helping a couple 

remember the time they agreed to meet) but also what it could mean for the social situation. 

This interdependence is captured by the following quote from P5: “This can be helpful, but it 

can hurt people's feelings – that makes it not really helpful.” 

Theme 2: Privacy and Mistrust 

The second theme of privacy and mistrust is key. Even though we asked our participants not 

to focus on privacy and data protection concerns (as this would have most likely biased the 

results largely toward this theme), they were identified as the biggest concern among 

participants. All interviewees wanted transparency and control in data processing, for 

example: “If I know where my information is being processed and used, I can decide better to use such 

systems or not” (P12). Some participants were concerned about the misuse of personal data for 

hidden agendas or providing proactive advertisements, for example, P10 said: “[the agent] 

might give me suggestions that are influenced by political reasons or advertisements and try to control 

my behaviour based on that.” Another concern was about an entity intruding into the private 

environment: “It’s like another person is always at your home” (P12).  

One participant found it “really scary that everything could be monitored” (P8). The participants 

also pointed out that people might constantly feel ‘observed’ or ‘judged’. This was especially 

prominent for scenarios where the agent interrupted a conversation. For example, for the Fact 

Checking scenario, P7 said, “This would be intruding my privacy. It's an intrusive move. I see the 

assistant as a tool rather than an equal conversation partner.” Mistrust was further expressed about 

‘false alarms’ and ‘misinterpretations’ of certain situations and user states or behaviours by 

the agent, which might create confusion, frustration, or even conflict. It was also stated that 

for certain conversations which are not about a private or intimate topic, it might be acceptable 

for the VA to intervene, for example in the Cooking Inspiration scenario, “The person herself is 

mentioning that she needs help (‘she has no clue’). This is good timing [of the proactive intervention], 

and the topic is not really private.” (P6) 

Interpretation. In order for VAs to be proactive, they require more information about users’ 

environment and behaviour, meaning more personal data needs to be processed to provide 

such services. Not surprisingly, interviews revealed how participants’ main hurdle for 
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adopting proactive VAs were privacy concerns as has been identified by others [264, 407]. 

Participants were worried about the misuse of their personal data by companies providing 

such VAs and third parties. Another concern was related to having an additional ‘entity’ in 

the home that is not just a passive servant – like current smart speakers – but rather some form 

of (social) ‘actor’ that takes an active role in their private space and family life. The participants 

associated this worry with paternalism and a lack of control over the device, fearing negative 

social repercussions, especially when there was more than one person in a space. 

Theme 3: Consideration of Social Context 

Generally, participants were sceptical about the agent’s social awareness. Seven participants 

found Jay’s interventions disruptive and intrusive when they interfered with ongoing 

conversations, for example, P1 said, “[Jay] should not stop the thinking process and break 

conversations. It damages the human-human interaction”. The proactive intervention was then 

considered by P16 as “ruining the magic of the discussion.” Two participants even perceived 

these interruptions as “creepy”. Jay’s interjections were considered unwelcome because the 

agent was seen “as a tool rather than an equal conversation partner” (P7). One participant 

considered it to be “like a contract: everything is noted down. That’s very stressful” (P15). The 

content of the conversation was described as an important factor for proactivity by seven 

participants: “If it is an intimate conversation, [Jay] should not really intervene” (P10). Two 

participants were concerned about the missed opportunity of socialising and bonding with 

another person due to the imposed help by the agent: “This is not received as an act of helping, 

but rather programmed” (P15). Further, the presence of people in the room was a common 

theme: “Emotional connection between me and my visitors is the key factor” (P3). In the presence of 

other people, 12 of the participants preferred the agent to be proactive only if it was an urgent 

matter. 

Moreover, most participants found it frustrating or unpleasant when the agent corrected 

users: “People would feel bad about it. No one wants to be corrected” (P14). One participant was 

torn as “this can be helpful, but it can hurt people’s feelings” (P3). When the agent was 

contradicting one user while supporting another, participants found it even more insensitive. 

Regarding the Disagreement Clarification scenario, verifying what was previously agreed was 

seen as the assistant taking sides. Such well-intended interventions were thought to 
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“potentially cause users to argue” (P13), and they “could add more oil to the flame” (P1). For the 

Fact Checking scenario, however, one participant assumed: “I think in this case, none of [the users] 

is correct, so the speaker was being helpful.” (P14). Four participants speculated that the users in 

this scenario might feel offended, and three presumed that the proactive intervention would 

cause social awkwardness. In contrast, a small number of participants were in favour of these 

interventions, because “it’s nice to be corrected” (P7) or “it’s factual and cuts the discussion short” 

(P8). Similarly, two people appreciated the Disagreement Clarification scenario: “I love this 

example. I think these arguments come up quite often, and everyone thinks they are right. Personally, 

in this situation, I would like to have that. I always dreamed about having such a system to check for 

the truth” (P6). 

Interpretation. In multi-user scenarios, the interventions in which the agent would help people 

resolve an issue and save time were perceived positively. However, other than time-critical 

or urgent situations, these were only perceived to be appropriate when the people had a 

chance to first try to resolve the matter by themselves. Participants generally thought that 

when the agent detected a question that was aimed at other people, responding to such 

questions before the intended person got a chance to respond was perceived as annoying and 

interfering. However, if the intended person could not properly respond to these questions or 

inquiries, the agent’s intervention was considered useful and appropriate. For example, in the 

Technical Support scenario, the agent intervenes based on a request for help but only does so 

after the addressed person says they are not able to help at that point. Participants assumed 

that the agent was aware of the context and could appropriately detect an opportune moment 

to engage in the ongoing conversation. However, participants raised a concern about the agent 

taking away an opportunity of bonding, even if it is being helpful. They frequently mentioned 

that the agent’s intervention in social situations is disruptive and could potentially damage 

human-human interaction. In accordance with previous research [286, 440], understanding 

the relationship between the people who are co-located, as well as the seriousness and 

intimacy of the conversation, were pointed out as important factors for the appropriateness 

of the agent’s intervention in these situations. 

Moreover, when the agent corrected people, some participants found it inappropriate, 

annoying, patronising or even insulting. The Disagreement Clarification scenario was rated 
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most invasive and ranked second to last in terms of appropriateness. One reason for this was 

that in this scenario, the conversation was perceived as private. Additionally, the agent’s 

intervention contradicts one of the people present and approves of the other, which resolves 

the disagreement but could further ‘fuel’ the conflict. Nevertheless, some participants still 

found this highly useful and wished for such systems in their households, e.g., to cut 

discussions short. This example illustrates well that there seem to be major individual 

differences in how the proactive interventions are perceived. 

Theme 4: Configuration and Control 

Most participants mentioned the importance of being in control and being able to configure 

the system’s proactive actions, in particular concerning the timing and topics. Three 

participants suggested the possibility to switch proactivity off temporarily. Four wanted to 

regulate interventions based on who is present in the room. Limiting proactive interventions 

at specific times of the day was suggested by three participants. One proposed to set the 

agent’s ‘proactivity extent’ using a slider in the settings. Hence, the users’ agency was raised 

as a concern among participants (similar to the suggestion made for ProberBot in Chapter 5, 

see Section 5.6.3). They found certain proactive interventions of Jay patronising and 

imperious. Participants did not like the assistant playing the role of someone who is 

controlling certain aspects of their lives: “I’m a person and I decide for my life. AI should not decide 

for me” (P4) or “If I have activated this [type of proactive intervention] in the settings, I would be more 

open to it. But if it is unasked for, I would be really annoyed” (P10). For example, for the Fact checking 

scenario, one participant also pointed out, “This is positive if I have previously activated it. I don't 

want it to do that in every gathering. Sometimes I may want to lie and it's none of Jay's business.” 

(P2). Beyond customisation, participants also hoped for the system to automatically adjust 

over time. Whether manual or automatic, for one participant “it needs to be adapted enough to 

the user’s needs in order to understand when it’s really needed – and when not” (P9). 

Interpretation. Participants were concerned about their possible loss of agency. The feeling of 

being controlled and patronised by an agent was expressed as a worry. Based on our 

observations, the factors that would increase the chance of appropriateness for such 

interventions were the phrasing and the predictability of the interaction based on pre-

configuration by the users. Participants wanted to be able to configure times and topics so that 
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they could anticipate interactions to some extent and have more authority. For example, it 

was suggested that the ‘feature’ where Jay might intervene when it detects statements that are 

not in line with other existing evidence on a topic (e.g. based on encyclopaedias or other 

information the VA can access), may only be desirable in certain contexts, as sometimes social 

interactions do not need to be aligned with other evidence available to the VA – for example 

if the interactions are playful, not that serious, or when inaccuracies might not cause any harm. 

One way to overcome the concerns is to enable proactive VAs to be customisable, such as 

letting the user decide on how short they want their VA’s responses to be [170]. 

Theme 5: Initiating and Phrasing Interventions 

How to introduce proactive interventions was a recurring theme during the interviews. For 

most of the interactions, participants suggested – similar to the findings of the survey study – 

that the agent should ask for permission or give some kind of cue before speaking: “Maybe it 

is more acceptable if [Jay] says ‘sorry to interrupt’” (P14). Some thought it is a good compromise 

to first announce that the VA is able to help or has a suggestion without being too specific yet, 

such as in the Cooking Inspiration scenario, P8 said: “I also like that Jay asks before giving a direct 

answer. It's not intrusive but a possible solution for a problem they have.” (P8) Based participants 

suggestions for how the VA should intervene we identified three different kinds of ‘initiations’ 

for proactive interventions: 

1. Non-verbal cues where the agent indicates an intervention with a visual or auditory 

signal but then waits for the user’s prompt to proceed. 

2. Verbal cues where the agent announces the subject but waits for the user’s permission 

to proceed. 

3. Direct interventions where the agent brings up the subject directly. 

Direct interventions were mainly suggested for urgent or health-related scenarios but also 

more generally when there might be a need/benefit to act quickly. When interrupting 

conversations between people, non-verbal cues were preferred as they were considered to be 

the least distracting. Otherwise, the VA might be perceived as “the annoying kid in the class that 

screams the answer” (P10) instead of raising their hand, which might be the equivalent of a non-

verbal cue. If a situation is not urgent or if the VA has previously been specifically set by the 
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user to intervene without asking (e.g. for a specific task like technical support or to remind 

the person of their appointments, etc.), it was generally suggested that the VA should first 

provide certain cues/signs to let the people know that the VA has a suggestion or idea. For 

example, for the Disagreement Clarification scenario, one participant said that “It shouldn't 

correct information in such situations. At least not proactively without asking me first. Maybe a sign 

before and then the information.” (P2) Similarly, it was also suggested that “It is better if [the 

agent] gathers more information before making a conclusion and providing suggestions”. Generally, 

participants suggested initiating the intervention in a polite and calming manner, gently 

‘building up’ potentially distressing topics while keeping them goal-oriented and succinct. 

Interpretation. The findings show participants expected the agent to ask for permission before 

conversing. This supports Arias et al. [12], who suggested that the agent should make sure the 

users are willing to interact at the specific moment. This permission request could be 

communicated in various forms. Verbal cues would have high conversational ‘fidelity’ in 

relation to human conversations, such as addressing the user by name (“Excuse me, Alex?”) 

or polite phrases (“Sorry to interrupt?” – P14). A more subtle approach could be non-verbal 

cues of different modalities, such as abstract audio or light indicators. Depending on the 

ongoing activity, the preferences of our participants differed. The cue should not distract 

people from their activity unless it is an urgent matter requiring a striking cue. Verbal cues 

were described as the most distracting, followed by audible cues. Visual cues were described 

as the least distracting. 

7.4.3 Discussion 

This interview study showed in more detail when proactive interventions by VAs in everyday 

scenarios are perceived to be desirable. The findings demonstrate that the participants saw 

benefits in proactivity, specifically in cases of providing timely support or relevant 

information for an ongoing task. However, concerns such as privacy implications, potential 

loss of agency, and interference with ongoing (social) activities may negatively affect people’s 

experience of such systems. To address the identified ‘proactivity dilemma’, it is important to 

consider how useful and appropriate an intervention might be for the ongoing (social) 

activity. Below is a set of six considerations for designing proactive VAs for everyday life. On 

a general level, these considerations also apply to the NLUIs covered in the previous three 
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chapters; however, they are likely to be less ‘pronounced’ there. The reason for this is that the 

NLUIs in previous chapters ‘operated in’ more constrained task-specific contexts, which did 

not involve equally complex (social) settings that needed to be ‘navigated’ for proactive 

interventions. The Fact Checking (Figure 7.2) scenario is used for most considerations below to 

illustrate what they refer to. 

1. Permission to observe the environment in specific (social) contexts or at specific 

times. Which permissions was the VA given to observe its environment (e.g. time of 

day, people present, etc.)? 

2. Permission to intervene in a specific way in a given context. Which settings or 

preferences were made regarding the VA’s proactive interventions? What types of 

conversations and topics is the VA allowed to intervene in? 

Scenario Example: Was the VA configured by the users to fact-check the content of 

ongoing conversations based on information it can access (such as encyclopaedias) at 

certain times or for certain topics? 

3. Alignment with the goal of people’s ongoing activity. (1) Is the intervention aligned 

with the overall goal of the ongoing (social) activity? (2) Does this activity or 

conversation involve any private, intimate, or (inter)personal aspects which could be 

negatively affected or disrupted by an intervention of the VA? 

Scenario Example: Regarding question (1), once the VA detects inaccurate facts in the 

ongoing conversation (statements on which empire is the oldest), it needs to determine 

if delivering the correct information is aligned with the goal of the ongoing activity. 

For example, is the goal of the ongoing conversation to agree on or learn historical 

facts (e.g. as part of a history assignment), or is it more playful and speculative (e.g. 

perhaps even part of a historical fact ‘guessing game’ and thus giving the correct 

answer would ‘break’ the game)? 

Despite its importance, question (2) might be less critical for the Fact Checking scenario, 

since the historic topic is less private/personal. In other words, the potential harm that 

a proactive intervention could cause for the social interaction may be smaller than in 

other, more private/personal conversations – as it might be the case in the Disagreement 

Clarification scenario, for example. 

4. Alignment with goals, interests, and abilities of individuals. Is the intervention 

aligned with the goals, interests, and abilities of the individuals present? 
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Scenario Example: The VA needs to determine if the information of its intended 

proactive intervention is relevant for and contributing to the goals of the individuals 

present – do these individuals have an interest in knowing a fact (e.g. are some or 

perhaps even all of them going to have a history exam on the next day)? 

Here, the provided information contradicts both parties and can thus be considered 

‘neutral’. However, in other cases where the interests compete, and the intervention 

may be in favour of one of the parties but not the other, the VA would have to more 

carefully decide if it should ‘get involved’ or not (e.g. as it is the case in the 

Disagreement Clarification scenario, for example). 

In some cases, the VA might also need to consider if users would be able to understand 

(and execute) what it suggests given their mental and physical abilities and skill at a 

certain task (e.g. considering the Cooking Inspiration scenario, it might suggest a recipe 

that is too complicated given a person’s cooking skills, or in the Technical Support 

scenario, it might suggest a solution that the person may not be able to follow given 

their technical skills). 

5. Urgency and importance. How urgently is the information needed to effectively 

contribute to people’s goals and interests? 

Scenario Example: If all the above factors have been considered and the VA ‘concludes’ 

that an intervention is adequate (i.e. the people present are likely to have an interest 

in knowing which Empire is the oldest), the next question is how important and urgent 

it is for them to receive this information. And does the information need to be 

delivered at this specific moment, i.e. while they are having their conversation, or 

could it also be delayed and provided at a later point and perhaps through a different 

channel (e.g. a notification on their phone)? For example, assuming these are indeed 

students preparing for a history exam, is the exam just about to take place or is it only 

going to be in a few days? 

6. Appropriately tailored initiation and delivery. How can the intervention be 

delivered so that it reduces any negative side effects, in particular regarding the 

previously assessed goal of the ongoing activity and of the individual people? 

Scenario Example: Is it most effective to just ‘insert’ the information into the ongoing 

conversation, or should the VA first check with the people present if they want to 

receive the information? For example, are the people already familiar with the VA and 

its interjections? Could it cause unease to be corrected and realising that they were 
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wrong? The goal is to intervene in a way that does not create a feeling of unease, while 

at the same time being goal-oriented and concise to avoid causing confusion. 

Taken together, these factors show the nuanced design considerations that are involved in 

designing VAs to proactively intervene in people’s everyday lives and the activities they 

engage in, in particular, when these activities are social (i.e. involving multiple people). Many 

of them will only become feasible with further advances in real-time (on-device) AI 

capabilities, as a VA needs to have an ‘understanding’ of what is happening at specific 

moments, what the goals of the ongoing activities are, as well as what people’s personal goals 

might be. 

As indicated by the findings and the positive attitudes of some participants, there might be 

certain groups of people who are more open and forgiving to proactive interventions from 

VAs – even to interactions that most others did not find acceptable. For example, there were 

some people who seemed to “love” the idea of a VA getting certain facts straight in 

conversations and even disagreements among individuals. For those individuals, it may not 

be a major issue if some of the above factors cannot always be accurately assessed (e.g. how 

well an intervention might align with people’s interests, with the ongoing activity, or how 

well it might be timed). They might also perceive a VA’s proactive interventions as less 

disruptive, unpleasant, or inadequate. In short, depending on who is using a system, there 

might be certain differences in how ‘well’ the above considerations need to be addressed by a 

VA for an intervention to be seen as desirable or not. Nevertheless, it is unlikely that a 

proactive VA will be able to offer meaningful and desirable interactions for a wider 

population if these considerations are not adequately incorporated when implementing and 

deploying them more widely. But even if they are carefully considered, there are more 

fundamental questions that will still need further research and discourse as to whether and 

how such proactive features can be designed so that they do not undermine human agency 

and autonomy or interfere with or disturb interactions and relationships between humans. 
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7.5 Conclusions 

Since proactive VAs that are comparable to those illustrated in the set of storyboards are not 

yet available in the market, a speculative design/design fiction approach [17] was employed for 

the questionnaire and interview study. This method enables evaluating aspects of the system 

that would be difficult to explore from an ethical point of view in a study in which functional 

prototypes would be deployed, such as intimate private settings and conversations. However, 

since participants did not experience the situations and proactive behaviours themselves in 

the studies, their perceptions are likely to only reflect in a limited way the experiences they 

would have with such a VA in the real world. While some of the proactive behaviours may 

turn out to be less problematic than people might have assumed based on the scenarios – 

many of them may also turn out to be more disruptive, annoying, or intrusive than people 

expected them to be based on the present scenarios. 

The two studies showed that proactive VAs in everyday situations can support people in their 

ongoing tasks in new ways and that participants generally consider many of the hypothetical 

proactive interventions to be useful. However, there are various challenges concerning the 

desirability (e.g. appropriateness and invasiveness) of their proactive interventions – in 

particular when multiple people are present. As the studies showed, some of these challenges 

could be addressed by adapting when and how the VAs intervene depending on people’s 

preferences and by adjusting the way prompts are delivered and phrased. 

The findings from the studies demonstrate that the perception of the desirability of proactive 

interventions is highly contextual. It depends on the type of ongoing activity, the urgency of 

the topic, the user’s current emotional state, the agent’s initiation and phrasing of the 

intervention, as well as how aligned the intervention is with the people’s interests. 

Developments in AI models that can process information (e.g. natural language) in real time 

will likely help address some of these challenges. However, there are many other open 

questions that are mainly related to the (interaction) design of these VAs which will also need 

to be addressed. For example, how the VA could be configured for people’s preferences and 

how it would adapt its behaviour during specific (social) activities including the phrasing and 

delivery of its interventions. 
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It is also important to note that although a majority of the participants thought that many of 

the VA’s interventions were undesirable for the given ongoing (social) activities, some of them 

gave much more positive ratings. For example, even for those interventions that were seen as 

being undesirable by most – such as when a VA intervenes in a disagreement to get a fact 

right – some mentioned that they would be happy for a VA to intervene in that way. 

In contrast to the NLUIs described in previous studies (VoiceViz, ProberBot, and SelVReflect) 

proactive VAs ‘operate in’ a significantly more complex environment – while the NLUIs in 

the former three chapters were all embedded within a specific software tool used for a task 

and thus the environment they ‘operated in’ was confined by what the task involved, the 

NLUIs presented in this chapter are embedded in the real world and thus need to make sense 

of a much wider range of activities, tasks and interactions between people. While the previous 

three studies showed that people generally found the proactive interventions not only useful 

but, in most cases, also meaningful and appropriate for what they were doing and thinking at 

a given point, there are various challenges involved in achieving this for proactive VAs in 

everyday contexts. NLUIs that point out something to a user concerning their current activity 

may generally just work better when this happens in a way that is ‘embedded’ into cognitive 

tasks performed at a (computer) interface where one tries to work on a specific task for an 

extended period of time. This is in contrast to the messy, nuanced, and interwoven activities 

and social interactions in everyday life, where it can be much harder for an NLUI to intervene 

in meaningful and desirable ways and at the right time. 

In the next chapter, the final discussion is presented, which examines the body of research 

covered in the previous chapters, beginning with answering the three research questions. 

  





 213 

8. Discussion 

This chapter discusses the findings of all the studies reported in the previous four chapters, 

which investigated different aspects of how NLUIs, which take the role of ‘cognitive co-pilots’ 

(in this chapter abbreviated as CCs), can be designed to support different types of tasks. The 

chapter begins by summarising the main findings and then addresses the three main research 

questions outlined in Chapter 1. Building upon this, Section 8.2 then provides a set of design 

principles and considerations. This is followed by Section 8.3, which summarises the main 

contributions to knowledge of this PhD research. Following this, Section 8.4 discusses some 

of the main limitations of the conducted research, leading to Section 8.5, which outlines some 

of the possibilities for future research on CCs. The chapter then concludes with an overview 

of some of the ethical considerations of CCs and possible ways forward in Section 8.6. 

8.1 What was Found? 

The main contribution of this PhD thesis was to demonstrate how NLUIs could be designed 

to be proactive (i.e. initiating a dialogue with a person or triggering inner thoughts and 

actions) and, in doing so, support human cognition in a range of different tasks both when 

using software tools to perform specific activities or in everyday settings. The vision that 

motivated the programme of research was to design various interfaces that would make 

people stop and think about what they are doing. This was done through scaffolding, probing, 

or guiding questions to enable people to reflect and support their sensemaking.  

The research examined both the advantages and challenges of NLUIs (e.g. to support 

reflection) and proactive (natural language) interfaces and how they can support ongoing 

tasks as well as task/interface-embedded NLUIs. The novelty of the research contribution lies 

in the way in which these existing ideas were brought together and how they were applied to 

different tasks and contexts: 

1. With the exception of learning tools, NLUIs have not yet been more widely embedded 

into software tools to scaffold and support cognitive tasks (see Section 2.1.4). Here, we 

showed how they can also scaffold people’s cognition for a range of tasks. 
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2. Proactive interventions (by NLUIs) have mostly been applied to providing 

information or recommendations (see Section 2.1.5). Here, we demonstrated how 

proactive CCs could also be designed to help people in discovering new things, 

expressing something, or identifying ways to improve their decision-making. 

3. The benefits of facilitating reflective thinking through NLUIs have so far focused 

largely on wellbeing and educational domains (see Section 2.2.2). Here, we show how 

reflective thinking facilitated by an NLUI can be useful for a wide range of tasks that 

benefit from or require reflective thinking. 

The NLUIs that were developed were able to support people in performing tasks such as 

decision-making, by proactively asking them questions that facilitated and scaffolded 

reflective thinking. Three different prototypes were designed and evaluated: VoiceViz 

(Chapter 4), ProberBot (Chapter 5), and SelVReflect (Chapter 6). They demonstrated how it is 

possible to extend cognition in a variety of ways, through essentially getting people to stop 

and think and approach a task in a different (and potentially more systematic) way, give them 

an idea for how to proceed, or what else they could consider. At the same time, the findings 

also showed that besides the opportunities of proactivity for certain tasks and contexts, there 

are also major challenges, such as privacy, autonomy, and the agency of people interacting 

with such proactive NLUIs. Some of these challenges were also examined in more depth in 

the final set of studies, which explored how proactive NLUIs support people in their everyday 

activities by providing them with relevant information for their ongoing activities. 

This section discusses these and other key findings and addresses each of the three research 

questions outlined in Chapter 1. Below, a brief summary of the findings for each research 

question is provided before they are addressed in more detail in the following sub-sections. 

RQ1:  How can ‘cognitive co-pilots’ be designed to proactively support people in tasks 

they engage in? (Section 8.1.1) 

The set of studies conducted in this PhD have shown how CCs can be designed to intervene 

at opportune times to help users perform a variety of tasks, for example, analytical, decision-

making, and creative ones. Study 1 (VoiceViz) showed that designing a CC to have a set of 

open and closed questions either provided through text or voice triggered further trains of 

thought and discussion in a collaborative setting. It did this by getting the participants to 
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‘change tack’ and think about things they had not considered before. The use of voice was 

particularly effective at making them stop in the moment and enable them to reflect. In 

contrast, when the prompts were presented as text messages on the screen requiring 

participants to read them, they chose when to do this, enabling them to be more in control of 

the conversation. Study 2 (ProberBot) showed how scaffolding prompts can also be provided 

at key points in decision-making processes to help people reflect and elaborate on their 

rationale before proceeding with a decision. Here, the prompts were text-based and designed 

to get the user to evaluate and make their intended decision more explicit through a set of 

different interactive UI elements. The study showed how this can help consider multiple 

perspectives and criteria in one’s decision-making. Study 3 (SelVReflect) showed how voice 

prompts can be designed to intervene in a creative task by providing both encouragement and 

inspiration and by evolving over time – from initial ‘hands-on’ guidance, which helped 

participants to put a basic structure in place, to more exploratory prompts, and finally ending 

with higher-level reflection prompts, which enabled participants to make sense of their 

creation. The prompts in this and the other two studies were triggered when users seemed 

stuck or when they seemed to miss an important aspect in their thought process. This 

approach worked well in most cases for the chosen tasks, but there were also cases when the 

prompts interfered with participants’ ongoing thinking. 

RQ2:  How can cognitive co-pilots support reflective thinking? (Section 8.1.2) 

The findings of the studies showed that there are many ways in which reflective thinking can 

be supported. The tasks investigated in this thesis were all open-ended, and thus, they 

generally benefitted from or even required reflective thinking in order to progress effectively 

with them. The CCs were designed to encourage people in their reflective thinking when it 

might be difficult to do so without any scaffolding or guidance and when they might not know 

how to proceed with the task. Some of the main ways this was achieved in the present tasks 

were to encourage the user(s) to explore a set of data from different perspectives; to consider 

different possibilities before making a decision, and in doing so, reduce the risk of making a 

rash decision; or to be systematic when making sense of an experience and expressing it. The 

different kinds of reflective thinking involved in these tasks and how they are supported are 

discussed in Section 8.1.2. 
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RQ3: How can the findings of the studies be conceptualised and lead to a model of how 

scaffolding NLUIs, like cognitive co-pilots, extend people’s minds? (Section 8.1.3) 

As discussed in the literature review, there are many different models describing human 

cognition and the different processes and types of cognitive activities it involves (see Section 

2.2.1 for example). The model developed in this thesis does not intend to provide another 

‘description’ of human cognition, but it rather intends to conceptualise how technologies can 

scaffold and encourage people’s reflective thinking by supporting an iterative process of 

external cognition. This model is presented in the second part of Section 8.1.3. 

In addition, the present research extends the conceptualisation of proactivity and the role it 

could play in augmenting human cognition, describing its (potential) impacts in different 

scenarios in more nuanced ways than has previously been done in the literature. Previously, 

much of the concern in HCI about proactivity has been negative, worrying about its 

disruptiveness and intrusiveness. Even though most of these concerns remain, the research 

conducted here has demonstrated how it can also have positive effects for certain types of 

tasks, for example, encouraging the user to think in different ways and be more reflective in 

their sensemaking, decision-making, or self-expression. 

The following three sub-sections address these findings in more detail for each RQ, starting 

off with RQ1. In these three sub-sections and the following parts of the discussion terms, 

scaffolding CCs are used to refer to CCs in the former three chapters (Chapters 4-6), and 

informational CCs to refer to the CCs presented in Chapter 722. The reason for this is that the 

CCs presented in Chapter 7 do not aim to scaffold human cognition by asking guiding 

questions like the other three CCs but rather provide information and/or suggestions for what 

people should do. 

                                                      
22 Note that RQ2 (Section 8.1.2) and RQ3 (Section 8.1.3) mainly apply to the scaffolding CCs but less to 

the informational CCs. The findings of Chapter 7 on the informational CCs will thus be discussed in 

Section 8.1.1 – in Section 8.1.2 and Section 8.1.3 they are mainly used to ‘contrast’ the findings on the 

scaffolding CCs rather than to address the RQs themselves. 
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8.1.1 Designing Cognitive Co-pilots to Proactively Support People (RQ1) 

To answer RQ1 on how CCs should (best) be designed for the types of tasks that they intend 

to support, we considered how the CC should help users progress with their ongoing activity 

by intervening at adequate moments in a task with the aim to reduce interferences. By 

designing the CC in ways that would be integrated into the interface of a software tool, it 

could be shown how it is possible to provide effective prompting, guidance, and scaffolding 

that would facilitate people’s thinking rather than distract them from their task. For VoiceViz, 

even though the embedding varied slightly depending on the experimental condition (i.e. the 

modality being voice or screen), it was similar to ProberBot and SelVReflect in the sense that 

the prompts were delivered within the interface used for the ongoing task. For the 

informational CC, the CC was not embedded in an interface but ‘embedded’ in the environment 

in which the everyday social interactions and activities depicted in the storyboards took place. 

The idea of embedding CCs in task-specific software tools was that CCs could be designed 

specifically for a given task. As such, the ways in which the CC intervenes could be informed 

by how people tend to perform the given task, what they might have difficulties with, and 

how this is reflected in their behaviours while using the interface. For many software tools, 

the proactive interventions can thus be triggered by specific user interactions with specific 

interface elements (e.g. pressing a specific button), as these interactions can be tied to what 

the user might be doing or thinking (i.e. ‘proxies’ for cognitive processes). This was the case 

for ProberBot, where when a user was looking at certain stock-related information, this could 

be used to trigger questions that would be specific to what information the user considered in 

their decision-making (e.g. if someone looked at the news items on a specific stock). However, 

in some cases, it can be more difficult to make inferences about a person’s thought process 

only based on their interactions with a software tool. This was the case for SelVReflect, for 

example, where the process of visually representing an experience was highly abstract and 

individual, and it was thus more challenging to infer what a person might be working on and 

thinking about at a given moment during the activity. Nevertheless, even there it was possible 

through the user-centred design process to identify prompts that seemed to work sufficiently 

well for how the task might be performed by most people. 
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The types of tasks and activities that were investigated in the studies were deliberately chosen 

to be diverse – covering analytical/sensemaking (C4), decision-making (C5), and creative 

activities (C6), as well as a range of everyday social activities (C7). This was with the aim to 

‘test’ and investigate the concept of a CC in different contexts to examine what role it could 

play, how the CC could be designed to best support the ongoing task, and how people 

respond to it and perceive it depending on the task. 

A user-centred approach was followed to design the various CCs and their prompts in order 

to determine when and how the CC should best intervene in specific activities. Given the 

differences in the tasks which the CCs were designed to support, there were thus also various 

differences in the CCs’ characteristics. In the following subsections, the differences in the 

design of the CCs will be discussed following the structure outlined in Table 8.123. 

Table 8.1: Design characteristics of the studies and NLUIs. 

Design characteristics VoiceViz 

Chapter 4 

ProberBot 

Chapter 5 

SelVReflect 

Chapter 6 

Scenarios 

Chapter 7 

(1) Single- / multi-user multi single single multi/single 

(2) Modality of interaction voice/screen screen voice voice 

(3) Main trigger for proactivity conversation specific action inactivity conversation 

 

Characteristic 1: Single or Multi-user 

Starting with the first row of Table 8.1, one way in which the studies differed was in terms of 

focusing on a multi-user versus single-user context. While VoiceViz (C4) focused on multi-

user interactions, ProberBot (C5) and SelVReflect (C6) focused on single-user scenarios, and 

the storyboards (C7) mainly on multi-user but also some single-user interactions. There are 

clearly differences in how the CC can and should (not) interact if there are multiple people 

present who may engage in an interaction with each other. For example, when an activity 

                                                      
23 It is worth reiterating that the studies in Chapter 7 did not involve the design of a system that people 

used; however, it is still included in the table for the sake of completeness. 
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involves social interaction and conversation with more than one person present, a CC can get 

a more accurate ‘picture’ of what is happening and how people might be progressing with an 

activity based on what is being discussed (e.g. [11, 13]). Beyond knowing how people are 

progressing, there is also the advantage that interventions can be triggered based on 

statements that indicate that there is a clear need for information or inspiration (for example, 

when people make statements like “I wonder what we could do to…” as it was the case when 

people were not sure what they should cook in Chapter 7).  

This is in contrast to single-user contexts, where a CC cannot rely on people’s speech to get a 

sense of what is ‘going on’ (unless a person is talking to themselves). The proactive 

interventions in this setting need to be triggered in different ways (e.g. based on specific task-

related activities). However, single-user settings also have advantages, since proactive 

interventions may not interfere with ongoing activities and interactions in the same way. More 

specifically, when a proactive intervention interrupts a single user – even if it can disrupt their 

train of thought – they may be able to decide relatively quickly if and how they should 

consider the CC’s prompt when progressing with a task. In a multi-user scenario, the response 

to the intervention of the CC needs to be coordinated; first, people will usually need to build 

a shared understanding of the prompt, and then they need to agree on how to respond to it 

and how to carry on with their conversation. This is because the CC becomes – at least 

temporarily – a ‘participant’ in the ongoing collaborative interaction, which requires 

coordination among the collaborators. This resonates with existing research on how multiple 

people interact with commercially available voice assistants [39, 326, 327]. Even though these 

voice assistants have (so far) generally not been proactive, interacting with them in multi-

party settings requires similar forms of coordination in order to decide which requests should 

be made to the voice assistant, who should make them, and to then decide how to proceed 

with the conversation following the voice assistant’s response. 

An example for the required coordination in VoiceViz was that the pairs had to decide if and 

how to respond to a prompt24. This was in contrast to ProberBot or SelVReflect, where both 

steps (making sense of and deciding what to do with the CC’s prompt) were only done by one 

                                                      
24 While this could be observed in both modalities, it was particularly pronounced in the text condition, 

where the pairs spent time reading through and discussing the prompt together. 
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user and, arguably, happened more ‘fluidly’, as a single person does not need to coordinate 

their activities with the other(s). Beyond that, there is also the aspect that a 

collaborative/conversation activity may sometimes be more difficult to re-commence at the 

point where it had been ‘left off’. One reason for this is that certain dynamics of social 

interactions may sometimes need time to ‘build up’. For example, considering the 

informational CCs, it could be possible that the people in the storyboards who were debating 

about a topic might enjoy doing so, and it might not be an issue for them to not have the 

correct information/data (e.g. on a historical fact). The CC’s intervention during such a 

discussion may change and potentially disrupt its ‘momentum’, as participants speculated in 

the interview. 

Hence, the studies reported here showed how collaborative and single-user activities might 

benefit from certain interruptions while others might be negatively affected. Which one 

should be chosen for or promoted by the interface depends on the activity to be supported – 

for example, how straightforward it is to identify opportunities/needs for proactive 

interventions based on the ongoing activity (e.g. based on existing literature), what can the 

CC contribute to the activity, and in which ways can the CC become integrated into it.  

Characteristic 2: Modality of Interaction 

Considering row 2 in Table 8.1, the modality which the CC used for its prompts was mainly 

chosen based on the task and the interface that was used to perform it. In the case of VoiceViz, 

two modalities were compared to shed light on how this would impact the way in which 

people would perform an exploratory task and interact with each other when trying to make 

sense of a set of data visualisations. In ProberBot, the interface built was a GUI based on those 

used in typical trading platforms (albeit simplified for the purpose of the study). Here, the 

embedding was via a chat-based interaction (i.e. text/screen modality), as this modality was 

considered most suitable for this single-user task that involves working with numbers, 

various graphs, metrics, and other visual information. Furthermore, the questions provided 

by the NLUI, as well as the user’s responses, were relatively complex and required users to 

consider and synthesise different pieces of information from the trading interface (e.g. stock-

related metrics), which was thought to be more effective in written/visual form. In SelVReflect, 

the voice interaction seemed to be most suitable for this type of creative task in VR, where 
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having to read the questions may interfere with someone’s visual expression. This was also 

supported by the user-centred design process in which participants expressed their preference 

for receiving guidance through voice-based prompts, as they considered this to be less 

distracting. Finally, for the informational CC scenarios, voice was used as the proactive 

interjections were mostly targeted at social interactions, most of which did not involve the use 

of any other technologies or displays where the prompts could be provided. Furthermore, 

voice made the most sense here, as the aim of the CC here was to contribute to and ‘weave 

itself into’ ongoing conversations between people. Having considered the design rationales 

behind the modalities used for the different CCs the remainder of this section will discuss 

some of the impacts which the different modalities had and/or how they were perceived. 

The VoiceViz study showed that there are differences in how pairs carried out their task 

depending on whether they are speaking and listening to an NLUI versus selecting commands 

and reading the NLUI’s prompts off the screen. Participants in the voice condition interacted 

more with the system, explored more of the available visualisations, and asked more 

questions. This resonates with previous research, which showed that voice interactions can be 

more interactive and engaging, as found by Kocielnik et al. [227]. However, differences in the 

conversation patterns between the conditions were more nuanced. Participants in the screen 

condition often needed a bit more time to commence their discussion after a prompt and had 

more silent pauses. In contrast, in the voice condition, the pairs spoke more as if they were 

‘thinking out loud’ and more willing to brainstorm, as well as more exploratory and 

speculative in their collaborative sensemaking and reflection. Furthermore, voice prompts 

could directly be responded to by participants in the voice condition, whereas in the screen 

condition, participants had to first decide when to direct their attention to the text prompt and 

read it. In addition, in the screen condition, participants seemed to spend more time thinking 

and discussing the prompt and building a shared understanding of it – taking a somewhat 

more ‘analytical approach’. In the voice condition, there seemed to be a tendency to avoid 

longer silences after a prompt and keep the conversation going. Participants might have spent 

less time thinking about the prompt and instead more directly proceeded to exploring what 

possible answers could be by generating hypotheses. 
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In the ProberBot study, the participants appreciated that they could type their answers and at 

the same time interact with interface elements (e.g. sliders, multiple choices), while in the 

SelVReflect study, participants commented on how the use of voice for prompts made them 

feel more comfortable exploring and expressing themselves as well as reflecting on certain 

aspects of their past experience. In the case of the scenario-based studies on the informational 

CCs, it became apparent how designing voice interactions involves various challenges – in 

particular, when saying something during an ongoing social interaction between the people 

in the setting, where it often was perceived to be too intrusive. 

More generally, having a voice interface may elicit or facilitate more creative and exploratory 

(collaborative) behaviours, whereas text/screen interactions may be suitable for supporting 

activities involving more analytical aspects or involving data, which might be easier to convey 

and interact with visually. Furthermore, voice prompts require more immediate attention, 

while considering/reading text or screen prompts can be more easily delayed – which of both 

is more effective and desirable depends on the task and how disruptive prompts might be. 

Characteristic 3: Behavioural Triggers for Proactive Interventions 

Row 3 in Table 8.1 is concerned with how to design the trigger for a proactive intervention. In 

short, all the CCs provided their proactive questions based on people’s ongoing activity. 

However, there were differences in which aspects of the ongoing activity were most relevant 

for triggering a question. Since VoiceViz and the informational CC25 storyboards focused on 

situations where multiple people interacted, the conversation provided the basis for the CC’s 

intervention – in the sense that it would ‘follow’ the conversation and determine when it could 

‘contribute’ to it. In the case of ProberBot and SelVReflect, which were both single-user 

activities, the decision of when to intervene was made based on what the person was doing 

(within the respective interface) while performing the activity. In the case of ProberBot, the 

                                                      
25 At least the four scenarios covered in Chapter 7 all involve social interactions. There are a few other 

scenarios in the publications underlying this chapter where only one person is present, and the 

intervention is thus based on the person’s ongoing activity and other information that might be 

available and relevant for the situation (such as calendar appointments, etc.).  
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interventions were triggered every time the person would make a buy or sell trade26, as this 

was considered one of the key points where reflective thinking might be beneficial, as the aim 

was to get users to consider their rationale and motivation when investing. In the case of 

SelVReflect, the triggers were based on the person’s activities involved in expressing 

themselves using the VR canvas. In particular, when there was extended inactivity within the 

canvas and/or extended activity within the ‘palette’ (the toolbox/menu with the expressive 

tools), which was used as an indication that the person might not be sure how to represent 

one aspect of their experience.  

One key difference in how SelVReflect was conceived with regard to proactivity was that the 

person could also request questions by themselves (also referred to as mixed-initiative 

interfaces [189]). This was done as the design process showed that although there are specific 

behaviours that might indicate that a person is ‘stuck’ or not sure how to proceed (e.g. 

inactivity while choosing a tool) there are other situations where it might not be directly clear 

from the behaviour (e.g. when a person might be actively drawing but feeling unable to 

represent something in the way they want). This was in contrast to VoiceViz, for example, 

where it was generally more straightforward to determine if a prompt might contribute to the 

pair’s sensemaking process, as this process was more ‘visible’ (or rather audible) given that 

participants were continuously engaged in a conversation as mentioned in the previous 

section (see also [11, 13]). Hence, there are different ways to determine the points in a task 

when people might benefit from a prompt. 

The prompts that were delivered by the CCs were designed to be triggered when users might 

need some support and scaffolding for what they were doing or discussing. Sometimes, this 

can be ‘hit or miss’ depending on whether it can be inferred what they might need in a 

situation. Furthermore, when there is a longer silence or inactivity, it might be because users 

are stuck but they could also just be thinking about something. For example, in VoiceViz and 

SelVReflect, there might have occasionally been long silences or inactivity due to participants 

thinking about a certain aspect. In such situations, the NLUI might sometimes have 

                                                      
26 In the study reported in this thesis, the triggers for ProberBot to intervene were constrained to buying 

and selling a stock, even though other triggers based on past investment decisions and other behaviours 

within the interface were also implemented (such as looking at specific stock-related information). 
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interrupted a thought (for both voice and screen-based interfaces). However, this generally 

did not seem to annoy or bother participants that much, and they just continued with what 

they were doing, suggesting that it was usually not that critical when to intervene in these 

more open-ended tasks. In many ways, this is similar to a human-human conversation, when 

sometimes two speakers overlap, or another interrupts a conversation. This also resonates 

with research that showed that some interruptions by proactive interventions can be accepted 

by people as long as they are perceived to be helpful, as found by Peng et al. [318], for example. 

In SelVReflect this was similar, since the creative task could be done in various ways, and thus 

the CC’s interactions would not be overly disruptive even if a person was working on or 

thinking about something different at the time when a prompt was delivered. For ProberBot, 

this was somewhat different in the sense that the proactive interventions were always 

delivered at specific points that were relevant in the decision-making process (i.e. when 

people were about to make a trade). Although there might have sometimes been certain forms 

of interruption, ProberBot’s interventions were triggered based on specific interactions or 

activities within the trading interface (rather than silence or inactivity like in VoiceViz and 

SelVReflect) and were thus more directly tied to the user’s activities. Here, participants 

generally made no comments about the ProberBot disrupting their thoughts but rather that it 

was occasionally just intrusive, asking them questions that they did not feel the need to 

consider. In the informational CC scenarios, the CC’s hypothetical interventions were triggered 

based on ongoing conversations. Although participants found the interventions useful – in 

the sense that the CC seemed to have adequately inferred a need for information in the given 

conversation – they had more concerns regarding how desirable they would find the 

interventions in the specific social situation. This suggests that a wide range of parameters – 

beyond the need for information – might need to be considered to make proactive 

interventions in everyday social settings acceptable. 

To conclude, the studies showed that the task and context generally determine how 

challenging it is to identify opportune moments for proactive interventions. However, by 

adopting a range of approaches to designing and delivering the CCs’ prompts, they were 

generally successful in supporting participants in what they were doing – to help them reflect 

on and consider something that they might not have noticed, discovered, or understood. As 
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described above, there were different rules for how prompts were triggered; for VoiceViz and 

SelVReflect, this was when the participant(s) seemed to be stuck or unsure how to proceed 

with the task and their reflective process (with both providing a prompt every couple of 

minutes) whereas for ProberBot this was when people performed specific actions in the 

interface (i.e. making a trade). As long as there is limited interaction from the NLUI (e.g. only 

every few minutes and/or only at critical points in a task), the findings of the studies suggest 

that interruptions generally do not seem to matter that much for open-ended tasks like those 

explored in the present studies. Yet, it is important to note that there are many tasks and 

contexts in which people might be less interested in, receptive to, and forgiving to such 

proactive interventions. This could be the case, for example, in more well-defined tasks, and 

where people might know (or think that they know) what they need to do. Thus, it needs to 

be carefully evaluated for a given context and activity if proactive interventions might be 

desirable and effective. Next, we examine how the prompts triggered reflective thinking. 

8.1.2 How Cognitive Co-pilots Support Reflective Thinking (RQ2) 

While the previous section mainly looked at the design of CCs and how and when they could 

deliver their prompts, the focus of this section is on how CCs’ questions trigger reflective 

thinking to enable them to make sense of themselves or the materials they engage/interact 

with as part of a task (RQ2: How can cognitive co-pilots support reflective thinking?). 

VoiceViz (Chapter 4), ProberBot (Chapter 5), and SelVReflect (Chapter 6) all covered open-

ended tasks involving different things people had to make sense of. Furthermore, they all had 

a similar goal in terms of what each CC’s prompts intended to achieve, namely, to provide 

questions that could support reflective thinking when progressing with the task. However, all 

the CCs differed in how they provided these prompts, which was mainly determined by the 

following questions: (1) In which ways can the task benefit from reflective thinking (e.g. to 

support the sensemaking)? (2) How should the questions be phrased and delivered to support 

forms of reflective thinking that are beneficial for the task? 

Many open-ended tasks require reflective thinking in order to perform them – for example, to 

figure out how to perform a task, what to start with, what conclusions can be drawn from a set 

of data, etc. Therefore, when performing such tasks, people will generally have to engage in 
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some reflective thinking – even without being prompted. It is thus likely that in the present 

tasks, participants (would) have also engaged to some extent in reflective thinking without 

any question prompts from the NLUI. However, since reflective thinking is often challenging, 

it can usually benefit from being scaffolded and supported (e.g. [291, 390, 393]) – such as by 

giving people ideas for what to look for or to consider. For example, a person might find it 

hard to decide which aspects to consider and what questions they should ask themselves 

when looking back at a past decision/experience without any guidance. Thus, in the same way 

a student can learn more effectively through scaffolding questions from a teacher or tutor [81, 

312, 342, 393, 448], this thesis started out with the idea that people can in many open-ended 

tasks benefit from scaffolds that support their reflective thinking. But how do these 

scaffolding prompts trigger reflective thinking? 

An essential part is to understand what the different tasks involved – in terms of what people 

are making sense of, what insights they might (want to) gain, and which forms of reflection 

might be required for this. Next, we consider how this might have occurred in the different 

studies. 

VoiceViz 

In the case of VoiceViz, the thinking required by the participants mainly involved determining 

some of the key trends and patterns in the data, including different rates of increase, 

similarities, differences, and potential relationships between the graphs, and speculating on 

possible reasons that could have caused them. The reflection that VoiceViz intended to 

facilitate to help participants make sense of the different data visualisations was thus to get 

them to think critically about some of the patterns and what they could mean as well as 

relating them to their own experiences and perceptions of the world (e.g. triggering reflections 

like “Are really six out of ten men overweight? In my family it surely isn’t more than one out 

of five.”). Participants were able to use the question prompts that were occasionally presented 

to them to explore and discover the questions by themselves, look at the data visualisations 

from different perspectives, and/or speculate on the reasons behind the trends and patterns 

they showed. In particular, some prompts were able to help participants to come up with 

ideas for what to look at or look for without pointing at a possible answer. In this sense, Vizzy 

was able to take a ‘back seat’ in the pairs’ ongoing conversations. They were able to provide 
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‘discussion hooks’ which the pairs could then pick up and reflect on or also ignore if they did 

not consider the questions to be relevant. The pairs in both conditions readily understood that 

the NLUI was not designed to have a conversation with them or to be an equal partner in the 

conversation but that it would occasionally prompt them when it appeared that they were 

stuck or in need of help. 

Although the question prompts were designed so that they would ideally work ‘on their own’ 

without further scaffolding or follow-up questions, not all participants liked that Vizzy just 

asked the questions without engaging further in the conversation, for example: “It was more 

like an examiner as we need to find an answer to the question it asks. While the guidance is quite 

minimal.” This shows that there is a challenge in striking the right balance between reducing 

interventions to not disrupt the ongoing conversation too often versus also providing 

additional guidance (to avoid the NLUI being perceived to be an examiner). However, this 

perception was rather an exception, as participants generally knew what to expect from the 

beginning based on how Vizzy was introduced to them, and so they understood that Vizzy 

was only there to provide ideas rather than to tell them what to do. Nevertheless, the questions 

did not always get people to reflect, for example, when participants already thought about 

certain aspects themselves and/or when they were more experienced with analysing data. Yet, 

in most cases, the questions were able to get participants to reflect as their speculative 

conversations following VoiceViz questions showed. 

ProberBot 

The way ProberBot worked was somewhat different as it entailed a different kind of cognitive 

task. Given the complexity of making stock investment decisions, the questions were 

informed by existing literature on the common challenges, pitfalls, and biases involved in 

investment decision-making. These were then translated into a set of questions. The questions 

were put together into short dialogues which intended to probe the person’s thinking on 

various aspects and criteria that might be relevant for their decision-making. 

Overall, the scaffolding questions and dialogues seemed to ‘work’ as they got participants to 

consider things that they did not think of but which they perceived as relevant. Participants 

appreciated the way in which the probing questions got them to more explicitly express and 
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externalise their rationale behind a decision and how doing so got them to reflect on the way 

in which they made their decision. The reflective thinking that the CC intended to support 

here was thus concerned both with critical thinking about stock-related information (e.g. news 

items, valuation metrics, their price, and the trends and patterns in them) as well as 

metacognitive reflection concerned with how participants made their decisions. The findings 

showed that ProberBot generally seemed to be successful in triggering these kinds of 

reflection. However, there were also certain challenges which were captured in five ‘tensions’ 

described in the findings of the ProberBot chapter and summarised in Table 8.2 below. 

Table 8.2: Possible tensions involved in designing cognitive co-pilots that probe decision-making. 

 → Tension ← 

 Aim of an NLUI that intends to probe 

human thinking/decision-making 

User’s potentially misinterpreted aim of 

the NLUI and their resulting behaviour 

1. Slowing down the user’s thinking for 

systematic decision-making 

In situations where there is a need to ‘think 

slowly’ the user may, in fact, often be acting 

emotionally, thus feel a need to act quickly and 

ultimately ignore the prompts 

2. Scaffolding and probing the user’s thinking 

with the aim to enable reflective thinking 

Having a feeling of being nudged (by a 

hidden/implicit nudge in a prompt) 

3. Aiming to debias a user’s decision by 

highlighting certain aspects of the specific 

decision and its context 

There is a risk that changing a user’s decision 

may sometimes not lead to a better outcome 

4. Getting a user to reason and explain to 

better understand and formulate a decision 

and their rationale for it 

Post-hoc rationalisation of a (potentially flawed) 

decision without any improvement (or perhaps 

even a reinforcement of an existing bias due to 

confirmation bias) 

5. Giving the user control to tailor the probing 

NLUI to their decision-making process, 

strategy, and goals 

Risk of configuring the NLUI so that it does not 

provide its probing dialogues when the user 

might need it most 

 

The first tension points towards the ‘dilemma’ of needing but not necessarily wanting the 

ProberBot, in particular when someone might actually benefit the most from it (i.e. acting 

emotionally when they should ideally slow down, take a step back, and think systematically). 
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The second one refers to the challenge that despite trying to formulate scaffolding questions, 

they can still be perceived to have ‘hidden agendas’, which can negatively affect how people 

respond to them. The third one refers to the challenge that although there are certain best 

practices and criteria in investing (and in many other contexts), there is generally not a specific 

decision that can be considered to be ideal (as nobody can predict the future performance of 

a stock) – thus changing a decision can also be ‘for the worse’. The fourth refers to a general 

tendency of people that when having to reconsider a decision, they might just engage in post-

hoc rationalisation rather than more deeply reflecting on it, which might only reinforce the 

existing beliefs (and potential biases). The fifth tension refers to the challenge that although 

participants wished for controls for when and how a CC should appear, they also believe that 

there need to be certain constraints to what can be controlled. The reason is that without 

certain constraints, the purpose of the ProberBot could be undermined, for example, when the 

user might not be keen to reflect on a decision and disable the ProberBot to do a quick (and 

possibly rash) trade. 

The tensions discussed above reveal how interventions are sometimes not aligned with 

people’s short-term intentions (even if they might be aligned with their longer-term goals). 

This can make it more challenging to design tools that get people to engage in reflective 

thinking while they perform a (decision-making) task. However, if users can configure the CC 

for their own strategies, goals, and interests, as suggested by the findings, some of the tensions 

may be ‘softened’ to some extent, and they might more readily use the questions to reflect. 

SelVReflect 

Considering SelVReflect, the reflective thinking that took place involved people making sense 

of and representing a past challenging experience. The questions seemed to encourage 

reflection on (a) the challenging experience itself, (b) how to visually represent its different 

components/aspects, (c) what can be discovered in the representation, and (d) what can be 

learned from it. The putative reflection that took place was when a participant understood 

and approached their personal challenge in certain and possibly new ways (if they managed 

to break it down, order it, identify relationships, etc.), which could enable them to express it 

and visually explore it better. Participants reported discovering new aspects of/related to the 

challenging experience they were not fully aware of before, gaining (self‑)awareness, gaining 
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new insights, discovering new constructive approaches for challenges, and feeling 

empowered or better equipped for the future. While some felt confirmed in their previous 

perspective on the challenge, others discovered new ways of approaching them more 

effectively in the future. This suggests that for a number of participants, ‘transformative 

reflection’ [143] might have taken place, which also corroborates the increase in participants’ 

self-efficacy scores after using SelVReflect. However, not all participants reached such ‘deeper 

reflection’, which can be for various reasons – this might depend on how experienced they are 

in self-reflection, or it could also be contingent on how well the CC’s questions worked for 

them and their chosen challenge.  

To conclude, CCs can be designed to support a range of tasks by triggering different kinds of 

reflection, which can lead to different outcomes, as shown in Table 8.3.  

Table 8.3: Outcomes of reflection for each study. 

 Outcomes of Reflection for User 

VoiceViz: • Understanding the patterns in the data 

and their potential causes 

ProberBot: • Understanding the relevance of 

different data for a decision 

• Understanding one’s own decision-

making behaviours 

SelVReflect: • Understanding one’s behaviour in a 

challenging situation 

• Understanding the meaning of this 

challenging situation (in new ways) 

 

The last question that needs to be answered is in which ways did the CCs ‘extend’ people’s 

minds and how this can be conceptualised in a model (RQ3), which is covered in the next 

section. 
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8.1.3 A Model for How Cognitive Co-pilots Extend People’s Minds (RQ3) 

Building on RQ2, addressed in the previous section on how CCs can support reflective 

thinking, this section addresses RQ3: How can the findings of the studies be conceptualised 

and lead to a model of how scaffolding NLUIs, like cognitive co-pilots, extend people’s 

minds? To answer this question, the focus is on the ways in which CCs can be understood as 

extending the mind. As was discussed in the introduction (Chapter 1), there are various ways 

in which technology can extend the mind, such as by augmenting perceptive capabilities, 

problem-solving, reasoning and so on. Here, the emphasis was on extending how people carry 

out open-ended tasks, where reflective thinking is meaningful or even needed to proceed with 

the task, explore different ideas, approaches, alternatives, and perspectives, and to gain new 

insights. Hence, to address the question of how the CCs augmented the mind, not only the 

types of cognitive tasks need to be considered but also if and how the reflective thinking that 

the CC enabled might normally occur without it. It is thus worth revisiting some of the 

findings from the studies with a particular focus on the reflective thinking people engaged in 

and how this supported the participants in proceeding with the task. 

In the case of VoiceViz, the qualitative analysis revealed that – independent of the condition 

– following a question by the CC (Vizzy), participants speculated on and explored various 

hypotheses and possible explanations. When participants were then asked to reflect on what 

role Vizzy played in their sensemaking and exploration of the dataset, they pointed out that 

the questions got them to consider things that they had not thought of before. Participants 

said that the questions were “pointing to something that we have missed” or helped them “see 

what else was there.” This suggests that VoiceViz supported their thought process by extending 

the ways in which they made sense of the data visualisations. In the case of ProberBot, 

participants similarly pointed out that it got them to think about things that they might 

otherwise not have considered in their decision-making process. Compared to VoiceViz, the 

support from the CC here was less about discovering something but rather to reflect on an 

aspect which might otherwise have been ‘overridden’ by a rash/emotional response – i.e. to 

think ‘fast’ when there might be a need to think ‘slow’ (considering Kahneman’s framing [205]). 

As the findings from the user study suggest, ProberBot seemed to have been able to trigger 

reflective thinking when this was adequate or even desirable. Furthermore, ProberBot was 
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found to get people to reconsider and re-evaluate their previous decisions and rationale, 

which participants said they tend to forget about, if not actively prompted for – this reflects 

another way in which a CC can extend someone’s mind. In the case of SelVReflect, the CC 

was there to give the user ideas for how to express or reflect on something, which might be 

difficult without guidance (as also suggested by the user-centred design process). Considering 

our findings, it seems the CC was successful in getting participants to approach, 

conceptualise, and express the past challenge in ways they did not previously think of. This 

is further corroborated by the ratings participants gave the guide on how useful as well as 

insightful it was for representing and reflecting on the past challenge. The way thinking might 

hypothetically be extended in the informational CC scenarios, was towards providing 

procedures to solve a problem or perform a task, receiving factual information, or rectifying 

inaccurate memories. Despite being often viewed as invasive, participants generally thought 

of the interventions as being useful for the ongoing (cognitive) tasks – thereby extending what 

a person might have thought of (e.g. a solution for a problem they had not yet considered) or 

have readily available in their mind. However, as this final study was concerned with 

understanding people’s perceptions of the proactive interventions rather than letting them 

experience the proactive questions themselves, it is not possible to draw further conclusions 

on the CCs’ effects on cognition. 

Taken together, the studies showed that CCs can support cognitive activities (mainly 

reflective thinking), which can be useful for performing and progressing with different types 

of cognitive tasks – and thus, in some ways, extending what people would have thought of 

without the CC. They do so by asking questions that can enable reflective thinking, as 

described in Section 8.1.2. However, there is another way in which CCs can ‘extend the mind’. 

This is explored at a specific ‘instantiation’ of the Extended Mind Thesis, which re-appeared 

several times throughout the previous chapters: external cognition (e.g. [362]). Therefore, the 

question of how the CCs extend people’s minds (RQ3) is also approached here by looking at 

how CCs can support special forms of external cognition. As such, an important aspect of how 

reflective thinking was enabled is by externalising one’s thoughts, as can be seen in the second 

row of Table 8.4. The idea here is that technology can take on the role of encouraging, 

supporting, and scaffolding this externalisation to help the reflective thought process further 

‘progress’. Table 8.4 also shows what people made sense of and what they reflected on. 
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Table 8.4: Comparison of the different subjects/‘materials’ of sensemaking, modalities of 

externalisation, and foci of reflection. 

 VoiceViz ProberBot SelVReflect 

Making 

sense of: 

Data visualisations Stock-related data & 

information (change in price, 

metrics, news) 

A past personal experience and 

its different aspects/components 

(e.g. people it involved) 

Externali-

sation of: 

Observations or 

hypotheses by 

verbalising them 

One’s reasoning and rationale 

behind an investment thesis 

by writing it down 

Perceptions and understanding 

of the experience by expressing it 

visually as a 3D structure 

Reflective 

thinking on: 

What specific trends 

or patterns in the data 

show and the possible 

reasons behind them 

One’s decision-making process 

and the factors that were 

involved in it, how one could 

adjust their decision-making  

What the experience means for 

oneself, which further aspects the 

3D structure reveals, and how 

one could approach similar 

situations in the future 

 

ProberBot and SelVReflect – in particular – involved different forms of external cognition 

mainly by constructing external representations which would shape and be shaped by the 

person’s ongoing thought process. Building representations – in visual and/or written form – 

can often play an important role in reflection, sensemaking, and learning [124, 291]. In the case 

of ProberBot, participants were prompted to make various evaluations regarding their 

decisions by interacting with different interface elements. By doing so, they created and 

‘worked with’ external representations of their thoughts in the chat window/interface panel. 

As part of this process, participants refined and sometimes reformulated their hypotheses and 

rationale while interacting with ProberBot. In SelVReflect, the external cognition particularly 

manifested in participants literally ‘walking through’ their creation, as part of that changing 

their perspective on different aspects, and refining and re-expressing parts of the visual 

representation. However, even in VoiceViz, where no external representations in visual or 

written form were constructed by participants, similar cycles of interaction and ‘external 

cognition’ can be found: While interacting with VoiceViz the participant pairs also (i) 

externalised their ideas following a prompt, (ii) built a shared understanding (or 

‘representation’) of what the visualisations showed them through their conversation, and (iii) 

iteratively developed their shared understanding of the visualisations and their hypotheses 

about them. Therefore, in all three studies, reflection and the externalisation of thoughts 

through representations and/or conversation played a role in similar ways: When the CC 

asked a question, reflection was usually needed to externalise one’s thought/idea, and then 

the externalised thoughts generally enabled further reflection. 
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The SECC Model 

In this section, a conceptual model is presented that describes the assumed ‘cycles of external 

cognition’ which are scaffolded by the CCs. All the tasks in the three studies involved 

externalising people’s thoughts – through verbalisation in the case of VoiceViz, through 

writing/typing in ProberBot, or through visual expression or 3D sketching in SelVReflect. These 

representations would then be revised and iterated over, through discussion27 (VoiceViz), 

through a chat interaction in which participants had to motivate and evaluate their rationale 

in multiple ways (ProberBot), or through changing the visual representation (SelVReflect). To 

conceptualise these iterative cycles of (external) cognition and how they are scaffolded by 

tools like CCs, I propose the SECC (Scaffolded External Cognition Cycle) model, which is 

shown in Figure 8.1. The model mainly intends to highlight the relationships and the 

transitions between (i) people’s understanding or ‘representation’ of what they are working 

on (which is referred to in the model as people’s ‘internal representation’ of the task and its 

materials) and (ii) how people express this internal representation using external 

means/resources (e.g. UI elements, text, drawings, speech) referred to as the ‘external 

representation’ (see Figure 8.1). The model intends to illustrate the role the (iterative) 

construction of representations plays in (reflective) thought processes (see also Dix [112, 113]). 

In many ways, the model is similar to the idea of the cycles of aligning and updating internal 

and external representations described in existing accounts of external cognition (such as 

Kirsh [224]). However, the main goal of the model is to provide a framework that highlights 

the different ways in which scaffolding prompts provided by cognitive tools like CCs can 

support cognition in distinct ways. 

                                                      
27 Although VoiceViz did not involve the creation of external representations as they are commonly 

understood, such as texts, diagrams, sketches, etc. (see also [224]), it involved the construction of a 

shared understanding among pairs of their observations and hypotheses through conversation, which 

followed similar cycles as the construction of external representations. See, for example, excerpt 

Segment 1-VOI: Pair 3 in Section 4.5.3, which shows how pairs started off from an idea that was initially 

verbalised, which was then revised and adjusted through discussion. 
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Figure 8.1: The SECC model showing the transitions between internal and external representations 

in cognitive tasks that involve/rely on external resources. 

The model ‘starts off’ with the formation of a thought, which is developed and refined in a 

person’s mind (which refers to arrow 1 in the model, the internal ‘revise loop’). This formation 

of an idea can remain for some time in this loop of internal ‘revision’, but in the case of the 

tasks considered in this thesis, it would generally be externalised at some point to produce an 

external representation of it – which can be through verbalisation, writing, sketching, etc. 

(referring to arrow 2 or the ‘externalise transition’). This created representation might be 

further refined (referring to arrow 3 or the external ‘revise loop’) by oneself (e.g. ProberBot or 

SelVReflect) or collaboratively – for example, in the form of a conversation (e.g. VoiceViz). 

Once the external representation has been refined to some extent, it would usually be 

examined by the person to see if it reflects the internal representation and/or if it leads to new 

insights or interpretations (referring to arrow 4 or the ‘examine transition’). The internal 

representation might then be updated or revised based on new insights (referring again to 

arrow 1, the internal ‘revise loop’). Following this, the person might externalise another 

(aspect of their) thought/idea and modify or extend the external representation (referring once 

again to the ‘(re-)externalise’ transition) and thereby starting another cycle. If at some point 

there is a sufficient match/overlap between a person’s internal and the external representation, 

and/or they think that they have reached a point where they have a sufficient understanding 

(of what they are working on – a data visualisation, a decision to be made, an experience they 
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tried to break down in its key components) the current thought process might conclude. This 

could refer to a new insight, a decision being made or revised (e.g. ProberBot), or an aspect of 

the past experience successfully expressed (e.g. SelVReflect), following which a new ‘cycle’ 

through the model to perform another (sub-)task might start. 

To illustrate the entire cycle with a concrete example, a scenario based on ProberBot is used: 

An investor might have an internal representation in the form of a (partially thought through) 

intention to invest in a stock, including the relevant metrics, predictions, etc. The ProberBot’s 

question then gets the person to write down their intention and their rationale for it 

(externalise transition). Following that, the ProberBot asks them various questions about their 

rationale, which stock-related information or news it is based on, etc., which might help the 

person to add various further aspects to the external representation of their rationale (external 

revise loop). As part of this process, the person might already start to examine their external 

representation (i.e. their responses to ProberBot’s questions) and reflect on how well it actually 

represents their intention of investing in the stock as well as if it adequately motivates and 

supports their intention (examine transition). The examine transition might then be explicitly 

triggered when ProberBot prompts them if they still want to proceed with their intended stock 

investment based on what they have responded to its questions. In light of their responses, 

the person might then re-evaluate if their original investment rationale/thesis still ‘holds’ and 

if they want to proceed with their investment or if they should rather revise their intention 

and the rationale/thesis behind it (internal revise loop) which would conclude the decision-

making process or ‘cycle’ in the SECC model. 

It is worth noting that the aim of the model is not to accurately ‘describe’ when which loop 

(arrow 1 and 3) or transition (arrow 2 and 4) might take place at which point in a cognitive 

task that involves creating and working with external representations. In fact, humans might 

often rapidly alternate between these loops and transitions defined in the model, perform 

them in different orders, or even in parallel. For example, while someone is sketching out an 

idea on paper of a (‘externalise’ transition, arrow 2), they might at the same time be thinking 

about how they can do so to best approximate their ‘mental image’ of their idea (‘examine’ 

transition, arrow 4) and so on. Thus, rather than providing a tool to identify and describe 

which of these loops and transitions occur at a specific point, the goal of the SECC is to 
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highlight the different ways in which cognitive tools like CCs can support human 

cognition in tasks that involve or benefit from creating and working with external 

representations. As such, whenever someone needs to find a way to express something, to 

revise an internal or external representation, or to get new insights, some reflection is required, 

which can be facilitated and scaffolded by the CCs in order to raise and help address questions 

like: How could I best express X? Does my expression match my thinking or understanding of X? 

What insights can I get from how I represented X? 

Considering the components of the SECC model, cognitive tools like CCs can support people 

with their scaffolding prompts in the following activities (note that the numbering 

corresponds to the four arrows in the model): 

1. Revising and further developing a thought ‘in one’s mind’ – without the need to use 

external resources (e.g. by providing scaffolds which help people consider a certain 

aspect in their thought process but without having to explicitly respond to it or act on 

it through external means). Some examples:  

a. Are you interested in this stock because of some recent news? (ProberBot) 

b. Now think about the main stages of the challenge from the start until the end, when 

you ultimately overcame it. How many different stages or steps were there? 

(SelVReflect) 

2. Expressing thoughts through visual means, through writing, or verbalisation and 

thereby requiring people to make their thinking explicit and express it in a specific 

form, structure, or modality (e.g. verbalisation of observations in VoiceViz, ratings in 

ProberBot, abstract drawing in SelVReflect). Some examples: 

a. What is your intuition for how this news item might affect the performance of the stock? 

Try to describe it in a few sentences. (ProberBot) 

b. Have you considered how the separate stages might be connected to each other? How 

could you design these connections? Could they differ? (SelVReflect) 

c. So, if you look at this, would you say that the increase is slowing down in the number 

of overweight people for all four groups? (VoiceViz) 

3. Revising and further developing external representations by pointing out possibilities 

of how the representation could be extended or enhanced (e.g. aspects that could also 

be introduced/added to a representation). Some examples: 
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a.  Overall, do you feel all the important elements of the challenging experience are 

represented in your creation? (SelVReflect) 

b. Apart from the overall increase, is there anything else that you notice when looking at 

the shape of both line graphs? (VoiceViz) 

4. Using external representations to get new insights and interpretations of what people 

are working on/thinking about. This can be done by enabling them to examine the 

representation they have constructed (or are in the process of constructing) to get new 

insights and interpretations (e.g. of the decision or problem) from it. Some examples: 

a. How might your intuition, which you’ve just described [see example 2a above], 

affect your original investment thesis? (ProberBot) 

b. Now, focus again on the actions and ideas that helped you overcome the challenge. How 

did you represent these and how do they tie into the whole process? Does the way you 

expressed them reveal something new to you? (SelVReflect) 

These are just a few examples of the prompts that were used in the present CCs to scaffold 

and facilitate the four different activities described by the SECC model, which are usually 

involved in tasks that rely on external representations. 

In sum, the SECC model draws from and complements existing theoretical accounts on 

external cognition, putting a focus on the ‘loops’ and ‘transitions’ that are involved in 

constructing, working, and thinking ‘with’ external representations. Building upon the NLUIs 

presented in this thesis, the model highlights four ways in which cognitive tools can support 

and scaffold this process, as described in this section. The model thereby also illustrates how 

NLUIs can be facilitators or ‘co-pilots’ of human thinking by supporting different aspects of 

(external) cognition. To revisit Douglas Engelbart’s [125] vision introduced at the beginning 

of this thesis, one way to augment human cognition is by designing tools that support people 

in creating, rearranging, and manipulating various types of representations in real time as 

they progress with their thinking. Here, it is proposed that these forms of external cognition 

can be further augmented through CCs which scaffold that process of creating and ‘thinking 

with’ external representations. To draw from Douglas Engelbart’s [125] definition of human 

augmentation, it could even be argued that the CC’s proactive cognitive scaffolds provide a 

form of ‘superstructure’ to human cognition and the processes of external cognition. In the 

next section, a set of design principles and considerations for designing CCs will be provided. 
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8.2 Considerations for Designing Effective Copilots 

The findings of the three studies on the scaffolding CCs generally suggest that their proactive 

prompts can foster effective external cognition and reflection in a range of open-ended tasks. 

However, designing a CC’s proactive behaviours in a way that they are meaningful and 

relevant – and at the same time acceptable and appropriate to the user(s) can be challenging. 

To achieve this in the best way possible a range of design considerations need to be taken into 

account, which are described in this section. First, two high-level design ‘principles’ are 

introduced, followed by seven design ‘parameters’ that are relevant for building tools like 

CCs. 

Principle 1 – designing for human augmentation: CCs should enable people to find their 

own ways of performing and proceeding with a task. The CCs in this thesis intend to 

augment human cognition rather than replacing it (see also [364]). While this is a common 

aspiration for the design of (AI) systems [5, 60], it is proposed here that one way to achieve 

this is to design tools to scaffold human thinking. Where possible, a CC’s prompts should thus 

not be in the form of instructions or recommendations for how to perform a task, as there can 

be a risk of undermining people’s agency in performing the given task (some of the 

participants’ comments in Chapter 5 and Chapter 7 underline this). Where this is feasible, CC 

should rather point out possibilities, which people can test and further develop to perform 

their task themselves, and which enable them in their own learning and thinking. This 

approach might also help overcome some of the challenges that have been identified for other 

(AI-based) systems, namely that people often over-rely on them and disengage with what 

they are doing, which can lead to flawed decision-making, lack of understanding, deskilling, 

etc. [26, 315, 388, 445]. As already mentioned earlier, there are, of course, also various 

exceptions to this principle, for example in situations where efficiently performing a task 

might be prioritised over scaffolding the human thought process. 

Principle 2 – designing for external cognition: CCs should enable people to externalise their 

thoughts and ‘think with’ external resources. In other words, rather than prompting people 

to only imagine something in their mind (i.e. to build a mental representation), a CC should 

also provide ways to help them externalise their thoughts through external representations 

that can help them perform a specific task. If the CC supports people in expressing a thought 



 240 

through an external representation, this can (i) enable them to more effectively proceed with 

the task and their thought process, as they need to make their thoughts explicit (e.g. through 

verbal or visual expression) and (ii) this can further augment and empower their thought 

process by helping them get into a cycle of ‘thinking with’ and iterating on the representation 

they construct, as described in the previous section (see also [224]). The studies showed that 

such ‘cycles of external cognition’ can be enabled and facilitated by CCs for a range of tasks 

involving different modalities. The goal should be to help the user get into an interaction of 

iteratively refining their internal and external representations, which can be facilitated or 

‘moderated’ by the CC. Furthermore, the studies suggest that giving users different ways to 

respond to and ‘act on’ prompts can further support and facilitate their thinking – ProberBot, 

for example, provided different types of UI elements (scales, multiple choice options, and text 

inputs) helping to express one’s reasoning with respect to various criteria. 

These two principles resonate with approaches and theories from educational and learning 

sciences, which posit that people need to solve problems and figure out solutions themselves 

to understand and learn something – as it is proposed by the Constructivist Learning Theory, 

for example [319, 427]. Related to this is the technique of asking scaffolding questions, which 

can enable learners to progress with their own thinking [144, 217, 341] or to reflect more 

deeply on something [51, 169, 232, 291, 373, 390]. Furthermore, research suggests that 

externalising one’s thoughts can support cognitive processes [224] and building external 

representations can contribute to reflective thinking, and help people gain new understanding 

and insights [112, 113, 143, 291]. 

Taken together, the two principles aim to provide high-level guidelines that researchers, 

designers, and engineers working on or building AI tools (with proactive capabilities) might 

consider. However, it is worth noting that the principles might mainly apply to tasks for 

which at least some sensemaking and learning is desired or required from the human user 

when performing it. For example, familiar or everyday tasks in which the user knows what to 

do and how to proceed or other activities which do not need more extensive cognitive 

involvement from the user may not need (the same amount of) scaffolding from the system. 

When a task or activity is considered to be suitable for being supported by a cognitive tool 

like a CC that intends to scaffold human thinking, a range of decisions need to be made 
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regarding the CC’s characteristics – that go beyond the two general principles. To guide some 

of these decisions, a set of design ‘parameters’ based on the findings of this PhD research are 

described in the following – which are: 

1) Proactive, reactive, or mixed-initiative interaction 

2) Opportune moments for prompts 

3) Frequency of prompts 

4) Delivery of prompts 

5) Phrasing of prompts 

6) Modality of prompts 

7) ‘Evolution’ of prompts over time 

 

In general, many aspects of a CC, including these seven ‘parameters’, should be configurable 

to some extent by the user(s). For example, as seen in Chapter 7, participants’ views and 

preferences differed significantly with respect to what characteristics they expect from a CC, 

suggesting that it would be best to give people some control to personalise their CC. However, 

it may often not be feasible or adequate to give users full control over a CC and its ‘behaviours’ 

(as could also be seen in the tensions discussed for ProberBot in Section 8.1.2), which means 

that some decisions will generally have to be made by the designers and engineers building 

the CC. Therefore, to guide these decisions, some of the main considerations are provided in 

the following sub-sections for each of the seven design parameters. 

(1) Proactive, reactive, or mixed-initiative: CCs should only be proactive when 

there is a clear benefit for it. 

First, the most obvious question that needs to be addressed is if a system even has to be 

proactive. Proactivity with the aim to augment human cognition may only be promising for 

(i) more complex non-routine tasks where people might benefit from help (without exactly 

knowing which form of help they might benefit from), (ii) for tasks that are open-ended and 

possibly ill-defined where it is meaningful to introduce different approaches, considerations, 

or perspectives, (iii) related to that, where deeper thinking and reflection may be beneficial, 

and finally, on a more practical level, (iv) tasks for which it is possible to determine with 

sufficient certainty when and where people might benefit from help/input. If none of these 

points apply, it might be more appropriate to choose a reactive interaction model instead (i.e. 
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as is the case with most technologies in the sense that users control them and make requests 

to them). The more of these four criteria apply to a task, the better it might be suited for a CC 

to proactively intervene. However, even if a task appears suitable for proactive interventions, 

it may generally still be advisable to also design the CC to respond to user requests (i.e. mixed-

initiative, as it was also the case for SelVReflect), as a user might have specific and often highly 

individual/unique needs at certain points in a task, which might not be possible to predict and 

implement using any trigger rules for the CC’s proactive interventions.  

(2) Opportune Moments: CCs should only intervene based on clear signs that the 

user might benefit from a specific input. 

As previously described, there is a range of ‘indicators’ for identifying opportune moments to 

provide a prompt. Tasks that involve external tools and resources and/or that involve human-

human conversation can make a thought process and how it progresses more ‘observable’ for 

a CC. Indicators for opportune moments could be that based on what is discussed or created 

it can be seen that people are (i) not making clear progress for extended periods (e.g. 

SelVReflect or VoiceViz), (ii) missing important aspects in the materials they are working on 

(for the tasks where this can be determined, e.g. VoiceViz), or (iii) expressing confusion or a 

clear need for information or inspiration (e.g. SelVReflect and the Scenarios in Chapter 7). 

For other tasks, the opportune moments might be clearly tied to specific actions, such as (iv) 

being in the process of making a major decision that might benefit from critical thinking, 

which could be informed by or based on existing evidence on potentially suboptimal 

tendencies in human behaviour in the given type of task (e.g. ProberBot and the fallacies that 

can be involved in certain investment decisions). User studies can help determine when and 

where there might be opportune moments and how this can be identified based on the user’s 

behaviours, which can then be translated into specific prompts and rules for when they are 

triggered. 

(3) Frequency: CCs should generally prompt sparingly. 

How often and when to be proactive is a core question for designing CCs. Obviously, it 

depends on the type of task, the length of the task, and the context. A ‘heuristic’ is that 

proactive interventions should only intervene in human thought processes and human-
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human interactions in limited ways. For most tasks, the goal should be to provide only 

occasional ‘input’ to human thinking. What the appropriate frequency is will depend on the 

task, but as a rule of thumb, prompts might generally need to be a few minutes apart (unless 

the user specifically requests a prompt) to avoid disrupting people’s train of thought too 

much, in particular when they are spoken to people. Although this will depend on the type of 

CC and the kinds of prompts they provide, there is also a risk of over-reliance, as too frequent 

interventions could habituate people. As a result, users might start to just wait until they 

receive the next prompt from the CC rather than trying to figure out how to proceed with the 

task themselves (for example, one participant in Chapter 7 pointed out that they are concerned 

that knowing that the CC will proactively intervene might make them lazy). Thus, one of the 

main challenges when designing proactive systems is to try to not be ‘too helpful too often’ 

(e.g. Microsoft Clippy). This also relates to some of the tensions introduced earlier in the 

context of ProberBot. In short, when the guidance from the CC gets too extensive, there is a 

risk that it might make people become less exploratory, engaged, and empowered. 

(4) Delivery: CC should only intervene ‘without warning’ when this is thought to 

benefit ongoing thought processes and conversations. 

It may often be adequate to provide some form of cue before a CC intervenes, in particular 

when it might be difficult to determine with sufficient confidence if people are receptive to 

the prompt (e.g. as was the case for many of the scenarios in Chapter 7). However, when there 

might be advantages in designing the CC to interject directly, for example, to provoke people’s 

thinking or stimulate conversation (e.g. VoiceViz) the delivery might be more direct. Related 

to that, users should also be given the choice if they want to engage further with what the CC 

might have to say (e.g. after it has given them a cue that it has something to tell them) unless 

there is a clear indication that not doing so might be risky and potentially harmful (e.g. as it 

was the case for ProberBot which prompted participants to slow down and think before 

proceeding with a major and potentially risky trade). Finally, there should also be some 

flexibility in how the user is expected to respond to or act upon the prompt – as it was the case 

in SelVReflect, where some participants only expressed themselves visually while others also 

did so verbally when they were responding to a question, depending on their preference. In 

short, the user should generally be given some control over if and how a prompt is delivered 
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to them unless it can be assumed that there are clear (objective) benefits of prompting them 

directly without being particularly configured to do so (this might be the case, for example, 

when the user forgets or overlooks something that is important for what they are doing or 

trying to achieve, or when there is an unexpected emergency, etc.). 

(5) Phrasing: To support human cognition, CCs should inspire, encourage, and 

‘probe’ human thinking. 

To achieve this, questions that scaffold human thinking generally seem to work well [144, 217, 

341]. Scaffolding questions aim to help someone progress with their thinking but without 

pointing out the/a solution (e.g. to a problem or task that is being performed). This can be 

achieved, for example, by enabling someone to look at an issue from a different angle. 

Questions can also enable cognitive engagement with a task as well as sensemaking and 

learning [40, 412, 467]. One consideration is also whether questions should be open or closed, 

which might depend on what the CC aims to achieve and if the task is to be more divergent 

or more convergent (e.g. in VoiceViz, the goal was to achieve an adequate balance between 

both). 

Furthermore, formulating the prompts as questions can also have the advantage – even if they 

may implicitly contain a suggestion – that they might generally be perceived as less 

patronising or to be “the annoying kid in the class that screams the answer” (as also seen in Chapter 

7). Related to this is the question of the extent to which the content of the prompt should be 

‘embellished’ in a kind, encouraging, or motivating form/phrasing. For example, in some 

cases, the process of reflection and expression can be particularly challenging for people. In 

such cases, the prompts should be designed to be encouraging and motivating – as it was the 

case in SelVReflect. In other contexts, some friendly ‘embellishments’ might help to make the 

intervention less intrusive (for example, when a CC intervenes in an ongoing conversation to 

correct what a person said, as seen in Chapter 7 – e.g. “May I suggest something 

different ... ?”). However, there can, of course, also be cases where such embellishments might 

not be required or appropriate, for example, when important information needs to be 

delivered as quickly and efficiently as possible. 
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(6) Modality: Choose the modality that best matches the given task/interface and 

setting (and human-human interactions). 

When deciding whether to use a voice or text-based CC, it is important to consider how it fits 

into the task. This includes (i) how much immediate attention its interventions should receive 

from users, (ii) how human users should attend to, engage with, and ‘process’ a prompt, and 

(iii) how well they can do so considering the modalities that the specific task involves (e.g. 

writing, drawing, or speaking). Regarding the first two points, using voice prompts can get 

people to more immediately pay attention to them, as was also the case in VoiceViz, where 

voice-based prompts were considered and responded to more quickly than screen-based ones. 

In VoiceViz the voice-based prompts also had the advantage that they ‘activated’ and 

‘accelerated’ the ongoing conversation between the participants. On the other hand, text-

based prompts are effective for scenarios where it is not desirable to interrupt people’s train 

of thought and to allow them to decide when to engage with the prompt. Textual prompts 

also allow participants to re-read specific parts when needed. Furthermore, certain types of 

information generally tend to be more suitable to be provided/communicated in textual or 

visual form (such as numeric data, in particular if it is in structured/tabular form, etc.). Then 

there are tasks where being prompted through voice just appears to be more natural and 

meaningful, as was the case for SelVReflect – here, participants expressed a preference for 

auditory guidance as they thought it would better complement the creative visual task in VR. 

However, when choosing modalities it is also important to consider that certain people might 

generally find it easier to process spoken than written and/or visual information and vice-

versa depending on their preferences and the way they process information (e.g. [345]). 

Therefore, some of the above points also have to be considered with respect to the needs of 

specific users/user groups for whom a CC should be designed. 

If a CC is voice-based, an important consideration is also the type(s) of voice used (e.g. male, 

female, natural versus synthetic). Not only are there individual preferences for the type of 

voice, as seen in the SelVReflect study, but it also seems that there are differences depending 

on the kind of task. For example, some participants in SelVReflect pointed out that for the given 

creative and personal task, they prefer a more synthetic voice (while they might prefer a more 

natural voice for others). These individual needs and preferences regarding the type of voice 
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might generally be best accounted for by giving users the option to choose the type of voice 

they would like to have for a specific CC. 

(7) Evolution: Design the prompts in a way that they evolve with the human’s 

knowledge, needs, and progress on a task.  

The findings of the studies showed that it is important to consider how the prompts might 

evolve over time – based on a person’s progress on a specific task, their developing 

understanding and knowledge, and related to that, their changing needs and preferences for 

the prompts they might require/desire. As the findings of the VoiceViz and ProberBot studies 

showed, participants generally pointed out that whether the prompts are useful will strongly 

depend on the person’s expertise and familiarity with the specific task and their specific 

domain knowledge (which may also develop over time). For VoiceViz, in particular, it was 

mentioned that while prompts could be designed to support ‘slower’ exploration and thinking 

in the beginning, they could be designed to support faster interactions/progress on the given 

task with repeated use. With faster they meant the NLUI could sometimes also provide them 

with specific insights rather than just asking them questions which they need to explore and 

answer themselves, for example. Similarly, one of the main outcomes of the user-centred 

design process of the SelVReflect study was that the prompts and the types of support they 

provide should adapt as the user progresses through the task. SelVReflect thus provided 

prompts that evolved from initial ‘hands-on’ guidance helping to put a basic structure in 

place, to more exploratory prompts, giving people ideas for things they could introduce to 

and consider in their creation, and ending with higher-level reflection prompts.  

In fact, when considering how a CC’s prompts might evolve over time, as part of a specific 

task and over longer periods of use, all the aforementioned ‘parameters’ should be considered. 

Or, to put it the other way round, when addressing the previous seven design parameters, 

it is important to also consider for each of them how it might need to be adjusted over the 

course of using a CC. For example, it is likely that over time, the CC’s input might be needed 

for many tasks at different moments (i.e. parameter 1), potentially less frequently (i.e. 

parameter 2), and using a phrasing that evolves (i.e. parameter 5, such as by being more direct 
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and ‘getting straight to the point’ when users already have some familiarity with the task and 

the CC). 

To conclude, the design ‘principles’ and ‘parameters’ presented in this section provide some 

key design considerations for cognitive tools like CCs, which aim to proactively support 

cognitive processes. When designing such tools, however, the design decisions will mainly 

depend on the specific task/activity, the context in which it is performed, and the abilities and 

needs of the people who are performing it. Therefore, the decisions will generally have to 

mainly be informed by thorough user-centred design processes. It is hoped, however, that the 

considerations presented in this section might guide this design process as well as the user 

research and (prototype) evaluations that might be performed as part of it. 

8.3 The Key Contributions to Knowledge 

The present research contributes to the evolving body of research on how AI can be designed 

to augment and empower humans in their abilities [5, 8, 85, 138, 207, 365, 377, 386, 461]. In 

particular, it shows how AI systems that are designed as a CC28  could augment human 

cognition in a range of tasks – covering analytical, decision-making, and creative ones. The 

idea of CCs that proactively scaffold cognition – as they are proposed here – can be 

particularly relevant for GenAI tools, where such scaffolding could help people figure out 

how they could use the tool to achieve their goals and which strategies could be most effective 

– similar to the scaffolding that Tankelevitch et al. [409] propose in their paper on the 

metacognitive opportunities and demands of GenAI. Thus, the idea of CCs could be seen as a 

way to conceptualise AI, which focuses less on offloading human cognition – by giving specific 

outputs – and instead more on providing scaffolds for cognition. 

Related to that, as it was proposed in Section 8.1.3, probing and scaffolding NLUIs can extend 

existing theories of external cognition [224, 362] and, more broadly, the ways in which 

technology can be understood to extend the human mind [87] as they can be framed and 

designed as facilitators for reflection and external cognition. The main reason for this is that 

                                                      
28 Although the CC prototypes in this PhD thesis did technically not involve any AI models, they would 

most likely do so if they were implemented for real-world uses. 
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NLUIs can prompt people through questions, enabling them to express their thoughts in 

different ways than other interfaces (e.g. ‘regular’ GUIs) are capable of. More specifically, 

NLUIs can provide conversational interactions that can elicit certain ‘social’ responses [155, 

271, 300, 337] leading to people expressing themselves better [431, 459, 460], also because they 

might feel more compelled to answer a question from an NLUI. It is likely that in the present 

studies this also enabled participants to externalise their thoughts in more effective ways, as 

they generally reported that the CC’s questions helped them express new aspects – such as 

speculations for patterns in the dataset (VoiceViz), rationales for their decisions (ProberBot), 

or new aspects and components of a past experience (SelVReflect). 

The present work further contributes to the body of research on how (conversational) AI tools 

and – more broadly – NLUIs can be designed to intervene proactively in meaningful ways. 

Similar to previous work, the findings show how proactive interventions that are relevant to 

an ongoing task can support it effectively and are also perceived positively [280, 285, 318], 

even in collaborative interactions among humans [11]. While resonating with these previous 

studies on proactive interventions of NLUIs, the novel contribution here relates to the 

evidence on how such proactive interventions can facilitate reflection in a range of open-

ended tasks. The present work thus also extends the research that has been done on NLUIs 

supporting reflection in learning contexts [71, 203, 448] by also investigating their use for 

open-ended sensemaking tasks that go beyond common learning activities. 

The studies further corroborate previous findings on the importance of determining 

opportune moments for the NLUI to intervene to avoid undesirable disruptions [72, 139, 306, 

441]. However, the findings also revealed that when designing the CCs to support specific 

open-ended tasks, relatively simple rules to trigger the interventions can be sufficient, as 

people are generally more receptive to prompts and to exploring different directions and 

approaches given the nature of such tasks. However, the research also showed that this still 

requires thorough design processes in which various considerations have to be taken into 

account in order to get the NLUI’s interventions right (as described in the previous section). 

Furthermore, this research also supports previous findings with regard to how the adequate 

framing of NLUIs can play an important role in how they are understood, used, and interacted 

with, and how this can lead to more effective use and a better experience for users [214, 458]. 
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In all the studies, the NLUIs were introduced to participants as only being there to provide 

them with possible aspects to consider in the task they were doing. Through that, it is assumed 

that participants understood what to expect from the NLUI, which might have ‘narrowed’ the 

‘gulf of expectation and experience’ [263]. 

More broadly, the research also showed how CCs can facilitate and scaffold different forms 

of reflective thinking across a range of tasks, covering both introspective reflection (also 

referred to as self-reflection) and reflection on external materials (also referred to as critical 

thinking [126], as introduced in Section 2.2.1). In the present studies, the reflection that the 

CCs facilitated was found to lead to new insights and improved understanding of what 

participants were working on – which is also in line with some of the general benefits of 

reflection highlighted by Kolb [232] or Moon [291]. The research thus also extends research 

within HCI on NLUIs and how they can be designed to support reflection (e.g. [43]). However, 

what distinguishes the present PhD research is its focus on designing NLUIs that provide 

proactive prompts that facilitate reflective thinking in different types of tasks than those 

considered by most existing research – covering data analysis, decision-making, and creative 

expression. 

The last chapter also revealed how it can be more challenging to provide proactive 

interventions in desirable ways when they are not constrained and tailored to a specific task 

but provided in everyday situations, which is in line with previous research [264, 286]. The 

novelty of the present research lies in the exploration of a range of everyday situations, in 

particular social ones, which have not yet been more closely considered. As the findings show, 

there seems to be a wide range of views on the desirability of such NLUIs, suggesting that 

individual preferences must be accounted for by future CCs that aim to weave themselves 

into people’s everyday lives. 

Taken together, this research contributes to and extends existing knowledge in various ways, 

which are hoped to inform future research and design of (conversational) AI, NLUIs, and 

other tools that augment human cognition. 
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8.4 Limitations 

Given this breadth in the researched prototypes and the tasks that they support, a wide range 

of methods were used throughout the thesis to explore how best to design NLUIs and how 

effective they were at supporting various forms of reflection. These included experiments, 

(scenario-based) interview studies, questionnaires, user-centred design, as well as 

‘interventional’ designs with pre and post quantitative and qualitative assessments. The 

prototypes themselves covered purely scenario-based ones, to Wizard-of-Oz, as well as partly 

to mostly implemented ones. Taken together, the PhD has been following a mixed methods 

approach ‘within’ and ‘across’ studies that made it possible to approach and evaluate the idea 

of CCs from different angles and through different lenses. 

However, the methods used in the studies have their limitations. First of all, given the breadth 

of methods used, most of the research remained exploratory, and the causal effects that such 

CCs might have on specific tasks have not been addressed. This would require further 

experiments with ‘no co-pilot’ baselines or control conditions to compare to. Furthermore, it 

would involve identifying adequate metrics that can measure the effects CCs have on 

cognition, which is a challenge for open-ended tasks like those explored in this thesis, as task 

‘performance’ cannot be as easily defined for them. However, more importantly, the main 

reason this thesis did not employ a strictly experimental approach was that there seemed to 

be many exploratory questions that appeared to be important to consider before doing so – 

specifically on what the opportunities are of using CCs and how they could be designed for 

these different uses. 

Another restriction of the studies is their limited generalisability. One reason is that most of 

the studies were conducted using a controlled set-up – in the case of VoiceViz and SelVReflect 

in a lab setting and in the case of ProberBot in a video call with screen sharing (during which 

participants were making investment decisions based on certain scenarios using the simulated 

stock trading platform). This had to be done because most prototypes were not functional to 

a level where they could be used in real-world settings without supervision – i.e. ‘in the wild’ 

[73]. This also meant that some of the tasks had to be performed within certain bounds of what 

the study prototypes were capable of – for example, VoiceViz could only provide a certain set 

of visualisations for the given dataset, and ProberBot could only be used in certain situations. 
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Related to that, it is important to point out that many participants might have generally had 

a rather positive attitude towards the proactive interventions within these constrained tasks 

and experiences – which also meant that many of the proactive interventions could be 

relatively well controlled/delivered. It is likely that participants’ perceptions would be 

noticeably different – and often less positive – if they had to use the same or comparable tools 

to those investigated in the present studies in real-life settings. Some of these limitations were, 

however, counteracted/mitigated by choosing tasks that have some degree of realism and 

where the NLUI addresses actual challenges people may have experienced with analogous 

real-world tasks themselves (e.g. not knowing what to look for in a graph, making a rash 

decision, finding it difficult to express something) which supported the tasks’ ecological 

validity. 

Related to ecological validity, it is also important to note that the studies did not cover the use 

of any of these NLUIs over longer periods, which means, on the one hand, that many of the 

studies may have been affected by the novelty effect, and on the other hand, that some of the 

prototypes might have only been able to reveal their real effects if they were used for some 

time (e.g. the effect of a ProberBot on someone’s decisions). To thoroughly understand how 

people would use such CCs in comparable types of sensemaking or other tasks, longitudinal 

studies would be required. Although a longitudinal design was planned for a second study 

on ProberBot, various technical challenges in developing ProberBot further to allow its 

longitudinal use kept delaying the study so that it was ultimately not part of this PhD thesis. 

If longitudinal studies were conducted, they might have either revealed that some of the 

interest and willingness to interact with them ‘wears off’ over time, or they could also find 

that there might be an uptake as people get used to and more comfortable with the proactive 

behaviours of the NLUI, as mentioned in the ProberBot study for example (Section 5.6.2). 

Another limitation is that some of the study samples were rather small. However, they were 

generally chosen in function of the research questions and method used so that they would at 

least be large enough to address the research questions in an adequate way (e.g. smaller for 

purely qualitative inquiries, larger for purely quantitative ones, and somewhere between for 

the mixed method ones [66]). Furthermore, it is important to mention that despite attempts to 

make the samples more diverse, they mostly consisted of young, well-educated people from 
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Western countries. There might be differences depending on cultural background and 

demographics in terms of how NLUIs are responded to and used. For example, different 

cultures and societies may have different views on the ways in which it would be acceptable 

for a CC to proactively intervene in an ongoing conversation. Overall, the research has 

revealed that there are many opportunities for CCs for a range of tasks, which are worth 

exploring further. However, there are also still a range of challenges and open questions to be 

addressed – which will have to be considered before deploying such tools more widely. 

8.5 Future Research 

Beyond addressing some of the limitations covered in the previous section by extending 

sample sizes, running studies with longitudinal designs, and conducting them in real-world 

settings, there are many other opportunities for further research on CCs. 

For example, there are various other tasks that might benefit from reflective thinking, but 

where doing so might also be challenging without guidance. For example, CC could be 

developed to facilitate other introspective activities, where personal decisions, strategies, or 

goals are being reflected on and refined. Apart from that, future research could explore the 

use of CCs for other open-ended sensemaking tasks where information/data needs to be 

analysed and synthesised to get new insights (e.g. discovering relationships in different 

health-related activities which a wearable device might track), to make complex decisions (e.g. 

career choices), or to produce different types of artefacts (e.g. a report on a specific topic) to 

name just a few. 

Scaffolding the creation of artefacts is particularly relevant with the current developments in 

GenAI, as mentioned earlier. For example, there seems to be potential to adapt some of the AI 

co-pilot tools (like Microsoft Copilot) to employ some of the scaffolding approaches of the 

CCs proposed in this thesis. Besides helping with creating certain artefacts like current AI co-

pilots do, they could support the user in structuring, reflecting on, and making sense of the 

task and its components by scaffolding the person’s thought process. 

Another line of research could explore different kinds of questions and how they are 

delivered, for example, regarding their modality, length, the extent to which they are 
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formulated to be probing and encouraging, and how this should be adjusted to the type of 

task. As VoiceViz showed, the way the questions are delivered (i.e. modality) can affect the 

way in which people engage in a task and interact with each other and the system. There could 

be further differences like these that might be relevant for how well certain (cognitive) 

activities/tasks can be performed by users. 

Finally, one line of research or rather a lens to approach some of the ideas suggested in the 

previous paragraphs would be to investigate further how CC can enable people to effectively 

build external representations for different types of cognitive tasks. Through that, a better 

understanding could be developed of the types of prompts that are most effective in getting 

people to create and use external representations for their thought processes. For example, 

which prompts help a person formulate a vague intuition, structure a ‘nascent thought’, or 

sketch out a rough mental image or model of something? And which prompts then enable 

people to structure and refine such internal representations by externalising them in certain 

ways? Some of these questions have been partially addressed in the studies in this thesis 

through the different design processes used to identify which types of support people might 

need for certain tasks. However, there is an opportunity for a more systematic inquiry into 

how certain prompts might enable and support different forms of external cognition. 

8.6 Key Ethical Considerations 

Despite the opportunities of CCs, there are various important ethical considerations involved 

in developing them and when deploying them in the ‘real world’. If these considerations are 

not given adequate attention when designing CCs, they could have negative effects for the 

people using them. Many of these ethical considerations overlap with those for AI and 

autonomous systems (e.g. [200]). Although CCs may, in some cases, not even need AI 

capabilities to support certain tasks, they have similar characteristics to AI/autonomous 

systems in the sense that they have a certain agency, and their proactive interventions can 

impact human behaviour (e.g. affect their decision-making). For example, it is important to 

make transparent what a CC is designed for, when and why it intervenes, and in which ways 

it intends to support users. Furthermore, it is important to keep in mind that a CC may have 

its biases with regard to how it was designed (for example, to support people in adopting 
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certain strategies to solve a task), which is also relevant if the CC includes AI models that 

might have been trained with biased data [308]. This could affect the user in undesirable ways 

and introduce (the AI’s) bias to their behaviour. Beyond some of these more general concerns, 

this section puts the focus on autonomy, agency, alignment, and privacy, as these are of particular 

relevance for CCs. 

Autonomy. Although one aim of CCs is to get people to be more ‘cognitively engaged’ in a task 

– by triggering reflective thinking and encouraging externalisation of their thinking – there is 

also a certain risk of over-reliance and dependence on a CC, which can inhibit people’s 

autonomy. For example, people may get used to the CC assisting them when they are not 

progressing and might, as a result, just ‘wait for’ the next question from the CC to ‘get them 

to think’. Furthermore, once people are used to having a CC for certain tasks, the question is 

how they can still perform them without a CC. To mitigate this risk, the CCs should, on the 

one hand, generally be designed so that it limits its proactive interventions only to specific 

moments or parts of a task. On the other hand, this issue should be mitigated by the design of 

the prompts – as such, only some of the questions should hint at a possible direction to pursue 

when progressing further with the task, most should ideally probe a person on their ongoing 

thought process – such as encouraging externalisation rather than steering their thinking in a 

very specific direction. This way, people may not develop the expectation that a CC will 

generally give them a possible ‘next step’ for a task, and the risk of over-reliance could be 

limited to some extent. However, to achieve this, the tasks to be supported need to be carefully 

examined first (for example, using similar user-centred design approaches as some of the 

studies used) to get an understanding of where the critical points are when people might 

benefit from scaffolding questions. 

Agency. Even if a goal of CCs is to empower people in their own thinking by giving them 

certain ‘hooks’ or triggers to enable them to reflect and make sense of something, they could 

also be experienced as inhibiting people’s agency in certain situations if they are not carefully 

designed. On the one hand, their scaffolding questions can be perceived as patronising, pushy, 

or too prescriptive if they are not sufficiently tested and refined (as seen in the design process 

of the ProberBot questions – see Section 5.4.2). Furthermore, another aspect related to 

disempowerment is that CCs will sometimes not be able to provide input that aligns with a 
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person’s ongoing thought process. Even if for the present tasks, this was generally not an issue 

due to their open-endedness and people being in an ‘exploratory mindset’, there can be 

situations where a person is keen to focus on a specific idea or to follow their own approach 

when performing a task. As mentioned by a participant in VoiceViz, often, someone may just 

want to quickly get a specific insight or result from the data (i.e. a quick confirmatory analysis) 

rather than doing a more extensive exploratory analysis of the dataset. Empowering people 

in what they are doing and want to achieve may thus often require a CC to give people certain 

controls, but it also needs to be ‘aware of’ what the goals of someone are – in general, but also 

for a specific task/interaction – which brings us to the next ethical challenge of alignment an 

issue that is also widely discussed in general in the context of AI [149]. 

Alignment. The main idea of CCs is that they scaffold cognitive processes through questions. 

The goal is generally not to recommend specific actions or to provide answers or solutions. 

However, even scaffolding questions can be ‘leading’ and directing a person towards a certain 

direction. For example, a teacher scaffolding their student’s sensemaking or problem-solving 

also intends to help them to proceed with their thinking ‘towards a direction’ where they 

might be able to find the/a possible solution [40, 393]. Hence, the scaffolding itself can 

generally not be fully objective as it is often based on certain scaffolding approaches, best 

practices, useful heuristics, etc., which may contain certain assumptions on how a task could 

(or should) be performed. In ProberBot, for example, the scaffolding was mostly geared 

towards so-called value-based long-term investing strategies (which also overlapped with the 

investing strategies of the participants who were recruited for the study, but it might not 

overlap with the strategies of other people). As a result, it can happen that a CC affects 

people’s behaviours in a way that may not be aligned with their goals. It is thus crucial to 

make it clear what the purpose of a CC’s scaffolding questions is (before people start using 

the system) and, whenever possible, allow people to specify their goals so that the CC can 

adjust the way in which it scaffolds a person’s thinking. 

Privacy. CCs will generally need to have some form of ‘awareness’ of a specific context in 

which they operate and in which they intervene – which means that they need to sense what 

the people who it intends to support are doing. Furthermore, as discussed in the previous 

paragraph, the CC needs to have some representation of what the people’s intentions or goals 
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are. Both knowing people’s goals and sensing specific contexts has important privacy 

implications. When designing CCs it is important to balance the amount and the sensitivity of 

the data to be collected versus the expected positive impact of the CC on people’s (task-

specific) behaviour (which is related to the ‘data minimisation’ principle – also outlined in 

Article 5(1)(c) in the GDPR). If there is not an adequate balance, the deployment of a CC 

should be reconsidered or, wherever possible, the data that it collects constrained. 

Furthermore, the machine learning models underlying the NLUIs that are required for 

processing the persons’ behavioural data (e.g. what they do or say) should ideally run on the 

user’s device (also referred to as ‘edge computing’) [190] so that the data does not need to be 

uploaded to the cloud. Although these considerations were not a challenge for the present 

studies, as the CCs were not deployed in real-world settings and did not need such sensing 

and computational capabilities, it can be seen from the studies what privacy implications there 

might be if the systems were deployed. For SelVReflect and ProberBot, the sensing could be 

largely constrained to people’s behaviours within a specific software application; however, if 

designed to intervene in everyday situations (like in the scenario-based study), the NLUI 

would require collecting significantly more data, which would generally also be highly 

sensitive (e.g. private conversations). Tools like VoiceViz would fall somewhere in the middle 

of that spectrum, as the conversations that are monitored are specific to a given task (and thus 

most likely less sensitive than everyday conversations). When designing CCs, it is thus crucial 

to ask what data is really needed to provide meaningful cognitive scaffolds. If the scaffolds 

are designed in a way that they can work for many people (e.g. based on a user-centred design 

process), the CC may not even need to know exactly what people might be doing or thinking 

at a given moment and what their goals are (as it was also the case in the present studies). 

Moving forward, many of these ethical considerations will also benefit from a continuing 

critical discourse within HCI and other fields on the roles that AI and tools like CCs should 

play in different areas of our lives – now and in the future. 
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9. Conclusion 

This thesis explored how NLUIs can support people in cognitive tasks by proactively asking 

them questions. The questions were designed to be scaffolding, probing, and guiding with the 

aim of enabling reflective thinking. The focus was on open-ended tasks that benefit from 

reflective thinking, covering a collaborative exploratory data analysis task, a complex 

decision-making task, and a creative 3D drawing task. The findings revealed that the 

questions enabled people to explore and discover new ideas, approaches, or perspectives in 

ways that helped them progress with these tasks. In particular, by considering and responding 

to the NLUI’s questions while performing these tasks, people were able to externalise their 

thoughts and ideas in ways that led to new understandings and insights. These findings show 

how NLUIs can extend our cognition in new ways, which is why they were given the 

framing/metaphor of being ‘cognitive co-pilots’. However, there are also various challenges 

involved in such cognitive co-pilots. For example, as they can often only roughly ‘guess’ what 

a person might currently be doing or thinking about, their questions may sometimes not be 

adequately timed or relevant for what a person wants to do or achieve at a given moment in 

an ongoing task. As demonstrated in this thesis, one approach to mitigate this risk is to employ 

user-centred design approaches to define different types of scaffolding questions that can 

work for a range of people and for different ways of performing the given task. However, as 

misplaced questions cannot completely be avoided, it might be best to design the cognitive 

co-pilot with limited proactivity so that it only intervenes occasionally. The reason is that often 

a proactive question might trigger new thoughts, but sometimes it may also disrupt them – it 

is thus best to use them judiciously. The same applies to the question-asking NLUIs more 

generally – while there are many tasks where people can benefit from being prompted, there 

are others where this can be too disruptive and add too much ‘friction’. However, when 

designed in sensible ways, proactive NLUIs hold promise to become ‘co-pilots’ to human 

cognition. 
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