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Abstract—Due to the inherent open and shared nature of
the wireless channel, wireless communication networks are vul-
nerable to jamming attacks, and corresponding anti-jamming
measures are of utmost importance to realize reliable com-
munication. Game theory and reinforcement learning (RL) are
powerful mathematical tools in anti-jamming field. This article
investigates the anti-jamming problem from the perspective of
game theory and RL. First, different anti-jamming domains
and anti-jamming strategies are discussed, and technological
challenges are globally analyzed from different perspectives.
Second, an in-depth systematic and comprehensive survey of
each kind of anti-jamming solutions (i.e., game theory and RL)
is presented. To be specific, some game models are discussed for
game theory based solutions, including Bayesian anti-jamming
game, Stackelberg anti-jamming game, stochastic anti-jamming
game, zero-sum anti-jamming game, graphical/hypergraphical
anti-jamming game, and so on. For RL-based anti-jamming
solutions, some kinds of RL are given, including Q-learning,
multi-armed bandit (MAB), deep reinforcement learning and
transfer RL. Third, the strengths and limitations are analyzed for
each kind of anti-jamming solutions. Finally, we discuss the deep
integration of game theory and RL in anti-jamming problem, and
some future research directions are presented.

Index Terms—Wireless security, anti-jamming communication,
game theory, reinforcement learning, incomplete information,
jamming attacks

I. INTRODUCTION

Nowadays, wireless networks have dramatically attracted
significant attention, and are highly relevant in both civilian
and military applications. However, due to the inherent shared
and open nature of the transmission medium, wireless com-
munication is highly vulnerable to various security attacks,
such as eavesdropping attacks, spoofing attacks, and jamming
attacks. The communication security problem is an important
yet challenging concern, and considerable attention has been
given in the past decade [1]–[6]. Among these security attacks,
the jamming attack is a critical threat, which can deliberately
disrupt and deteriorate normal communications [7], [8], and
therefore this article focuses on jamming attack.

As a natural consequence, anti-jamming technologies were
paid some attention to fight against jamming attacks, and
various anti-jamming measures were proposed in existing
works [9]–[18]. Spread spectrum-based anti-jamming methods
are common to provide anti-jamming capability [19], [20],

such as frequency hopping spread spectrum (FHSS) and
direct sequence spread spectrum (DSSS) , and they have
been widely adopted in commercial and military applications.
Then, considerable efforts have been devoted to improving
the performance of spread spectrum-based methods. In [21]–
[23], an uncoordinated frequency hopping (UFH) scheme was
proposed to cope with the limitation of the pre-shared secrets
for traditional spread spectrum technology. In [24], based
on the intractable forward decoding and efficient backward
decoding, an efficient spread spectrum scheme was designed,
and pre-shared secret was not needed. In [25]–[27], a message-
driven frequency hopping (MDFH) scheme was investigated to
deal with the collision effect of conventional frequency hop-
ping. In [28], a code-controlled MDFH scheme was proposed
to pursue better anti-jamming performance, in which block
coding technology was integrated into frequency hopping. In
[29], adaptive frequency hopping (AFH) mechanism was an-
alyzed, and hopset adaptation scheme was employed. In [30],
[31], mode-frequency hopping (MFH) was proposed, in which
the angular/mode dimension was considered. In [32], [33],
combining the frequency hopping and index modulation, index
modulation based FHSS (IM-FHSS) scheme was designed
to cope with rective jamming. Although some variants are
designed, they have drawn great attention in various scenarios.
However, the spread spectrum based anti-jamming solutions
imply low spectral efficiency, and need wideband spectrum,
which limits their applications with scarce spectrum resource
scenarios and band-linmited applications.

The growing wireless devices results in a serious spectrum
scarcity problem, and mutual interference among legitimate
users is quite prominent. The traditional spread spectrum
based anti-jamming approaches are difficult to apply directly
in spectrum scarcity scenarios. For these scenarios, optimal
resource allocation based anti-jamming methods were promis-
ing means [34]–[37], which utilize the spectrum resources in a
flexible and efficient way, and constitute another family of anti-
jamming measures. What’s worse, the jamming technology
meets artificial intelligence and cognitive radio (CR) [38], [39],
jamming patterns are increasingly complex, and intelligence
level is improving. The complex and higher-level intelligent
jamming attacks pose severe challenges to the traditional anti-
jamming methods. Therefore, the new jamming environment



2

TABLE I
EXISTING SURVEYS OF ANTI-JAMMING METHODS

Year Ref. Key contributions

2009 [9] A survey of various jamming attacks and typical anti-jamming measures in wireless
sensor networks.

2011 [10] A brief survey of jamming game with incomplete information relying on only 10
citations.

2011 [11] A survey of jamming models, detection mechanisms and conventional anti-jamming
countermeasures in wireless networks.

2014 [12] A survey of jamming techniques, jamming localization, jamming detection and
countermeasures in wireless ad hoc networks.

2016 [13] A survey of different jamming attacks, jamming detection and defense strategies for
wireless local area network, wireless sensor network and ad hoc network.

2020 [14] A brief survey of dynamic spectrum anti-jamming communication relying on only
15 citations.

2020 [15] A survey of jamming and anti-jamming techniques in CR network.

2022 [16] A brief survey of game-theoretic learning anti-jamming relying on 15 citations.

2022 [17] A brief survey of intelligent dynamic spectrum anti-jamming communication relying
on only 15 citations.

2022 [18] A survey of jamming and anti-jamming schemes from the perspective of different
wireless networks scenarios, such as wireless local area networks, cellular networks,
vehicular networks, and so on.

will show some typical characteristics, such as higher-level
intelligent jammers and complex jamming and interference
relationships. Note that the complex jamming and interfer-
ence relationships mean that the jamming environment suffers
from both the mutual interference among users and malicious
jamming in this article.

Inspired by the above, it is timely and important to develop
effective anti-jamming approaches. Unfortunately, some tech-
nical challenges arise concerning the anti-jamming problem,
such as incomplete and unknown information constraints,
dynamics and confrontation. To address these challenges,
some powerful solutions have been investigated. Among these,
game theory [40] and reinforcement learning (RL) [41] stand
out to analyze and solve the anti-jamming problem, and to
design effective anti-jamming schemes in wireless networks.
Due to the confrontational charactersitic between legitimate
users and jammers, there is a natural interation behavior.
Fortunately, game theory, as a well-developed mathematical
tool, can adequately formulate the mutual interactions between
legitimate users and jammers. Besides, considering the non-
cooperative behavior between legitimate users and jammers,
incomplete and unknown information constraints are inevitable
in dynamic jamming environment. However, RL is an effective
method to make sequential decisions in unknown and dynamic
environments, which can cope with the incomplete and un-
known information constraints and dynamic characteristics.
Therefore, game theory and RL are promising methods to
achieve better anti-jamming performance in wireless networks.

Fortunately, lots of studies have been devoted to developing

effective anti-jamming methods. Preliminary results (i.e., [14]–
[16], [42]–[55]) demonstrate the anti-jamming methods based
on game theory and RL, which have attained growing attention
in anti-jamming problem. Consequently, there is an urgent
need for a survey of these anti-jamming methods, where anti-
jamming communications techniques meet game theory and
RL. Therefore, this article focuses on providing a comprehen-
sive review of the state-of-the-art on anti-jamming methods
from the perspective of game theory and RL.

Historically speaking, there are some related surveys on
anti-jamming methods. In [9], various jamming attacks were
analyzed, and typical anti-jamming measures were investigated
in wireless sensor networks. In [10], a brief survey of jamming
game with incomplete information was given relying on only
10 citations. In [11], various jamming models were discussed,
and some conventional anti-jamming countermeasures were
analyzed. In [12], a survey of jamming techniques was pre-
sented in detail, and some jamming localization, detection
and countermeasure schemes were extensively provided in
wireless ad hoc networks. In [13], different jamming attacks,
jamming detection and defense strategies were discussed for
wireless local area network, wireless sensor network and ad
hoc network. In [14], a brief survey of dynmic spectrum anti-
jamming communication was presented relying on only 15
citations. In [15], various jamming and anti-jamming tech-
niques were discussed in CR network. In [16], a brief survey
of gane-theoretic learning anti-jamming was analyzed relying
on only 15 citations, and three kinds of game models (i.e.,
Stackelberg game, stochastic game and hypergraphical game)
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were discussed. In [17], a brief survey of intelligent dynamic
spectrum anti-jamming communication was discussed from
the persective of deep reinforcement learning (DRL) relying on
only 15 citations. In [18], jamming and anti-jamming schemes
were analyzed from the perspective of different wireless net-
works scenarios, such as wireless local area networks, cellular
networks, vehicular networks, and so on. The related surveys
are summarized in Table I.

In contrast to existing survey papers, this article surveyed
the anti-jamming schemes from the perspective of game theory
and RL. With respect to the existing survey pspers, the main
contributions of this article are given as follows:

(1) The different anti-jamming domains (i.e., power do-
main, frequency domain, time domain, space do-
main, code domain and multi-domain) and anti-
jamming strategies (i.e., confrontation, avoidance,
elimination, hide, tolerance, deceit and bypass) are
comprehensively analyzed, and a global analysis of
technological challenges is presented from different
perspectives in anti-jamming problem, such as net-
work characteristics, information constraints, and the
design for anti-jamming decision making scheme.

(2) An in-depth systematic and comprehensive survey
of game theory and RL in anti-jamming commu-
nications is presented. Specifically, various kinds
of anti-jamming game models are discussed for
game theory based anti-jamming solutions, includ-
ing Bayesian anti-jamming game, Stackelberg anti-
jamming game, stochastic anti-jamming game, zero-
sum anti-jamming game, graphical/hypergraphical
anti-jamming game, Colonel Blotto anti-jamming
game, anti-jaming relay game, prospect-theory based
anti-jamming game and evolutionary anti-jamming
game. For RL-based anti-jamming solutions, some
kinds of RL are given, including Q-learning, multi-
armed bandit (MAB), DRL and transfer RL.

(3) The strengths and limitations are discussed and an-
alyzed for each kind of anti-jamming solution (i.e.,
game theory and RL). Then, we analyze the integra-
tion of game thory and RL in anti-jamming problem,
and some future research directions are presented.

The rest of this article is organized as follows. In Section II,
background and challenges of anti-jamming communications
are investigated. In Section III-V, we mainly analyze and
compare two kinds of anti-jamming solutions, respectively.
Specifically, game theory based anti-jamming solutions in
Section III, RL based anti-jamming solutions in Section IV.
In Section V, we discuss the deep intergration of game theory
and RL in anti-jamming problem, and some future research
directions are discussed. Finally, conclusions are provided in
Section VI.

For convenience, the used abbreviations in this article are
summarized in Table II

TABLE II
SUMMMARIZATION OF ABBREVIATIONS

Abbreviation Explanation

AFH Adaptive frequency hopping

AWGN Additive white Gaussian noise

CR Cognitive radio

CNN Convolutional neural network

DSSS Direct sequence spread spectrum

DRL Deep reinforcement learning

ESS Evolutionary stable strategy

FHSS Frequency hopping spread spectrum

FCN Fully connected network

HF High frequency

IM-FHSS index modulation based frequency hop-
ping spread spectrum

IRS Intelligent reflecting surface

IoT Internet of Things

IID Independent and inentically distributed

LSTM Long short term memory

MDFH Message-driven frequency hopping

MFH Mode-frequency hopping

MAB Multi-armed bandit

MIMO Multiple-input multiple-output

MAC Medium access control

MDP Markov decision process

NOMA Non-orthogonal multiple access

NE Nash equilibrium

OFDM orthogonal frequency divison multiplexing

PT Prospect theory

RL Reinforcement learning

RNN Recurrent neural network

RIS Reconfigurable intelligent surface

SINR Signal to interference plus noise ratio

SE Stackelberg equilibrium

THSS Time hopping spread spectrum

UFH Uncoordinated frequency hopping

UAV Unmanned aerial vehicle
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II. BACKGROUND AND CHALLENGES OF ANTI-JAMMING
COMMUNICATIONS

A. Discussion of jammers

To better solve the anti-jamming communication problem, it
is necessary to understand communication jamming. Jamming
is a deliberate and intentional emission of wireless signals,
which aims to disrupt or prevent normal communication
[9]–[15], [56]–[58], and comes from external jammers or
malicious users. According to different classification rules,
jammers can be classified into different types. Based on
action modes of jammers, they can be divided into two cate-
gories: suppressive jammer and deceptive jammer. Suppressive
jammer, e.g. constant jammer and reactive jammer, refers
to the transmission of jamming signals in communication
frequency band, which deteriorates the signal to interference
plus noise ratio (SINR) of receiver, and reduces or loses the
ability of receiver to receive information. Deceptive jammer
is to imitate the characteristics of legitimate communication
behaviors, so as to deceive legitimate users and mislead them
to make unexpected response [9]–[15], [56]–[59]. Based on the
functionality, jammers can be divided into elementary jammer
(e.g. constant jammer and random jammer) and advanced
jammer (e.g. follower-on jammer and control channel jammer)
[12]. The class of elementary jammers includes the proactive
jammer and reactive jammer. A proactive jammer transmits
a jamming signal regardless of data transmission, such as
constant jammer and random jammer. The reactive jammer has
the sensing ability, and it transmits jamming signal only when
the communication activities exist on the channel. For the
advanced jammers, they classify as function-specific jammer
and smart-hybrid jammer. The function-specific jammers have
a pre-determined function to generate a jamming signal, such
as follow-on jammer and channel hopping jammer. The smart-
hybrid jammers hold effective jamming characteristic, and aim
to improve jamming effect to conserve energy, such as control
channel jammer and implicit jammer. Based on the level of
sophistication, jammers can be divided into smart jammer
and non-smart jammer [15]. For the non-smart jammers, they
follow a fixed jamming strategy, and interested readers can
refer to literatures for detailed information [9]–[12], [56]–[58].
This subsection focuses on the smart or intelligent jammers.

To pursue better jamming effect, smart or intelligent jammer
is more effective. In [60], [61], an intelligent adversary, which
can be regarded as an combination of spoofing and jamming,
was investigated in CR, and it optimized the spoofing signal
in sensing duration and optimized the jamming signal in
transmission duration. In [62], the optimal jamming problem
was analyzed in additive white Gaussian noise (AWGN)
channel, and the optimal jamming signal was designed for
digital amplitude-phase-modulated constellations. In [63], the
optimal jamming signal design was considered in multiple-
input multiple-output (MIMO) communication system. In [64],
[65], a cognitive jammer based on a MAB framework, which
can optimize the physical layer parameters, was designed to
optimally jam the communication between one transmitter and
receiver. In [66], [67], the intelligent jammer based on RL
was investigated to increase the jamming impact. In [68],

[69], the intelligent jammer based on DRL was discussed,
and a deep learning guided jamming was proposed in [70].
According to the references [15], [71]–[73], the intelligent
jammer can learn transmission pattern and dynamically adapt
to jamming environment. It should be noted that learning
ability and adaptability are the most significant characteristics
of intelligent jammer, and it will be a focus of anti-jamming
problem in the future work.

B. Discussion of anti-jamming problem

Anti-jamming communication is a classical yet interesting
problem, and it plays a fundamental role in supporting the re-
search and development of reliable communication techniques.
Moreover, it is also an important part of cognitive risk control
[74]–[76]. Anti-jamming communication is a highly topic
with several sub-problems. Specifically, it includes jammer
detection [77]–[85], jammer recognition [86]–[89], jammer
localization [90], and anti-jamming decision making [42]–
[55], and so on. An illustration of anti-jamming technology
is shown in Fig. 1.

抗干扰问题

Jammer detection

Anti-jamming 

decision making

Jammer prediction, 

Anti-jamming 

evaluation

, Waveform design

Jammer location

Jammer 

recognition
Jammer

Jammer

Fig. 1. An illustration of anti-jamming communication problem.

• Jammer detection :Jamming detection is the first step
of an anti-jamming scheme, and various anti-jamming
methods can be performed only when jammer is correctly
detected. For the jamming detection problem, there exist
some works, such as hypothesis testing [81], compressed
sensing [82], and machine learning based method [83],
[84]. These methods can be mainly classified into two
categories [85]: threshold based methods and medium
access control (MAC) based methods. In the threshold-
based detection methods, a threshold is employed to
differentiate between jamming scenario and legitimate
scenario, and they focus on communication between two
legitimate users. The MAC-based methods can observe
medium access process with predefined duration, and they
can distinguish the medium access contention collision
and jamming attack.

• Jammer recognition : The identification of jamming
patterns is another important problem, and it devoted
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to understanding and distinguishing different jamming
patterns. Because it may need different anti-jamming
approaches for different jamming patterns, it is highly
meaningful to employ targeted anti-jamming schemes to
improve anti-jamming capability. In [86], Naive Bayes
classifier was employed, a data driven jamming recogni-
tion method was proposed. In [87], a spectrum waterfall is
adopted, and a deep learning based jamming recognition
method is investigated. In [88], based on a combination
of threat-based schemes and nonparametric estimation, an
algorithm was designed to estimate jammer type. In [89],
based on a distributed recognition framework, a few-shot
learning method was proposed for jamming recognition.

• Jammer localization : The localization of jamming
attacks plays an essential role in designing jamming-
resistant countermeasures. Some jamming parameters
need to be estimated for anti-jamming measures, such
as jamming channel gain and jamming powe, while
accurate jamming patermeters may benefit from accurate
jammer localization. In [90], a comprehensive survey
of jammer localization was presented, and various jam-
ming locailization schemes were provided. The jammer
localization problem involves additional concepts, such
as information measurement, location computation and
accuracy evaluation. Based on the used information of
location computation, the existing jammer localization
methods can be divided into range-based and range-free
schemes. In a range-based method, distance information
is employed to obtain a jammer’s location. For a range-
free method, the network topology information is utilized
to locate a jammer.

• Anti-jamming decision making : To obtain desirable
anti-jamming strategies, such as transmission power and
channel, it is of critical importance to design effective
anti-jamming decision making approaches in jamming
environments. In this article, we focus on anti-jamming
decision making, which is a core and critical technology
in anti-jamming problem. Meanwhile, it is a challeng-
ing task due to the adversarial characteristic and non-
cooperative relationship between the legitimate users and
malicious jammer. In existing works, there are various
anti-jamming decision making schemes, such as game
theory based methods [42]–[51], RL based methods [52]–
[55], convex optimization based methods [91]–[99], and
particle swarm optimization based methods [100]. Among
these methods, game theory based methods and RL based
methods have some advantages in dynamic, incomplete
and unknown jamming environment, and we will discuss
later. This survey mainly focuses on the game theory
based methods and RL based methods.

Remark 1. Besides the game theory based methods and RL-
based methods, there are also some other methods, e.g., convex
optimization based methods and particle swarm optimization
based methods. However, these methods have high require-
ments for jamming environment information, and they are
suitable for scenarios with known and complete environmental
information. In this survey, we do not discuss these methods,

and they belong to the class of centralized defense schemes and
may incur significant communication cost due to parameter
estimation and result in latency in the network.

In addition, the anti-jamming problem involves additional
contents, such as jammer prediction [101], anti-jamming eval-
uation [102], [103] and waveforms design [104]. Based on
jammer prediction, the jamming rules can be learned according
to the jammer’s historical information, and legitimate users can
avoid jammers’ behaviors in advance. Through anti-jamming
performance evaluation, the weakness of anti-jamming meth-
ods can be found, and then it is beneficial to further improve
the designed anti-jamming schemes. The design of waveform
is physical countermeasure, and the suitable anti-jamming
transmission waveforms need to be designed to enhance the
anti-jamming performance in wireless networks.

C. Discussion of anti-jamming domains

From the perspective of anti-jamming domains, different
domains are employed to combat the impact of jamming
attacks, such as power domain [105]–[111], frequency do-
main [19]–[32], [112]–[116], time domain [104], [117]–[122],
space domain [123]–[131], code domain [11], [132]–[135] and
multi-domain [136]–[144]. Correspondingly, the anti-jamming
approaches can be categorized into the following categories.

• Power domain : The power domain anti-jamming meth-
ods are to combat jammers at the cost of power, and
higher power means stronger resistance to jamming at-
tacks. When jamming power is not very strong, as long
as it can meet the normal communication requirements,
the smaller the transmitting power, the better. In case of
high-power strong jammer, it is the most direct way to
adopt high-power to fight against jamming attack. With
the development of miniaturization and intelligence of
jamming attacks, the coexistence of high-power suppres-
sion jammers and low-power smart jammers will appear
in the future.

• Spectrum domain : The spectrum domain anti-jamming
methods are mainstream anti-jamming methods, and
have attracted widespread attention. The spread spectrum
based anti-jamming schemes can achieve anti-jamming
ability by spreading the signal bandwidth to a wider
frequency band, such as FHSS and DSSS, and the relia-
bility requirements can be meet at the at the expense of
spectrum efficiency. Moreover, legitimate users can avoid
the jamming attacks by looking for or employing spectral
holes. Besides, some effective anti-jamming schemes are
proposed in spectrum domain, such as dynamic spec-
trum anti-jamming [14] and game-theoretic learning anti-
jamming paradigm [16], which can take full advantage of
spectrum resources and adapt to spectrum environment.

• Time domain : The transmission time can be subdi-
vided into time slots, and the information transmission
can be realized according to the jamming time interval.
Meanwhile, time hopping spread spectrum (THSS) is
a typical anti-jamming scheme, where the signal shifts
transmission slots in a pseudorandom way, which has
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some advantages, such as low implementation complex-
ity, and low interception probability [104]. In addition, the
secondary users do not have spectrum-access priority in
CR, and spectrum-based measures may be ineffective in
jamming environments due to higher channel switching
rate [117], [118]. For these scenarios, time-based anti-
jamming schemes may be a good candidate. Based on RL,
a time domain anti-jamming pulse jamming mechanism
was proposed in [119]. In [120], the spreading-time tech-
nology was employed for low power and band-limited
nodes in Internet of Things (IoT), and an automatic
control allocation framework was formulated. In [121] , a
novel time hopping anti-jamming scheme was proposed,
and the non-ccoherent chaotic system was employed.

• Space domain : Space domain based anti-jamming
schemes exploit the spatial dimension to cancel out the
impact of jamming attacks based on diversity of space
domain and network topology characteristics, and can be
applied in multi-antenna communication systems. Based
on multi-antenna techniques, legitimate users can cope
with jamming signals with antenna gain. Different from
frequency hopping based defense schemes, space domain
based anti-jamming schemes can recover the normal sig-
nal in jammed spectrum, which can realize the jamming
defense through spatial freedom. Based on the diver-
sity and multiplexing gain, MIMO-based anti-jamming
schemes were proposed in [123]–[126], and anti-jamming
capability can be achieved by spatial filtering. In [127],
[128], the anti-jamming scheme was explored by con-
trolled mobility, and the legitimate nodes move their
geographical locations to fight against jamming attacks.
In [129]–[131], based on the spatial diversity of relay
nodes, cooperative anti-jamming relaying schemes were
proposed in vehicular networks.

• Code domain : In the code domain, suitable coding and
modulation schemes can be employed to the robustness
for jamming attacks. For example, error-correction codes,
such as Low Density Parity Codes and Turbo-codes,
aim to enhance the error tolerance. To be specific, the
transmitter encodes the information by adding redundant
bits, and the receiver obtains the anti-jamming ability by
decoding the transmitted information. Then, some error
bits can be recovered with extra transmission bits. From
the perspective of jammers, only a small amount of bits
need to be disrupted to cause a transmission failure in
scenarios without error-correction, while higher jamming
price are needed to corrupt the transmission for error-
correction scenarios. Moreover, if the received SINR is
lower than the demodulation threshold, low rate and
reliable modulation is suitable, e.g., binary phase shift
keying.

• Multi-domain : Multi-domain defense mechanisms mean
that a variety of anti-jamming strategies are flexibly
adopted in multiple domains to obtain better anti-
jamming performance. In [136]–[142], frequency hopping
and power adaptation were jointly considered. In [143], a
multi-domain anti-jamming scheme was provided, which
combined the time domain and spectrum domain to

design the jamming countermeasures. In [144], a joint
time-frequency jamming-resistant scheme was investi-
gated, and a reinforcement learning based algorithm was
proposed to obtain the optimal channel and transmission
duration.

D. Discussion of anti-jamming strategies
According to the different anti-jamming strategies, anti-

jamming methods can be mainly divided into seven categories
[14], [16], [145]: confrontation, avoidance, elimination, hide,
tolerance, deceit, and bypass.
• Confrontation : “Confrontation” means that legitimate

users can directly increase the transmitting power to
combat jamming attacks, and therefore it results in the
increase of the received SINR. For example, power con-
trol anti-jamming employs this strategy to cope with the
threat of jamming attacks in [105]–[110].

• Avoidance : This anti-jamming strategy aims to escape
jammers. For example, frequency hopping switches be-
tween different channels when the current channel is
jammed. In addition, legitimate users can avoid the di-
rection of incoming wave, and form the spatial isolation
between communication signal and jamming signal to
reduce the impact caused by jammers. Finally, spatial
retreat is another effective measure, which can move on
others locations when the current area suffers from heavy
jamming [146].

• Elimination : Different from other anti-jamming strate-
gies, “elimination” means that the jamming in the re-
ceived signal can be eliminated as much as possible by
means of signal processing, such as adaptive filtering and
blind source separation.

• Hide : “Hide” seeks to improve the concealment of the
communication signal so that the jammers cannot detect
the existence of communication signal. For example,
DSSS submerges the communication signals in noise
for transmission. In addition, stealthy communication is
a reliable and stealthy communication paradigm, and
communication behavior is undetectable by adversary.
Meanwhile, the normal communication should ensure
robustness to jamming attacks [147].

• Tolerance : By “tolerance”, some coding schemes can be
adopted to disperse and reduce the impact of jamming,
such as error-correction code and repeated transmission.
The jamming defense ability is obtained by redundancy
information in error-correction codes.

• Deceit : “Deceit” is an important anti-jamming strategy,
and it can realize the anti-jamming communication by
fake information to lure jammers. In [148], an extra
transmitter-receiver pair was added to send fake informa-
tion to attract the jammer to ensure the real information
transmission. In [149], [150], the transmitter deliberately
takes some wrong actions to fool the jamming attack into
making prediction errors, and the anti-jamming perfor-
mance can be enhanced. In [151]–[155], various decep-
tion strategies were proposed to combat reactive jammers.
In [156]–[159], the deception tactics were investigated to
cope with intelligent jamming attacks.
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• Bypass : Different from conventional physical-layer anti-
jamming techniques, (e.g., spread spectrum-based meth-
ods) and MAC-layer schemes (e.g., error-correction),
“bypass” employs a different perspective, and designs
anti-jamming mechanisms at network level. It resorts to
making full use of routing diversity, and re-establishing
routing connectivity. To combat the jamming attacks,
bypassing mechanisms can be employed to detour the
jammer-affected zone, and a new alternative paths can
be established. In [145], [160]–[166], routing approaches
were investigated to bypass the jammers, and various
effective path selection algorithms were proposed.

E. Discussion of Challenges

In this subsection, the main challenges of the anti-jamming
decision making problem is summarized from different per-
spectives [14], [16]. The main challenges facing anti-jamming
decision making and the corresponding approaches are sum-
marized in Fig.2.

Power
Anti-jamming 

domain
Spectrum Time Space Code Multi-domain

Confronttation
Anti-jamming 

strategies
Avoidance Elimination Hide Tolerance Deceit Bypass

challenges Theoretical methods

Confrontational

Dynamic

Dense

Incomplete

Unknown

Network characteristic

Information constraints

Anti-jamming decision 
making scheme design

Robust decision making 

under dynamic, incomplete 
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Effective decision making 

under complex jamming and 

interference relationship

challenges

Bayesian game

Stackelberg game

Stochastic game

Zero-sum game

Graphical game

Reinforcement learning

Q-learning

Deep reinforcement 

learning

Multi-armed bandit

Fig. 2. The challenges and solutions in anti-jamming problem.

First, from the perspective of network characteristics, three
challenges need to be addressed in anti-jamming field.
• Confrontational : It consists of two classes of main

entities in the anti-jamming problem: the legitimate
users, who pursue reliable communication in adversar-
ial jamming environments; and malicious jammers aims
to deteriorate the normal information transmission. The
confrontation is the most obvious characteristic for anti-
jamming problem. In addition, with the development of
intelligent jamming technology, the intelligent jammer
can learn the transmission pattern and adapt to the dy-
namic strategy of legitimate users, and the confrontation
process is more intense. This will further increase the
difficulty for designing of jamming defense scheme,
and “intelligent anti-intelligent jammer” will be a severe
challenge for anti-jamming communication in the future.
It should be pointed out that equivalent countermeasure
capability is the premise for legitimate users and jammers
to confront each other, and they realize the optimization
of their own utilities through adjusting their own strate-
gies. If one side has absolute advantages for legitimate

users and jammers, the weak side does not have any
effective countermeasures.

• Dynamic : The dynamic is very important, and there are
several factors. First, the spectrum environment is dy-
namic in jamming environment duo to adversarial inter-
actions between legitimate users and malicious jammers.
Second, jammer environment may be dynamic, such as
jamming frequency, jamming power, and jamming loca-
tion. In addition, the dynamic characteristic of wireless
communication network is also important. For example,
spectrum state is time-varying, and traffic demands may
change from time to time as well.

• Dense : With the continuous growth of traffic demands,
wireless devices are deployed intensively, such as UAV
networks and small cell networks. It is a challenging task
to develop jamming defense schemes in dense networks.
First, malicious jamming is a potential threat to degrade
the information transmission of the legitimate users. Sec-
ond, mutual interference, which brings among legitimate
users with the same channel, is another important factor
to restrict the network performance. Therefore, the jam-
ming environment becomes complex in dense networks,
and spectrum confrontation is very fierce.

To realize reliable communication, both malicious jam-
ming and mutual interference need to be considered. For
this, there exist some studies in the existing literature. In
[167], [168], both the inter-cell-interference and malicious
jamming were investigated in heterogeneous cellular networks,
and decoupled association and reverse frequency allocation
were exploited to combat both jamming and interference.
In [169], a SimpleMAC protocol was formulated, and a
channel coordination mechanism was designed to minimize
interference among transmitters, and yet the jammer can
be prevented. In [170]–[172], anti-jamming schemes were
discussed in interference alignment networks, and jamming
signal and interference alignment are considered jointly. In
[173], the anti-jamming communication issue was investigated
in the ultra-dense network, and frequency-hopping technology
was adopted to cope with jamming and interference. In [174],
non-orthogonal multiple access (NOMA) and distributed an-
tenna system was combined to counteract the jamming, and
simultaneously mutual interference can be removed.

Second, from the perspective of information constraints, the
following challenges arise in anti-jamming problem.

• Incomplete : The design of jamming defense mecha-
nisms needs some information. Unfortunately, it is im-
possible for legitimate users and jammers to obtain the
perfect and accurate information of each other due to
the non-cooperative relationship. Besides, owing to the
limitation of signal processing capability and resource,
each entity for both legitimate users and jammers can
only obtain part information of wireless environment.
Therefore, incomplete information constraint is unavoid-
able in wireless jamming environment. In existing studies,
various kinds of incomplete information needs to be
analyzed.
In [9], various forms of incomplete information constraint
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were analyzed, such as user types, system parameters
and physical channel, and Bayesian game framework
was presented to deal with the incomplete information
constraints. In [175], [176], the rival-type uncertainty
was analyzed, and various Bayesian anti-jamming game
models were provided. In [177], a Bayesian power control
anti-jamming game was formulated, and the incomplete
nature of channel gain was analyzed. In [178], [179], the
position uncertainty was investigated, and the correspond-
ing Bayesian game was formulated.

• Unknown : In some anti-jamming scenarios, partial in-
formation can be obtained. Unfortunately, due to the ad-
versarial characteristic, the information of confrontation
environment is completely unknown in some cases, such
as jammer pattern, and jamming parameters, and prior
information of jamming environment cannot be achieved.
It is a challenging task to design an effective anti-
jamming scheme in unknown jamming environments.
It should be noted that there exists some research ad-
dressing anti-jamming problem in unknown jamming
environment. In [52], [53], Q-learning, as a typical rein-
forcement learning method, was employed to overcome
the impact of jammers in unknown jamming environment.
In [14]–[17], [173], [180], [181], the deep reinforcement
learning based anti-jamming methods were investigated
in various unknown jamming environments. In [141] and
[182], based on the MAB framework, and online learning
algorithms were proposed to obtain the desirable anti-
jamming strategies in unknown environment.
Third, from the perspective of the design for anti-
jamming decision making schemes, two challenges are
listed as follows.
1) Robust decision making under dynamic, incomplete
and unknown constraints. Due to the adversarial char-
acteristic and inherent features of the jamming environ-
ment, the dynamic, incomplete and unknown information
constraints need to be addressed in anti-jamming decision
making. The Bayesian game framework is an alternative
method to cope with the incomplete information con-
straint, and it optimizes the expected utility function of
game player depends only on distribution information
rather than accurate information. In addition, intelligent
learning methods, such as RL and DRL, are effective
to cope with the dynamic, incomplete and unknown
information constraints, and they can constantly interact
with the environment through trial and error, so as to
achieve the best match between their strategies and the
jamming environment.
2) Effective decision making under complex jamming
and interference relationship. In some anti-jamming
scenarios, the effects of mutual interference and malicious
jamming need to be counteracted at the same time, and
spectrum confrontation is fierce. It is a challenging task to
design effective anti-jamming decision making methods
under complex jamming and interference relationship
scenarios. Therefore, two basic ideas can be employed.
First, mutual interference and malicious jamming can
be mapped into generalized interference and jamming

through a certain functional relationship, and then the
minimization problem of generalized interference and
jamming can be solved. Combined with intelligent learn-
ing methods, the generalized interference and jamming
problem was discussed in [183], [184]. Second, the idea
of internal collaboration and external confrontation can be
exploited, and both collaboration and competition were
considered. To be specific, by collaboration mechanisms
among legitimate users, the mutual interference can be
eliminated while avoiding malicious jamming in the
process of learning jamming behaviors. In [185]–[188],
the collaboration among legitimate users was considered,
and collaborative learning algorithms were proposed to
simultaneously tackle the mutual interference and mali-
cious jamming.

III. GAME THEORY-BASED ANTI-JAMMING APPROACHES

Game theory, as a powerful mathematical tool, can describe
and analyze competitive/cooperative interactions in multi-
player scenarios [40]. According to whether a binding agree-
ment can be formed among players, game theory can be
divided into two branches: cooperative and non-cooperative.
In the case of cooperative model, game players make decisions
based on cooperative means, and there are certain enforceable
agreements among players. Therefore, one player considers the
impact for other players in the process of making decisions.
For a non-cooperative game, each game player makes rational
decisions independently and selfishly without considering the
impact of its own behavior for other game players, and aims
to maximize its individual utility function. In addition, game
theory can be categorized into complete information game
and incomplete information game according to the available
information of players. Each player has accurate information
of other players in a complete information game, such as
strategy space and utility functions, while only partial infor-
mation can be available in an incomplete information game.
In anti-jamming field, the non-cooperative and incomplete
information game are mainly considered.

In this section, the fundamentals of game theory are
firstly provided, and then some state-of-the-art anti-jamming
game-theoretic solutions are analyzed and reviewed. Finally,
strengths and limitations are discussed.

A. Fundamentals of game theory

A non-cooperative game consists of three elements: player,
strategy set and utility function, and a strategic form game can
be expressed as a triplet F = {N ,An, µn} , where N is the
set of game players, An represents the strategy set of game
player n, and µn denotes the utility function.
• Player : Entities, who can independently make rational

decisions, are called players. Players have clear goals,
and more than one action is available. The player set is a
finite set, and it can be denoted by N = {1, ..., n, ..., N}
. A game has at least two players, and both legitimate
users and malicious jammers can act as players in anti-
jamming problem.
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TABLE III
SUMMARY OF GAME MODELS IN ANTI-JAMMING FIELD

Game model Advantages Utility function Techniques Ref.

Bayesian
game

It can cope with the
incomplete information
constraints.

Throughput; successful
transmission rate

Convex optimization
techniques

[10]

Throughput Convex optimization
techniques

[175], [189],
[190], [191], [251]

The number of successful
receptions

Convex optimization
techniques

[177], [193]

Channel capacity Linear programs [178], [179]

SINR Convex optimization
techniques

[194], [195], [196],
[190], [191], [197]–
[200]

Stackelberg
game

It can capture hierarchical
behavior, and analyze
competitive interactions at
different levels.

SINR Convex optimization
techniques

[105], [106], [191],
[199], [200], [201]–
[209], [210]–[212]

SINR Q-learning [213], [214]

SINR Genetic algorithm [143]

SINR Deep Q networks [215]

Throughput Convex optimization [148], [216], [217],
[218]

Weighted aggregate inter-
ference and jamming

Stochastic learning [183]

Weighted aggregate inter-
ference and jamming

Log-linear learning [219]

The number of successful
receptions

Q-learning [220]

Throughput Deep neutral network [221]

Throughput Distributing learning [222]

Throughput Better reply algorithm [223]

Throughput Q-learning [224]

Energy consumption Q-learning [225]

Multi-objective cost Deep reinforcement
learning

[226], [227]

The number of useful
communication

Linear programs [228]

Stochastic
game

It can describe the
dynamics of jamming
environment.

The number of successful
receptions

Multi-agent reinforce-
ment learning

[185]–[188]

Throughput Deep reinforcement
learning

[229], [230]

Throughput Minimax-Q learning [231]

Throughput Multi-agent reinforce-
ment learning

[232], [233],
[234], [235]

Transmission rate Linear programs [236], [237]

Throughput Linear programs [238]

Zero-sum
game

It can capture the
adversarial relationship
between legitimate users
and jammers.

Capacity Convex optimization [239], [240]

Capacity Q-learning [241]

Throughput Linear program [242]

Graphical/
hypergraphical
game

It can well model the
mutual interference effect
among legitimate users.

Throughput Distributed learning [243]

Satisfaction Distributed learning [244]

Generalized interference
and jamming

Distributed learning [184]
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• Strategy : A strategy can be regarded as a mapping
from available information to actions. Actually, it is also
known as a possible decision made by a player based
on the available information. Strategies can be divided
into pure strategies and mixed strategies. The chosen
strategy of player n can be expressed as an ∈ An ,
and a strategy profile of all players can be denoted as
a = {a1, ..., aN} . A player chooses a unique action from
its action set in a pure strategy, while a player randomly
selects a strategy in strategy set according to a certain
probability distribution in a mixed strategy. Specifically,
a mixed strategy of player n can be represented by θn(an)
, which means the probability that player n chooses
strategy an ∈ An and satisfies

∑
an∈An

θn(an) = 1 and
0 ≤ θn(an) ≤ 1 . Then, a mixed strategy profile of all
players can be denoted as θ = {θ1, ..., θN} .

• Utility function : The utility function describes the
clear goal of a player, and expresses the preferences
for different strategies. It can also be regarded as a
reward obtained by players. For a non-cooperative game,
each player aims to maximize its own utility function,
and a player can obtain their desirable strategies by
maximizing its utility function, which is driven by self-
interest. It should be pointed out that the utility function
is closely related to the properties of the game model.
For the continuous optimization scenarios, if the utility
function is convex, the traditional convex optimization
methods can be applied to achieve the optimal strategy
for the continuous problems. For the discrete optimization
scenarios, the design of utility function is also very
important. For example, the exact potential game can
be used in anti-jamming channel selection problem [16],
and it satisfies the following constraints that the variation
of the utility function due to any game player’s unilat-
eral deviation is equal to the variation of the potential
function. For an exact potential game, it has at least one
pure strategy Nash equilibrium (NE), and any global or
local maximization of potential function can constitute
an optimal pure strategy NE. In addition, the ultimate
goal of formulated anti-jamming game is to obtain the
desirable anti-jamming strategies, and the utility function
should have clear physical meaning, such as SINR and
throughput.

Another important terminology of the non-cooperative game
is NE [40], which is the basic solution concept. In order
to analyze the mutual interactions among players and the
results of self-interest, NE is the common steady solution
of a non-cooperative game. In a NE, no player can obtain
the improvement of utility function to unilaterally change its
strategy. Specifically, a strategy profile a∗ = {a∗1, ..., a∗N} is a
pure strategy NE if no player has an incentive to unilaterally
change current strategy to improve its utility function, and the
strategies of other players are fixed. Correspondingly, a mixed
strategy profile θ∗ = {θ∗1 , ..., θ∗N} is a mixed strategy NE if
no player has an incentive by unilaterally changing its current
mixed strategy to another strategy. It should be noted that
pure strategy NE can be regarded as a special case of mixed

strategy NE, in which each player choose one of strategies with
probability 1, and the probability of selecting other strategies
is zero.

B. The applications of game theory in anti-jamming commu-
nications

Nowadays, game theory provides a rich framework to cope
with jamming attacks, and various game models have been em-
ployed, such as Bayesian game [175]–[179], Stochastic game
[185]–[188], Stackelberg game [245], and so on. Different
game models have different characteristics, and the existing
game models are reviewed and compared in anti-jamming field
in Table III.
1) Bayesian anti-jamming game

Due to the non-cooperative and adversarial relationships
between legitimate users and malicious jammers, it is neces-
sary to deal with incomplete information constraints. Bayesian
game provides a framework to describe and analyze the
incomplete information constraints, and it only needs dis-
tribution information rather than accurate information. The
uncertainty of incomplete information is described by a prior
distribution, and then players aim to optimize their expected
utility function. The existing Bayesian anti-jamming game
applications are reviewed in Table IV.

TABLE IV
EXISTING APPLICATIONS OF BAYESIAN ANTI-JAMMING

GAME

Kinds of uncertainty Forms of uncer-
tainty

Ref.

Player type
uncertainty

Rival-type uncer-
tainty

[175], [194],
[246], [247]

Jamming attack
type uncertainty

[176]

User type [10], [189]

System
parameters

Channel gain [10], [177],
[190], [191],
[197]–[200]

Rendezvous chan-
nel

[192]

Jamming power [195]

Other forms
Position
uncertainty

[178], [179],
[193]

Traffic uncertainty [10], [249],
[250]

Physical presence [10], [196],
[251]

Various forms of uncertainty were discussed, and cor-
responding Bayesian anti-jamming game models were for-
mulated. In [175], [194], incomplete information of rival’s
identity is analyzed, and player cannot confirm whether the
rival is regular-type or smart-type. Then, the Bayesian anti-
jamming game framework was employed to cope with rival-
type uncertainty. In [246], the adversary’s behavior patterns
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are uncertain, and it is not sure whether the adversary will
adopt Nash behavior or Stackelberg behavior. In [247], the
uncertainty of the rival’s activity was analyzed, and the
Bayesian game framework was discussed. In [176], the type of
intelligence of jamming attacks is incomplete. To be specific,
it is uncertain whether the jamming attack is a random
jammer or an intelligent jammer. In [189], the uncertainty of
user type was analyzed in medium access control game, and
each transmitter (i.e., selfish and malicious transmitter) had
incomplete information of types for other transmitters.

Due to the adversarial relationships, the uncertainty of
system parameters is common. In [177], [197], the incomplete
information of channel gains was considered. Specifically, nei-
ther the legitimate user nor the jammer known the exact chan-
nel gain information of opponent link, and only the probability
density functions of random variables were available. In [198],
the uncertainty of channel gain was analyzed in an orthogonal
frequency divison multiplexing (OFDM) wireless network,
and the optimal strategies were obtained based on Bayesian
anti-jamming game framework. In [190] , the legitimate user
cannot obtain the exact location of jammer in a single carrier
wireless system, and only its probabilistic term was known. In
[191], [199], [200], the incomplete channel gain was modeled
and analyzed in Bayesian Stackelberg anti-jamming game.
In [192], a Bayesian channel selection game is proposed in
dynamic spectrum access networks in the scenario of unknown
rendezvous channel. In [195], the precise jamming power is
unknown, and only a statistical description was available.

In addition, there are other forms of uncertainty. In some
wireless networks, the performance is position-dependent. In
[178], the exact position of legitimate transmitter was unknown
for jammer, and only probability distribution was available.
In [179], the position uncertainty was analyzed in under-
water sensor networks. In [193], considering the incomplete
information of the jammer location in a CR network, a
Bayesian anti-jamming power control game was formulated. In
[249], [250], the traffic uncertainty was considered, and cor-
responding countermeasures were analyzed. In [196], [251],
the uncertainty of physical presence or absence of jamming
attack was investigated, and the legitimate user only had the
statistical probability that the jammer was present or absent.
In [10], Bayesian jamming game framework was discussed,
and incomplete information types are analyzed.
2) Stackelberganti-jamming game

Stackelberg game, as an extension of the non-cooperative
game, has many favourable characteristics. First, it includes
two kinds of players with different attributes, namely lead-
ers and followers. Second, it can describe these hierarchical
interactions between leaders and followers. Specifically, the
leaders have strong position, and they play their strategies
first. Then, the followers consequently react to the declared
strategies of the leaders. A Stackelberg anti-jamming game
can be expressed as F = {N ,J ,Au,Aj , µu, µj} , where
N is the set of legitimate users, J is the set of malicious
jammers, Au and Aj respectively represent the strategy space
of legitimate users and jammers,µu and µj are utility function
of legitimate users and jammers, respectively. In some anti-
jamming scenarios, there are hierarchical behaviors between

the legitimate users and jammers. For example, the jammer can
learn the transmission strategies of the legitimate users [105],
[106], and it is necessary for the legitimate users to detect
the jamming actions [245]. Therefore, Stackelberg game is a
natural tool to capture these hierarchical interactions. Besides,
Stackelberg game can describe multiple competitive relation-
ships. On the one hand, there are hierarchical competitive
interactions between the leaders and followers. On the other
hand, there are also competitive interactions among followers
or leaders. A framework of Stackelberg anti-jamming game is
shown in Fig. 3. The existing Stackelberg anti-jamming game
applications are reviewed in Table V.

User

User

User

User

Communication network

Advantages

Capture hierarchical behaviors 

• The legitimate users need to 

detect the malicious jammer

• The  jammer can learn 

users’activities

Analyze competitive interactions 

at different levels 
• The competition exists 

between leader players and 

follower players

• The  competition also exists 

among followers players or 

leader players
Jamming 

Mutual interference

Jammer

Fig. 3. A framework of Stackelberg anti-jamming game.

Stackelberg game can be regarded as a two-level opti-
mization problem, and it can be applied to solve the anti-
jamming decision-making problem with continuous strategy.
Based on convex optimization techniques, the Stackelberg
equilibrium (SE) can be obtained by a backward induction
method. In [105], [106], [148], [216], [202], the one-leader
one-follower Stackelberg anti-jamming power control game
was formulated, and the desirable power strategies were
obtained. In [199] and [203], Bayesian Stackelberg power
control game was formulated, and the incomplete information
was considered. Based on successive convex approximation
method, a confrontation game was formulated to describe
the scenario with simultaneous jamming and eavesdropping
in [204], and the desirable power solution was achieved. In
[205], the observation error of the jammer was investigated
in a Stackelberg power control game. In [206], [207], an
anti-jamming power control game was analyzed in wireless
cyber-physical system. In [208], a jamming mitigation scheme
was proposed in power domain for IoT communications. In
[209], [256], a jamming avoidance problem was investigated
in a wireless sensor network. In [252], beam-domain anti-
jamming problem was analyzed in a massive MIMO system,
and optimal closed-form power solution was obtained for
both the base station and jammer. In [259], based on the
ability of constructing wireless environment, a reconfigurable
intelligent surface-assisted Stackelberg anti-jamming scheme
was presented to improve the anti-jamming performance. In
[257], a Stackelberg game was employed to model the power
silence to fight against the jamming attacks. In [228], [258],
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TABLE V
EXISTING APPLICATIONS OF STACKELBERG ANTI-JAMMING GAME

Application Strategy space Situations Ref.

Power control

Continuous strategy One-leader one-follower [105], [106],
[148], [191]–
[193], [195],
[196], [199]–
[209], [216],
[249]–[252],
[259],

Continuous strategy One-leader multi-follower [191], [210],
[217], [253]

Continuous strategy Three-layer Stackelberg game [200], [211],
[212]

Discrete strategy One-leader one-follower [213], [214],
[220], [221],
[254], [255]

Mobility-based jam-
ming avoidance

Continuous strategy One-leader multi-follower [256]

Power silence Continuous strategy One-leader one-follower [257]

Offloading
application

Continuous strategy Three-layer Stackelberg game [218]

Channel selection

Discrete strategy One-leader multi-follower [183], [245]

Discrete strategy Multi-leader multi-follower [219]

Discrete strategy Multi-leader one-follower [222]

The joint channel se-
lection and power
control

Discrete strategy Multi-leader one-follower [223]

The joint selection of
frequency hopping
speed and power
control

Discrete strategy One-leader one-follower [143]

The formulation
of anti-jamming
subnetwork
formulation

Discrete strategy Multi-leader multi-follower [225]

Routing selection Discrete strategy One-leader one-follower [226], [227]

Trajectory optimiza-
tion

Discrete strategy One-leader multi-follower [215]

Cross-layer anti-
jamming design

Discrete strategy One-leader one-follower [224]

Deception-based de-
fense

Continuous strategy One-leader one-follower [228], [258]
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a deception-based defense strategy was investigated to fight
against the jamming attack.

In [191], [217] and [253], they extend to multi-user sce-
narios, and the one-leader multi-followers Stackelberg anti-
jamming power control game was formulated. In [210], based
on the Stackelberg game framework, the power control prob-
lem was analyzed in multi-jammer scenarios. In [211], [212]
and [200], the power control problem was investigated in
cooperative wireless networks, and the three-layer Stackelberg
game framework was adopted, in which relay nodes act as vice
leader, and it forms leader-vice leader-follower Stackelberg
anti-jamming game framework. In [218], the three-layer secure
offloading Stackelberg game was investigated to cope with
jamming attacks.

Discrete problems also have some important applications,
in which convex optimization techniques are intractable. For
these scenarios, intelligent learning method can be employed
to obtain the desirable strategies by trial-and-error with jam-
ming environment, and it has attained extensive attention.
In [213], [214]and [220], based on Q-learning, the desirable
power strategy can be achieved. In [221], based on deep
neural networks, the optimal power allocation strategy was
obtained for both cluster head node and jammer in sensor
edge cloud. In [254], the unmanned aerial vehicle (UAV)-
aided anti-jamming problem was investigated in maritime
communication, and optimal anti-jamming power strategies
were obtained for UAV and transmitting ship. In [255], a DRL-
assisted power control anti-jamming scheme was proposed
with one smart jammer and multiple eavesdroppers. Based
on stochastic learning mechanism, the anti-jamming channel
selection problem was discussed in [183] and [245], and
mutual interference and malicious jamming were simultane-
ously considered. In [219], a learning-based dynamic spectrum
access scheme was designed, and the log-linear learning
algorithm was employed. In [222], a multi-leader one-follower
anti-jamming channel selection game was formulated, and
an active attraction based learning algorithm was developed
to cope with tracking jammer. In [223], the joint channel
selection and power control problem was considered in multi-
user scenarios, and a multi-leader one-follower Stackelberg
anti-jamming game was formulated. In [225], the formulation
of anti-jamming subnetwork formulation was analyzed in
satellite–enabled army IoT, and the RL-based anti-jamming
algorithm was designed. In [226], [227], anti-jamming routing
selection schemes were proposed, and DRL was employed
to achieve desirable routing paths. In [215], deep Q-networks
were employed, and the optimal trajectory was obtained with a
UAV jammer. In [224], based on hierarchical learning method,
the cross-layer anti-jamming mechanism was investigated, and
the routing, channel selection and power control were jointly
analyzed.
3)Stochastic anti-jamming game

Stochastic game, also known as Markov game, can be
regarded as a generalization of the Markov decision process
(MDP) with multi-agent cases, and it is a mathematical
framework for multi-agent decision optimization in dynamic
environment. Mathematically, a stochastic anti-jamming game
can be denoted as F = {N ,S,A1, ...,AN , r1, ..., rN , q} ,

where N = {1, .., N} is the user set, S denotes the states
set, An, n = {1, .., N} and rn, n = {1, .., N} respectively
represent the strategies set and reward of user n ,and q is the
state transition model. In anti-jamming field, it has many ad-
vantages. First, it can describe dynamics due to dynamic jam-
ming strategies, such as jamming channel and jamming power.
Second, it can characterize the collaborative and competitive
relationships among players. Based on the characteristics of
utility functions, stochastic game can be divided into three
Modes: completely collaborative, completely competitive, and
mixed mode [260]. If all agents have the same utility functions,
and the stochastic game is a completely collaborative mode.
For two agents scenarios, if they have opposite utility function,
and it can be regarded as completely competitive mode. If
utility functions of agents are neither identical nor opposite,
it is considered as a mixed mode. A framework of stochastic
anti-jamming game is shown in Fig. 4. A large variety of
applications can be found for stochastic anti-jamming game,
and they are reviewed in Table VI.

Jamming environment
Jammer

Environment

Feedback

Environment

Feedback

Environment

Action

Feedback

Environment

Action

Feedback

Action

Environment

Action

Feedback

Environment

Action

Feedback

Collaboration

Advantages

Describe the dynamics of 

jamming environment 

• The jamming activities 

are dynamic

• Markov game provides a 

mathematical framework 

for decision optimization 

in dynamic scenarios

Represent the complicated 

relationships among players

• Describe collaboration 

and competition among 

players

Fig. 4. A framework of stochastic anti-jamming game.

Collaborative mode is common in anti-jamming field, and
it has some applications. In [261]–[264], based on stochastic
game framework, multi-agent RL anti-jamming methods were
proposed, and standard Q-learning was employed. In [185]–
[187], collaboration mechanism (e.g., information exchange)
was considered to realize collaborative learning among users,
and collaborative multi-agent RL algorithms were proposed
to simultaneously cope with mutual interference and malicious
jamming. In [188], a novel cross check Q-learning method was
proposed, and each agent can able to predict the behaviors of
other agents. For this scenario, collaborative learning can be
realized by behavior prediction. To deal with the limitation
of dimensions of state space in large-scale networks, the
stochastic game and DRL can be combined. In [229], the anti-
jamming channel selection problem was investigated in self-
organizing networks, and a decentralized DRL anti-jamming
scheme was proposed. In [230], based on deep neutral net-
works, a mean field RL anti-jamming method was proposed for
ultra-dense networks. In [265], a win or learn fast Q-learning
anti-jamming method was designed to battle sweep jamming
in control channels. In [266], a multi-agent layered Q-learning
approach was designed for UAV anti-jamming communication
networks, and a two layers framework to respectively find the
optimal channel and power strategies.

The completely competitive mode can well describe the
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TABLE VI
EXISTING APPLICATIONS OF STOCHASTIC ANTI-JAMMING

GAME

Application Mode Ref.

Channel selection

Collaborative mode

[185]–
[187],

[229],
[230],
[261]–
[265]

Joing channel selec-
tion and power con-
trol

[266]

Channel selection

Competitive mode

[231],
[267]–
[269]

Power control, chan-
nel selection

[232],
[233]

Joint adaptation of
frequency hopping
and transmission
rate

[236],
[237]

Power allocation [238]

Path selection [270]

Joint adaptation of
frequency and opera-
tion mode

[271]

Channel selection
Mixed mode

[234],
[235],
[272]

Wireless energy
transfer

[273]

confrontation relationship between legitimate user and jam-
mer. In [231], a stochastic anti-jamming zero-sum game in
CR networks was formulated, and an anti-jamming defense
scheme based on minimax-Q learning was proposed. In [267],
a stochastic zero-sum game was employed to capture the
competitive interactions between secondary user and jammer,
and stationary saddle-point strategies were provided. In [268],
the smart hopping was investigated, and inference and logical
reasoning were adopted to predict the rival’s strategies. In
[269], the anti-jamming spectrum auction scheme was de-
signed in CR networks, which can be converted into two-level
auctions. In [232], [233], the anti-jamming problems in energy
harvesting networks and CR networks were discussed, and
two multi-agent RL algorithm (i.e., minimax-PDS and WoLF-
PDS) were proposed to quickly learn in dynamic jamming
environment. In [236], [237], the joint frequency hopping
and transmission rate anti-jamming scheme was discussed,
and the constrained NE was analyzed. In [238], a finite-
energy anti-jamming problem was considered, and a dynamic

programming algorithm was proposed to find the NE solutions.
In [270], defensive path selection problem was analyzed, and
the optimal path selection mechanism was designed. In [271],
the joint adaptation of frequency hopping and operation mode
was analyzed in CR networks, and optimal defense strategies
were developed to fight against a reactive sweep jammer.

In addition, the mixed mode also has some applications.
In [272], a general-sum stochastic game was formulated to
tackle control channel jamming problem, and win-or-learn-
fast principle based learning scheme was designed to obtain
the optimal control channel allocation strategies. In [234],
a stochastic anti-jamming game was employed to model in-
teractions between a secondary user and intelligent jammer
in CR networks, and optimal frequency hopping schemes
were derived. In [235], based on Q-learning, a game-theoretic
frequency hopping scheme was designed to select available
channel in wireless sensor network. In [273], a constrained
stochastic jamming game was analyzed in wireless powered
communication networks, and the best response dynamics
based iterative algorithm was given to obtain the stationary
policies.
4) Zero-sum anti-jamming game

The zero-sum game framework involves two players, which
have completely opposite utility functions. One player aims
to maximize its utility function, while another player is to
minimize the same utility function. That is to say, the payoff
of one player leads to the loss of the other player in the
formulated game-theoretic framework. It can well capture the
adversarial relationship between legitimate user and jammer,
and has attained extensive attention in anti-jamming field.
An anti-jamming zero-sum game contains two players: a
legitimate user and a jammer. On the one hand, the legitimate
user is to maximize a pre-specified utility function with its
own optimal strategy. On the other hand, the jammer aims to
minimize the pre-specified utility function from its perspective.

The zero-sum anti-jamming game framework has many
applications in the existing literature. First, the power domain
anti-jamming defense was investigated in [239]–[241], [274].
In [239], the power control anti-jamming problem was investi-
gated between the legitimate user and jammer, and the capacity
was defined as the utility function. The authorized user aims
to maximize its capacity under hostile jamming, while the
jammer tries to minimize the capacity of the legitimate user. In
[241], the power allocation problem between a CR transmitter
and a jammer was formulated as a power allocation game, and
an optimal power strategy based on Q-learning was obtained
for the smart jammer scenario. In [274], the power allocation
anti-jamming game was designed in a training-based MIMO
system, and the legitimate user jammer and have opposite
objectives for data rate. In [240], the frequency hopping
jamming game was formulated in a satellite communication
network, and optimal power strategies were shown for three
scenarios: complete information game, jammer-biased game
and defender-biased game.

Second, frequency domain anti-jamming defense scheme
can be analyzed by zero-sum game framework. In [242], the
frequency domain anti-jamming mechanism was analyzed, and
a frequency hopping strategy was considered to cope with the
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jamming attacks. A measurement-driven anti-jamming game
framework was formulated between the legitimate link and
the jammer, in which the legitimate link pursued to maxi-
mize its throughout, while the jammer was to minimize this
throughout. In [275], a channel selection anti-jamming method
was investigated in CR network, and a zero-sum anti-jamming
game framework was modeled between the secondary user
and jammer. In [276], a hopping pattern selection problem
was investigated, and transmission rate was regarded to as a
metric to decide on random hopping or spreading. In [231],
[267] and [269], based on the zero-sum game framework, the
channel selection anti-jamming problem was discussed in CR
networks.

Besides, there exist other applications of zero-sum game
framework. In [236], [237], the multi-domain anti-jamming of
frequency hopping and transmission rate was investigated. In
[277], as a counter-jamming approach, energy harvesting was
investigated to mitigate jamming attacks. In [278], security
defense was considered in underwater wireless networks, and
an energy-depleting jamming game was formulated. In [279], a
jamming game between the encoder-decoder and jammer was
modeled, and the encoder-decoder attempt to choose optimal
encoding and decoding strategies to minimize the probability
of error. In [280], the adaptation mechanisms for a trans-
mitter/receiver with multiple parameters (e.g., transmission
rate, power) were analyzed in a power constrained jammer
scenario. In [281], a geometry-based anti-jamming theoretical
framework was formulated in underwater sensor networks, and
multi-dimensional anti-jamming strategies (e.g., modulation
and coding scheme, power strategy) were given for a blind and
a reactive jammer. In [270], the anti-jamming mechanisms at
network layer were analyzed.
5) Graphical/Hypergraphical anti-jamming game

The graphical game [282], as an appropriate mathemat-
ical tool, can model the mutual interference effect among
legitimate users. It can well describe the spatial distribution
characteristics, and a mutual strong interference relationship
exists between two neighboring users. In some dense wireless
network scenarios, not only strong interference relationships
need to be considered, but also the accumulative weak inter-
ference relationship cannot be ignored among three or more
legitimate users, which can equal to a strong interference rela-
tionship when it exceeds a threshold [184]. As an extension of
traditional graphical model, hypergraph can accurately model
the interference relationships, and both strong interference
relationships and cumulative weak interference relationships
can be captured [184], [283].

A framework of a hypergraph-based anti-jamming game is
shown in Fig. 5. The strong interference relationships are
denoted as lines, and the accumulative weak interference
relationships are expressed as circles. For example, there is
a strong interference relationship between user 1 and user 2
if the same channel is adopted. Similarly, strong interference
relations are formed between user 2 and user 5, and between
user 2 and user 6. Besides, there is a cumulative weak inter-
ference relation among user 1, user 3, and user 6, and among
user 4, user 5, and user 6. Specifically, user 1 and user 3 do not
interfere with user 6 alone, while user 1 and user 3 together

interfere with user 6 if the same channel is employed. The
hypergraph-based anti-jamming game can fully capture the
interference relationships, and strong interference relations and
weak interference relations can be simultaneously described.
In addition, the formulated hypergraph game can analyze and
model the anti-jamming problem, which can be transformed
into a generalized interference and jamming minimization
problem to obtain the optimal anti-jamming strategies. A
graph-based anti-jamming game can be considered as a sim-
plification of hypergraph-based anti-jamming game, and only
strong interference relations are considered.
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Fig. 5. A framework of hypergraph-based anti-jamming game.

The graph-based anti-jamming game is a promising method
in dense wireless networks, and it has attracted some attention.
In [243], [244], graph model was considered to characterize
the interference relations between two neighbor users, and
a context-aware anti-jamming cannel access mechanism was
designed. Then, a distributed learning algorithm was designed
to obtain NE solutions for different jamming patterns. In [184],
a hypergraph-based anti-jamming spectrum access scheme was
proposed in dense wireless networks, and hypergraph model
was employed to accurately describe the interference relations
among legitimate users.
6) Other anti-jamming games
1) Colonel Blotto anti-jamming game

Colonel Blotto game is an extension of the non-cooperative
game, and it involves two opposing players, which allocate
limited resources on N independent battlefields [284]. The
player 1 (player 2) with more powerful strategies can win
the battlefield, and the utility function of each player is the
sum outcomes from all battlefields. For a Colonel Blotto
game, each player allocates its forces without other player’s
information, and it has some studies in anti-jamming field.

In [285], [286], the power allocation problem was analyzed
between the secondary user and jammer in CR networks.
In [287], a jamming power game was formulated between a
controller node and a jammer for OFDM-based IoT networks.
In [288], an anti-jamming Colonel Blotto game was formulated
to model the confrontation problem between a fusion center
and jammer in IoT. In [289]–[292], the anti-jamming power
control strategy was designed for a health monitoring system
while considering the limited power constraints as well as the
multichannel fading. In [293], a power control anti-jamming
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scheme was investigated in IoT networks, and a heteroge-
neous iterative method was proposed to obtain the desirable
solutions. In [294], a Colonel Blotto game was formulated
between a secondary access point and a jammer in a dynamic
spectrum access network. In [295], [296], the attack-defense
problem was modeled as the networked Colonel Blotto game
in the network system, and players (e.g., attacker and defender)
aimed to maximize or minimize network performance.
2) Anti-jamming relay game

Relay-assisted anti-jamming game is a powerful tool to cope
with jamming attacks in wireless communications, and the
relay can help information transmission in jamming networks.
It improves the anti-jamming performance from the perspec-
tive of relay enhancement, and has some applications in the
existing literature.

In [200], [211]and [212], the power control anti-jamming
problem was investigated in cooperative wireless communica-
tion networks, and relay node was employed to help informa-
tion transmission. In [297], [298], an anti-jamming relay game
was designed in UAV-assisted vehicular ad-hoc networks, and
UAV was regarded as a relay. The UAV acts as a defender to
decide whether or not to relay the information transmission
from an onboard unit to another jamming-free roadside unit
when the serving roadside unit suffered from heavy jamming,
while the jammer chooses its optimal power strategy. In [299],
a power control game was formulated between the relay UAVs
and the jammer in a UAV network, and multiple UAVs act as
relays to help the transmission of the resource-destination link.
In [345], an anti-jamming scheme was designed for UAV-aided
cellular systems, and the UAV acts as a relay when the base
station suffers from heavy jamming. The UAV can choose its
optimal power strategy to fight against jamming attacks, and
the smart jammer can optimize its jamming power strategy to
minimize the utility of the UAV.
3) Prospect-theory based anti-jamming game

In traditional anti-jamming game frameworks, all players
are assumed to be rational, and immune to real-life perception
[300], [301]. In these scenarios, the legitimate users and jam-
mers make their decisions based on their expected utilities un-
der uncertainty. However, this assumption cannot characterize
the subjectivity of players. Fortunately, prospect theory (PT)
has emerged as an appropriate tool to analyze anti-jamming
game from a user-centric view, and a probability weighting
function is adopted to describe the subjective decision process
of players.

In [300], a PT-based anti-jamming game was formulated
between a secondary user and a jammer, and the channel
access problem was investigated in CR networks. In the
formulated game, each player has a subjective view on random
action of another player, and each player selects its chan-
nel strategy to maximize its PT-based throughout. Then, the
authors extended to PT-based power control game scenarios
under the uncertainty of channel gains and the strategy of
opponent in [301], and subjective secondary user and jammer
select their power strategies to maximize their SINR. In [302],
a PT-based smart attack game was analyzed between a UAV
and a smart attacker, and the subjectivity of smart attack
was described under the uncertainty of detection accuracy. In

[303], a PT-based cloud storage defense game was investigated
between an attacker and a store defender.
4) Evolutionary anti-jamming game

Evolutionary game is an appropriate mathematical frame-
work to analyze the interaction behaviors among agents in
a population [40], and it is an extension of non-cooperative
game by introducing the concept of populations. Replicator
dynamics is employed to analyze the evolutionary stable
strategy (ESS) strategies, and can model the evolutionary
process of population over time. To be specific, mutation and
selection mechanisms are adopted to realize self-replication
and elimination. It is suitable for analyzing collective and
irrational behaviors of agents, and can describe the dynamic
evolution process between the legitimate users and jammers.

In [304], an evolutionary anti-jamming game framework
was employed to analyze anti-jamming problem in a coop-
erative network, in which there were M users and N jammers.
The M users aim to collectively maximize their SINR, while N
jammers try to degrade the SINR of users. Their strategies are
to either transmit or not with some probability. Then, based
on replicator dynamics, the evolution of ESS strategies was
presented for different cooperation levels of populations. In
[305], an evolutionary game based anti-jamming channel se-
lection scheme was designed in CR networks. In [306], an evo-
lutionary power control game was investigated to counteract
responsive and non-responsive jamming attacks. In [307], the
anti-jamming problem was investigated in NOMA system, and
an evolutionary anti-jamming game was established between
the base station and jammer. Then, learning based algorithms
were designed to obtain the desirable power strategies in
dynamic jamming environment.

Remark 2. The above game models have their own unique
advantages from different perspectives, and can well analyze
and model the anti-jamming problem in some anti-jamming
scenarios. In addition, other game models can also be found
in some anti-jamming scenarios. In [308], [309], differential
game framework was adopted to analyze anti-jamming com-
munication in an UAV network, and optimal-control theory
was developed to achieve the optimal equilibrium solutions
in dynamic jamming environment. In [310], psychological
behavior was captured in Internet of Battlefield Things, and
an anti-jamming scheme was designed from the perspective
of psychological game. In [311], a bimatrix game framework
was applied to analyze the anti-jamming problem in frequency
hopping communications.

C. Strengths and limitations of game theory-based anti-
jamming approaches

Based on the above analyses of game theory in anti-jamming
problem, its strengths can be given as follows:
(1) Owing to the inherent confrontational feature, there

exist adversarial jamming relationships between the
legitimate users and malicious jammers. Moreover,
there are also competitive mutual interference rela-
tionships among legitimate users in multi-user sce-
narios. Game models can well capture and analyze
jamming relationships between the legitimate users
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and jammers, and mutual interference relationships
among legitimate users.

(2) Combined with intelligent learning technologies, the
game theoretic learning framework can obtain desir-
able anti-jamming strategies, especially in dynamic,
incomplete and unknown information constraints.
The game theoretic learning framework will be dis-
cussed in Section V.

However, game theory has some limitations in anti-jamming
field, and it can be summarized as follows:

(1) Game theory based anti-jamming methods usually
require some prior knowledge of opponents, such
as strategies space, and utility function. Therefore,
the legitimate users need to estimate some informa-
tion of jamming environment, such as environment
parameters and jamming pattern. Unfortunately, due
to the adversarial relationship between the legitimate
users and jammers, it is difficult to obtain the prior
information of opponents, and information loss will
be inevitable in dynamic, incomplete and unknown
jamming environment due to the estimation of jam-
mer information.

(2) For some advanced jamming patterns with intelli-
gent characteristics, dynamic and intelligent jamming
can be created. As a consequence, it is difficult
to estimate and model the jamming strategies and
utility function from the perspective of engineering
realization. Besides, it is difficult to make real-time
response when the jammer changes its jamming
strategies.

IV. REINFORCEMENT LEARNING BASED ANTI-JAMMING
METHODS

As an important sub-field of machine learning, RL has the
advantage of learning in unknown environments, and it can
learn by interactions with the environment. It is rooted in
the study of animal behavior, and can realize the mapping
from environment state to action. The desirable strategies can
be found by trial and error interactions, and better actions
can obtain higher reward, while bad actions can be punished
with lower reward. In anti-jamming field, RL can deal with
the dynamic and unknown information constraints due to
adversarial relationship in jamming environment.

In this section, the basic model of RL is firstly introduced,
and the some anti-jamming RL applications are analyzed and
reviewed. Finally, strengths and limitations are presented.

A. Basic model of reinforcement learning

For a basic model of RL, it can be cast as a Markov
decision process (MDP), and includes four elements: state,
action, reward and state transition probability function, and it
can be expressed as a four-element tuple {S,A,R,P} , where
S represents the state set, A is the action set, R denotes the
reward, and P is the state transition probability function.
• State: Each state s ∈ S represents the description of

perceived environment. At each time step of interactions,
the system is in some state s ∈ S .

• Action: It can be regarded as a mapping from state to
action. Based on the current state s ∈ S , the agent
chooses an action a ∈ A .

• State transition probability function: It is a probability
distribution function over state set S . If an action a ∈ A
executes on the current state s ∈ S , it makes the system
move into a new state s′ ∈ S . The state transition
function is usually unknown in jamming environment,
and RL can be used to solve the MDP problem, such
as Q-learning.

• Reward: Based on the current state and action, the
learning agent can obtain a corresponding reward from
the system. As time evolves, the good actions should have
higher reward, and the bad actions should be punished
with a lower reward. Appropriate reward function makes
the learning process tend to the desirable direction, such
as maximum throughput, and minimal jamming level.

B. The applications of RL in anti-jamming communications

RL has shown significant strength to solve anti-jamming
problem, and various applications can be found in existing
work, such as Q-learning, multi-armed bandit (MAB), DRL
and transfer RL.
1) Q-Learning

As a typical RL method, Q-learning is an effective tool
[312], and it has attained widespread attention in the anti-
jamming field, such as channel selection and power control.
The state-action table is called Q table, and the agent takes
actions based on it. At every time step, the Q table can
be updated according to the received reward, which can be
obtained from the interactions with the dynamic and unknown
jamming environment. Different from game theory based anti-
jamming solutions, jamming behaviors can be learned by
interactions with environment without estimating jamming
parameters and patterns. The existing studies are reviewed and
compared in anti-jamming field in Table VII.

First, Q-learning has some applications for channel selection
anti-jamming mechanisms. In [52], a Q-learning based anti-
jamming method was designed to pro-actively avoid jamming
channel under the condition of one sweeping jammer. In [53], a
cooperative Q-learning method was proposed to avoid jammed
channel, and meanwhile it can solve the hidden jammer
problem that may actually jam information transmission, but it
was not detected by the learning node. In [313], a Q-learning
based dynamic spectrum anti-jamming algorithm was given
to achieve the desirable channel selection strategy in fading
environment. In [314], Q-learning based jamming avoidance
scheme was presented for wideband autonomous CR networks
with one sweeping jammer scenario. In [315], a collaborative
UFH-based broadcast method was proposed, and an optimal
frequency hopping strategy was achieved. In [261]–[264],
[185]–[188], they extended channel selection anti-jamming
problem to the multi-agent scenarios. In [261]–[264], multi-
agent RL anti-jamming schemes were investigated, and each
user aimed to evade the interference of other users as well as
avoid malicious jamming. In [185]–[187], collaboration was
considered by information exchange, and collaborative multi-
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TABLE VII
SUMMARY OF RL MODELS IN ANTI-JAMMING FIELD

Application Key contribution Method Ref.

Channel selection

Avoid jamming channel of sweep-
ing jammer.

Q-learning [52], [53]
[313], [314]

Achieve optimal frequency hop-
ping strategy.

Q-learning [315]

Evade the mutual interference as
well as avoid jamming.

Multi-agent RL [261]–[264]

Cope with the mutual interference
and malicious jamming simultane-
ously.

Collaborative multi-
agent RL

[185]–[188]

Power control

Obtain the optimal power strategy
with unknown network parameter
scenarios.

Q-learning [212], [316]

Obtain optimal power strategy to
deal with sweeping jammers and
smart jammers.

Q-learning [317]

Achieve the optimal power strat-
egy without knowing the jamming
model and channel model.

Policy hill-climbing
algorithm

[318]

Add memory component into clas-
sic Q-learning to maximize the to-
tal capacity.

Q-learning [319]

Time-domain anti-
jamming

Enable the legitimate user to switch
between “active” and “silent” state
to escape random pulse jamming
attacks.

Q-learning [119]

Ambient backscatter Not only can escape the jamming
attacks but also can leverage jam-
ming signals.

Q-learning [320]

Multi-dimensional
anti-jamming

Jointly exploit the multi-
dimensional “frequency-motion-
antenna” space to improve the
anti-jamming performance in UAV
swarms.

Q-learning [321]

Joint optimization of
power allocation and
reflecting beamform-
ing.

Jointly optimize the power alloca-
tion and reflecting beamforming in
IRS-assisted anti-jamming commu-
nication.

WoLF-CPHC [322], [323]

Joint optimization
of channel selection
and data scheduling

Jointly optimize the channel se-
lection and data scheduling in HF
jamming environment.

Q-learning [324]

Jamming deception Fool the jamming by deceiving it
into attacking a victim channel to
secure communication in other safe
channels.

Successive RL [155]
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agent RL anti-jamming mechanisms were proposed to simulta-
neously cope with mutual interference among legitimate users
and malicious jamming. Instead of information exchange, a
distributed multi-agent RL was designed to address jamming
and avoid interference in [188], and cooperation was realized
by an estimation of Q-table of other legitimate users.

Second, Q-learning was also widely adopted in the power
control anti-jamming problem. In [212], the RL based anti-
jamming algorithm was provided to obtain the optimal power
strategy for cooperative CR networks with unknown network
parameters scenarios (i.e, channel gains and transmission cost).
In [316], a Q-learning based power control anti-jamming
scheme was proposed to address jamming attacks for under-
water sensor networks with unknown channel parameters. In
[317], based on Q-learning, a power control anti-jamming
method was investigated in heterogeneous CR networks. In
[318], a fast policy hill-climbing algorithm, a modified Q-
learning method, was employed to achieve optimal power
strategy for mmWave massive MIMO system. In [319], mem-
ory component was added into classical Q-learning, and a
modified Q-learning was proposed to maximize the total
capacity with a smart jammer scenario.

Besides, Q-learning has many other anti-jamming appli-
cations. In [119], a time-domain anti-jamming method was
proposed to fight against random pulse jamming, and the
desirable strategies can enable the legitimate users to switch
between “active” and “silent” state to escape jamming attacks.
In [320], ambient backscatter technology was adopted, and
the transmitter not only can escape the jamming attacks but
also can leverage jamming signals. Then, a Q-learning based
algorithm was presented to achieve the optimal operations. In
[321], the multi-dimensional degree-of-freedom in “frequency-
motion-antenna” space was jointly optimized, and a Q-learning
based anti-jamming approach was proposed to improve the
anti-jamming performance in UAV swarms. In [322], [323],
the anti-jamming problem was investigated in intelligent re-
flecting surface (IRS) assisted communication, and a fuzzy
win or learn fast-policy hill-climbing (WoLF-CPHC) learning
method was designed to solve the joint optimization problem
of power allocation and reflecting beamforming strategy. In
[324], the joint channel selection and data scheduling prob-
lem was investigated for high-frequency (HF) communication
in jamming environment, and a modified RL anti-jamming
mechanism was proposed, in which it combined classical Q-
learning with upper confidence bounds to deal with the large
action set space. In [155], the jamming deception problem
was investigated, and the jammer was deceived into attacking
a victim channel to secure communication in other safe
channels. Then, successive RL-based algorithm was presented
to find the optimal power and channel strategy.
2) Multi-armed Bandit

As a kind of stateless RL, MAB can solve the decision
optimization problem in dynamic and unknown environment,
and it can model interactions between learner and environment
[325]. A MAB-based learning framework consists of an action
space and reward function, and the agent can deal with a
dilemma of K actions. Each action is regarded as an arm, and
different actions yield different rewards. The regret learning

is the basic learning framework, and the performance metric
usually employs the regret R(t), which is the performance
difference between the received actual reward and the expected
optimal reward. The regret represents the reward loss, and
it is because the system does not always adopt the optimal
action. The objective of strategy optimization is to minimize
the term “regret”. Correspondingly, the optimization problem
can be formulated as a regret minimization problem. Generally,
the MAB models can be categorized into three major types,
i.e., stochastic, adversarial and combinatorial [141], [182].
In stochastic MAB models, the reward is generated with an
independent and identically distributed (IID) process. While,
in adversarial MAB models, the reward is arbitrary, and its
generation distribution is not IID. For combinatorial MAB
model [182], it bridged the stochastic and non-stochastic MAB
problems into a unified combinatorial MAB framework, and it
no longer restricted the distribution model. The MAB models
have gained growing attention in anti-jamming field, and the
existing studies are reviewed and compared in Table VIII.

The stochastic MAB model is the basic case, and the
received reward follows an IID process with a fixed unknown
distribution. In [142], a multi-domain anti-jamming framework
was formulated in the power and spectrum domain, and a
UCB1 based anti-jamming scheme was proposed with un-
known channel state information. In [326], [327], a MAB
analytical framework was developed for competing CR net-
works, and it jointly coordinated own communication activities
and jamming their opponents. Then, the spectrum access
problem was modeled as a stochastic MAB framework, and a
Thompson sampling based optimal spectrum access algorithm
was provided with unknown channel parameters.

It should be pointed out that the reward depends on the
IID assumption for the stochastic MAB model, and this as-
sumption does not hold in some jamming scenarios. However,
the adversarial MAB model has no restrictions on reward, and
it has attracted increasing attention in practical anti-jamming
applications. In [328]–[330], the anti-jamming channel access
problem was formulated as an adversarial MAB framework
in CR networks, and online jamming-resistant channel access
algorithms were developed with unknown channel statistics. In
[140], a multi-domain anti-jamming problem was formulated
as an adversarial MAB model for aeronautic swarm tactical
network, and a KL-UCB++ based algorithm was provided
to obtain configuration strategy in power and spectrum do-
main with dynamic and unknown aeronautical swarm network
environment. In [141], the jamming defense problem was
formulated as an adversarial MAB framework for remote state
estimation in cyber-physical systems, and an online-learning
based anti-jamming scheme was designed to jointly choose the
optimal channel and power strategy without prior knowledge
of channel state information and the jamming strategy. In
[331], the utility optimal scheduling problem was investigated
in multi-hop wireless networks, and a cross-layer anti-jamming
mechanism was proposed to counteract the reactive jamming.
Then, based on EXP4 algorithm, a jamming-aware online
learning algorithm was presented to obtain the utility optimal
cross-layer solution in physical, link and routing layers, and
it is robust to varying jamming behaviors. In [332], the UFH-
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TABLE VIII
SUMMARY OF MAB MODELS IN ANTI-JAMMING FIELD

Application Key contribution Method Models Ref.

Muti-domain anti-jamming A multi-domain anti-jamming
framework was formulated, and
a MAB based algorithm was
proposed with unknown jamming
environment.

UCB1

Stochastic

[142]

Channel selection The optimal spectrum access algo-
rithm was provided with unknown
channel parameters for competing
CR networks.

Thompson sampling [326], [327]

Channel selection Anti-jamming channel access al-
gorithms were presented with un-
known channel statistics.

EXP3 algorithm

Adversarial

[328]–[330]

Muti-domain anti-jamming Multi-domain anti-jamming strat-
egy in power and spectrum domain
can be obtained with dynamic and
unknown aeronautical swarm net-
work environment.

KL-UCB++ [140]

Muti-domain anti-jamming Jointly choose the optimal channel
and power strategy without prior
knowledge of channel state infor-
mation and the jamming strategy.

EXP3 algorithm [141]

Utility optimal scheduling A jamming-aware online learning
algorithm was presented to obtain
the utility optimal cross-layer solu-
tion in physical, link and routing
layers.

EXP4 algorithm [331]

UFH An online learning based UFH al-
gorithm was designed to address
oblivious and adaptive jammers.

EXP3 algorithm [332]

Channel selection Find the optimal channel strategy,
and achieve near-optimal learn-
ing performance without any prior
knowledge of environment.

EXP3 algorithm

combinatorial

[182]

Spectrum aggregation and access Find the near-optimal solution
without prior knowledge of chan-
nels and jammers.

EXP3 algorithm [333]

Shortest path routing Achieve the near-optimal perfor-
mance without any prior system
knowledge.

EXP3 algorithm [334]
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based anti-jamming problem was formulated as an adversarial
MAB framework, and an online adaptive learning algorithm
was designed to address the oblivious and adaptive jammers.

Generally speaking, the stochastic and adversarial MAB
frameworks rely on distinctively different analytic methods
and have different performance. Fortunately, the combinato-
rial MAB framework has a unified framework and can be
applicable for both stochastic and adversarial regime, and it
is highly desirable in practical anti-jamming communication
applications. In [182], the authors proposed combinatorial
MAB framework for the first time, and an EXP3 based
algorithm was presented to find the near-optimal channel
access strategy without any prior knowledge of jamming
environment. The designed algorithm can obtain near optimal
performance for both stochastic and adversarial regime. In
[333], the jamming-resistant spectrum aggregation and access
problem was investigated, and an online learning algorithm
was proposed to obtain an effective solution in CR network.
In [334], the shortest path routing problem was formulated as
a combinatorial MAB framework in jamming environment,
and an innovative EXP3 based algorithm was provided to
achieve near-optimal performance without any prior system
knowledge.
3) Deep reinforcement learning

Q-learning has been widely applied in anti-jamming field,
and it has obtained widespread attention. However, the size
of state space is closely related to the performance of Q-
learning, and its weakness is exposed when the state space
is large. The larger the state space, the slower the converge
speed. Therefore, due to the curse of dimensionality, the high-
dimensional state spaces pose great challenges to typical Q-
learning method. Fortunately, DRL is an enabling technology
that can improve the learning ability [335], and can effectively
address the curse of dimensionality. It is an integrated frame-
work of the RL and deep learning, and deep neural networks
are employed to extract useful features and approximate Q-
function. The neural networks are adopted to approximate
and replace Q-function, such as convolutional neural network
(CNN), fully connected network (FCN), and recurrent neural
network (RNN). The DRL empowered anti-jamming schemes
will obtain desirable performance with large state space in
dynamic and unknown jamming environment. The DRL has
drawn extensive investigations in anti-jamming field, and the
existing anti-jamming schemes are reviewed and compared in
Table IX.

First, DRL-based spectrum domain anti-jamming schemes
have attracted significant attention, and various kinds of coun-
termeasures were proposed. In [180], based on a recursive
CNN, a DRL based anti-jamming mechanism was proposed
in a dynamic and unknown jamming environment, and the
spectrum waterfall was directly regarded as a state. In [181],
to address a large number of action spaces in broadband net-
works, a hierarchical DRL based anti-jamming approach was
presented with unknown jamming patterns and channel model,
and a two-level action selection framework was established.
Specifically, the frequency band is chosen at first, and then the
specific frequency is chosen from the selected frequency band.
In [336], a pattern-aware DRL anti-jamming approach was

proposed to obtain the optimal channel strategy with change-
able jamming patterns, and a sliding window mechanism and
deep learning were employed to identify jamming patterns.
In [337], a DRL-based robust anti-jamming spectrum access
mechanism was designed with incomplete sensing informa-
tion, and a generative adversarial network was employed to
complete missing spectrum information. In [338], a primary
user-friendly anti-jamming spectrum access mechanism was
designed in overlay CR network, and both offline traing and
online deploy were considered. In [339], a DRL based anti-
jamming channel selection method was presented with het-
erogeneous information fusion in HF communication network,
and a composite jamming environment state was considered.
Then, a new deep Q-network framework was designed, in
which the CNN was employed to process spectrum state, and
the FCN was employed to process channel gain state. In [340],
a double deep Q-network based anti-jamming mechanism
was presented to obtain the optimal channel strategy with a
partially observable environment in a heterogeneous wideband
spectrum network. In [341], a DRL-based defense strategy was
designed to confront a RL-based intelligent jammer. In [342], a
Transformer Encoder Q network was formulated, and a double
deep Q network based anti-jamming mechanism was presented
in CR network to fight against various jamming attacks, such
as sweep jamming and random jamming. In [343], based on
feature engineering, an improved anti-jamming mechanism
was developed, and an improved state space was employed
to reduce the computational complexity.

In [173], [229], [230]and [344], the DRL based anti-
jamming mechanism was extended to multi-user scenarios,
and various multi-user DRL anti-jamming algorithms were
proposed. In [344], the double deep Q-learning anti-jamming
algorithm was presented for a multi-user system model, and
the performance of three networks model, i.e, CNN, FCN
and long short term memory (LSTM), were evaluated. In
[229], a decentralized DRL based anti-jamming method was
presented for self-organizing networks. In [230], a mean field
DeepMellow based anti-jamming spectrum access scheme was
proposed for ultra-dense IoT networks. In [173], a DRL
based anti-jamming scheme with continuous action space was
proposed in an ultra-dense network without estimating the
jamming environment.

Second, DRL can be applied in power domain anti-
jamming measures, and DRL-based power control anti-
jamming schemes were investigated. In [345], the DRL based
anti-jamming scheme was presented to choose the optimal
power strategy in UAV-aided cellular networks, without a prior
knowledge of network topology, message generation model,
server computation model and jamming model. In [346], a
deep Q-network based anti-jamming power control scheme
was designed in IoT networks, and the optimal transmission
power strategy can be determined with unknown network
topology and jamming model. In [347], a deep deterministic
policy gradient based anti-jamming scheme was formulated in
UAV networks, and the optimal power strategy can be acquired
with no prior information of jamming model and jamming
power.

Third, DRL can be employed in multi-domain ant-jamming
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TABLE IX
SUMMARY OF DRL-BASED ANTI-JAMMING APPROACHES

APPlication Key contribution Model Ref.

Channel selection

Obtain the optimal spectrum access strategy without estimating jam-
ming pattern and parameters.

CNN [180]

Obtain the optimal spectrum access strategy in broadband communi-
cation with unknown jamming pattern and channel model.

CNN [181]

Obtain the optimal channel strategy with changeable jamming patterns. CNN [336]
Obtain the optimal spectrum access strategy with incomplete sensing
information.

CNN [337]

Obtain the optimal spectrum access strategy in overlay CR networks. CNN [338]
Obtain the optimal channel strategy with heterogeneous information
fusion in HF communication.

CNN,FCN [339]

Obtain the optimal channel with a partially observable environment in
a heterogeneous wideband spectrum network.

CNN [340]

Obtain the anti-jamming spectrum access strategy with intelligent
jammer.

CNN [341]

Obtain the optimal policy with unknown jamming pattern and channel
model in CR network.

Transformer [342]

Obtain the optimal frequency hopping strategy with an improved state
space and channel switch cost.

RNN [343]

Obtain the optimal channel strategy in a multi-user jamming environ-
ment.

CNN,FCN,LSTM [344]

Obtain the optimal spectrum access strategy with a decentralized
framework in self-organizing networks.

CNN [229]

Obtain the optimal spectrum access strategy for ultra-dense IoT
network.

CNN [230]

Power control

Choose optimal actions with continuous action space in ultra-dense
networks without estimating the jamming parameters and patterns.

CNN [173]

Choose optimal power strategy with unknown network topology,
message generation model, server computation model and jamming
model.

CNN [345]

Determine the optimal transmission power with unknown network
topology and jamming model in IoT networks.

CNN [346]

Acquire the optimal power strategy with unknown jamming model and
jamming power in UAV networks.

CNN [347]

Joint channel selection
and power control

Choose the power and channel adaptively with no prior information
of jamming patterns, moving trajectory and detection threshold.

CNN [348]

Joint decision of power
control and node mobility

Achieve two dimensional joint strategies for underwater acoustic
networks with unknown jamming and channel model.

CNN [54], [349]

Joint decision of chan-
nel, power, modulation
and coding rate, and video
compress encoding rate

Achieve multi-dimensional joint strategies for low-latency video
streaming with unknown jamming and channel model.

FCN [55]

Two-dimensional decision
of user mobility and fre-
quency hopping

Obtain the two-dimensional anti-jamming strategy that determines the
optimal channel and user mobility with unknown jamming and channel
model.

CNN [350]

Joint design of user-
centric clustering,
beamforming and artificial
noise

Obtain a fast and adaptive response with dynamic and persistent
jamming and eavesdropping attacks.

CNN [351]

Joint rate adaptation and
ambient backscatter

Obtain the optimal defense strategy with unknown jamming attacks
and ambient RF signals.

FCN [352]

Joint design of transmis-
sion energy and phase
shift

Obtain the optimal policy with sensing errors and limited battery
capacity.

FCN [353]

Jamming deception

Obtain the optimal deception strategy with dynamic environment and
unknown jammer.

CNN [151]

Obtain the optimal deception strategy without knowing jammer infor-
mation.

FCN [152], [354]

Routing path A distributed cooperation network framework was designed to defend
against jamming attacks.

FCN [355]

Trajectory Optimization Obtain the optimal trajectory to elude UAV jamming attacks with
incomplete channel state information.

CNN [215]
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problems, and DRL-based multi-dimensional anti-jamming
schemes were developed. In [348], the joint channel and power
selection problem was investigated, and a DRL-based hidden
strategy was developed to resist intelligent reactive jamming.
In [54], a DRL based anti-jamming scheme was provided to
obtain the optimal strategy of power control and node mobility
in underwater acoustic networks, without knowing jamming
model and channel model. In [55], a DRL based anti-jamming
low latency video streaming scheme was presented to obtain
the optimal multi-dimensional strategy in visual IoT networks,
without knowing the jamming and channel model. In [350],
based on DRL framework, a two-dimensional anti-jamming
scheme was developed to choose the optimal channel and
determine whether to leave heavy jamming area with unknown
jamming and channel model. In [351], the joint design frame-
work of user-centric clustering, beamforming and artificial
noise was investigated in ultra-dense networks, and the com-
munication behaviors were divided into association phase and
transmission phase. In the association phase, an optimization
based scheme was presented to obtain a fast response from
the perspective of short-term. In the transmission phase, a
DRL based mechanism was developed to adaptively adjust the
beamforming and artificial noise vectors to deal with dynamic
and persistent jamming and eavesdropping attacks from the
perspective of long-term. In [352], the rate adaptation and
ambient backscatter were adopted to defeat jamming attacks,
and a deep dueling neural network framework was presented
to obtain the optimal strategy with uncertain jamming attacks
and ambient RF signals. In [353], the joint design problem
of transmission energy and reconfigurable intelligent surface
(RIS) phase shifts reconfiguration was investigated in anti-
jamming RIS communication, and DRL based method was
designed to obtain the optimal policy with sensing errors and
limited battery capacity.

Besides, DRL can be exploited to solve other anti-jamming
problems, such as jamming deception, anti-jamming routing
path and anti-jamming trajectory optimization. In [151], the
deception mechanism was investigated to defeat reactive jam-
ming attacks in low-power IoT networks, and the device can
send fake signals to lure jamming attacks. Then, a two-module
DRL anti-jamming framework was formulated to obtain the
optimal deception strategy with dynamic environment and
unknown jammer. To further improve deception based anti-
jamming performance, a novel DRL anti-jamming algorithm,
based on a deep dueling neural network architecture, was
proposed to find the optimal deception strategy in [152], [354].
In [355], a jamming-aware routing path scheme was designed,
and a distributed cooperation framework was proposed to
defend against jamming attacks. In [215] based on the DRL
framework, the trajectory optimization problem was investi-
gated, and the ground users can obtain the optimal trajectory
with incomplete channel state information in order to elude
UAV jamming attacks.

Remark 3. Due to the powerful learning ability of DRL, it
is an effective method to deal with high dimensionality of the
state space, and has attracted extensive attention. However,
knowledge-based RL is another promising tool to cope with

high-dimensional problems. Specifically, it employs domain
knowledge to construct a virtual environment, and it can
pre-train with virtual environment in advance. By embedding
knowledge into the RL framework, the state space can be
compressed. In [356], a knowledge-based RL anti-jamming
scheme was proposed to address smart jamming attacks for
UAV networks, and optimal flight control and power allocation
method was presented for target reconnaissance mission.

4) Transfer reinforcement learning
Although RL has been successfully adopted in many anti-

jamming applications, it has some limitations in practical anti-
jamming scenarios. The ideal RL scenario corresponds to a
steady environment and abundant training. The approach needs
to learn again from zero experience when the environment is
changed into a similar but different new environment. Fortu-
nately, transfer learning has emerged as a desirable learning
framework, which aims to reuse learned knowledge from
a previous learning task to another new learning task with
faster and better solutions [357], [358]. The key motivation of
transfer learning in RL is to accelerate the convergence process
and reduce the number of training samples needed for a new
task through knowledge transfer across tasks. The transfer RL
has some anti-jamming applications, and the existing schemes
are reviewed and compared in Table X.

Based on Q-learning and transfer learning, the hotbooting
based transfer RL anti-jamming schemes were proposed to
reduce the convergence time in [298], [359] and [360]. The
Q-table can be regarded as transferred knowledge, and the Q-
table can be initialized with the learned experience in similar
anti-jamming scenarios. Therefore, it can effectively avoid the
initialization with an all-zero matrix, and accelerate the learn-
ing process. In [298], a hotbooting based fast anti-jamming
mechanism was designed in vehicular ad hoc networks, and
the optimal relay strategy was obtained. In [359], a fast power
control anti-jamming approach was developed in wireless body
area networks. In [360], a multi-regional anti-jamming transfer
RL scheme was proposed to obtain the optimal channel
selection strategy across multiple regions. Moreover, based on
the transfer learning and actor-critic RL algorithm, a transfer
actor-critic anti-jamming scheme was presented to obtain the
optimal channel selection strategy in a CR network in [361],
and the learned action and state information knowledge can
be transferred from a source task to a target task.

It is another interesting topic to combine DRL and transfer
learning in anti-jamming problems, and transfer learning based
DRL anti-jamming mechanisms were developed to pursue fast
and better solutions in [255], [345], [362] and [363]. The
CNN weights were regarded as transferred knowledge, and
the CNN weights can be initialized by learned experience in
similar anti-jamming scenarios to accelerate the convergence
speed and avoid the initial random exploration. In [255], a
transfer learning-assisted DRL anti-jamming power control
scheme was designed to guarantee reliable transmission with
one smart jammer and multiple eavesdroppers. In [345], the
hotbooting technology was employed in UAV-aided cellular
anti-jamming communication. Then, based on DRL and hot-
booting, the optimal power control strategy can be obtained
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to fight against jamming attacks. In [364], a safe hierarchical
RL approach was proposed for anti-jamming defense, and
inter-agent transfer learning was employed for efficient initial
learning. In [362], a fast deep Q-network based frequency-
spatial two-dimensional anti-jamming scheme was proposed
to resist jamming attacks, and the hotbooting technique was
employed to utilize the previous experience. In [363], the
multi-dimensional anti-jamming decision was investigated in
UAV video transmissions communication, and a safe transfer
DRL anti-jamming scheme was developed to guarantee the
video quality-of-experience and reduce the outage probability.

Remark 4. Besides the above methods, other learning ap-
proaches can be found in the anti-jamming field. In [365], the
jamming defense problem was formulated as a pursuit-evasion
framework, and no-regret learning algorithm was presented.
In [366], the no-regret learning algorithm was employed to
analyze the capacity maximization problem in wireless jam-
ming environment. In [367], multi-tasking learning based on
an anti-jamming scheme was analyzed, and multiple learning
methods were combined to improve the long-term reward in
jamming environment. In [368], a Bayesian learning based
anti-jamming framework was proposed to tackle cross-layer
attacks. In [369], a federated RL based jamming defense
method was proposed for flying ad-hoc networks, and the
spatial retreat mechanism was designed to choose alternative
paths by retreating jammed spaces. However, RL has some
unique advantages in anti-jamming field, and we will discuss
in Section IV-C.

C. Strengths and limitations of RL-based anti-jamming ap-
proaches

Based on the above analyses of the RL-based anti-jamming
schemes, its strengths can be given as follows:

(1) RL-based anti-jamming approaches can learn jammer
behaviors in dynamic and unknown jamming envi-
ronments, and the prior information is not needed
for jamming patterns and parameters. Consequently,
few assumptions are needed of jammers, and the
information loss can be avoided due to jammer
estimation.

(2) In RL-based anti-jamming schemes, jammers are
acted as environment, and it is not necessary to
have accurate utility function of jammers. Some
advanced jamming attacks can be modeled by MDP
framework.

However, RL-based methods have some limitations in anti-
jamming field, and it can be summarized as follows:

(1) They need thousands of iterations to converge to
a stable solution. For DRL-based anti-jamming
schemes, they need to spend a lot of time training
the network.

(2) The RL-based anti-jamming schemes lack theoretical
analysis, and the effectiveness is often difficult to
guarantee.

V. OPEN ISSUES AND FUTURE RESEARCH

A. The integration of game theory and RL in anti-jamming
problems

Although there were lots of studies for game theory
based anti-jamming solutions and RL-based solutions in anti-
jamming field, the integration of game theory and RL is an
open issue. As stated before, game theory provides powerful
mathematical tools to analyze and model the interactions in
anti-jamming problem, and various anti-jamming game models
can be formulated to characterize the adversarial relationships
between legitimate users and jammers, and competitive mutual
interference relationships among legitimate users. However,
game models only provide a theoretical analysis framework.
In order to obtain the desirable anti-jamming strategies, other
methods are needed, such as convex optimization theory and
RL. Fortunately, RL technologies are promising methods to
achieve desirable anti-jamming strategies through interactions
with jamming environment, and they can deal with incomplete
and unknown information constraints. Therefore, the game
theoretic learning framework is a natural tool to describe
and solve anti-jamming problem. A game theoretic learning
framework for anti-jamming communication is shown in Fig.
6.
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Fig. 6. A framework of game theoretical learning for anti-jamming commu-
nication.

As shown in Fig. 6, the game theoretic learning framework
is a deep integration of game theory and RL, and it aims
to realize the ability of the intelligent anti-jamming com-
munication, in which game theory can accurately describe
jamming relationships and mutual interference relationships,
and intelligent learning algorithms can obtain desirable anti-
jamming strategies through trial and error interactions in
dynamic, incomplete and unknown jamming environment. In
the game theoretic learning framework, it mainly involves
two contents: game formulation and the design of intelligent
learning algorithm.

Game formulation:it mainly involves two parts: anti-
jamming scenarios analysis and jamming and interference re-
lationships characterization. First, it needs to analyze the anti-
jamming scenarios, and different game models have different
properties, and can describe different anti-jamming problem.
For example, Bayesian game can cope with incomplete in-
formation constraints in the anti-jamming field, and Stackel-
berg game can describe and analyze the sequential behaviors
between legitimate users and malicious jammers. Thus, it
is important to choose suitable anti-jamming game models
according to the properties of the anti-jamming scenarios.
Second, it needs to describe two types of relationships, that
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TABLE X
SUMMARY OF TRANSFER RL APPROACHES IN ANTI-JAMMING FIELD

Application Key contribution Transferred knowledge Ref.

UAV Relay Initialize Q-table with the learned
experience in similar anti-jamming
scenarios for vehicular ad hoc net-
works to avoid the initialization
with an all-zero matrix.

Q-value [298]

Power control Initialize Q-table with power con-
trol experience in similar scenarios
in wireless body area networks.

Q-value [359]

Channel selection The learned knowledge from the
local regions can be transferred to
the neighboring regions.

Q-value [360]

Channel selection The learned action and state infor-
mation can be transferred from a
sour task to target task for an actor-
critic algorithm in CR network.

Action and state pair [361]

Power control Initialize CNN weights with the
experience in similar anti-jamming
communication scenarios.

CNN weights [255], [345]

Jiont decision of channel
and power

Initialize CNN weights with inter-
agent transfer learning to reduce
initial random exploration.

CNN weights [364]

Two-dimensional decision
of user mobility and
frequency hopping

Initialize CNN weights with the
previous experience in similar sce-
narios in two-dimensional anti-
jamming mobile communication
system.

CNN weights [362]

Joint decision of quan-
tization parameters, chan-
nel coding rate, modula-
tion type and transmission
power

Initialize CNN weights with the
learned experience in UAV video
transmissions communication.

CNN weights [363]

is to say, jamming relationships between legitimate users
and malicious jammers and mutual interference relationships
among legitimate users. For example, mutual interference
relationships can be well captured by graphical/hypergraphical
game, and jamming relationships can be described by zero-
sum game and Bayesian game. A context-aware anti-jamming
game framework is shown in Fig.7, and an anti-jamming game
model can be chosen according to the properties of anti-
jamming scenarios.

Intelligent learning algorithm: It is devoted to obtaining
the desirable anti-jamming strategies, which can converge
to equilibrium solutions. In anti-jamming problem, it needs
to cope with dynamic, incomplete and unknown constraints.
Fortunately, intelligent learning technologies are powerful
methods to deal with these challenges, and they obtain use-
ful information from feedback due to the interactions with
jamming environment. Based on intelligent learning algo-

rithms, the legitimate users can directly or indirectly learn
the changing rules of jamming behaviors or jamming environ-
ment, and therefore gradually obtain the desirable strategies
by adjusting their own behaviors. Some existing intelligent
learning algorithms can be found, such as stochastic learning
automata [214], and log-linear learning [219], and RL. Due
to the powerful learning ability in incomplete and unknown
environment, RL will have more applications in practical anti-
jamming scenarios in future work.
B. Potential research directions for future investigation

Although a number of studies have been made for anti-
jamming communication, this topic still has several unsolved
issues for future investigations. Based on the above discus-
sions, this section presents some promising research directions
as follows.
1) Active anti-jamming design

Although accurate jamming information may be unknown
due to the adversarial relations between legitimate users and
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Fig. 7. A framework of context-aware anti-jamming game .

mailicious jammers, the historical jamming information can
be observed and utilized. Based on learning mechanisms and
historical jamming information, the jamming rules can be
discovered and mined. Then, the jamming behaviors can be
predicted, and the legitimate users can take actions before
the malicious jammers, seize the opportunity and avoid the
jamming attacks in advance. In [52], [53], one-step jamming
prediction can be realized by Q-learning, and the jamming
channel can be avoided with sweeping jamming scenarios. In
[101], based on the LSTM model, the multi-step jamming
prediction can be designed for sweeping and combing jam-
ming patterns. However, existing active anti-jamming design is
preliminary, and they aim at simple jamming scenarios, such as
sweeping jamming and comb jamming. More effective active
anti-jamming schemes need to be designed in future works.
2) Collaborative anti-jamming design

Although it is non-cooperactive between legitimate users
and malicious jammers, the collaboration among legitimate
users is feasible to improve the anti-jamming capability.
Therefore, it is necessary to design multi-level collarorative
mechanisms, such as information exchange, multi-domain
collaboration and cross-layer collaboration. The information
exchange based collaboration mechanism is the most direct
mode, and the legitmmate users can share information and ex-
perience knowledge to effectively deal with jamming attacks.
Most existing anti-jamming schemes were designed relying
on a single domain, such as power domain and spectrum
domain, and the anti-jamming ability is limited. Therefore,
it is an effective mechanism to design anti-jamming schemes
from the perspective of multi-domain collaboration, and the
anti-jamming performance can be improved by various multi-
domain anti-jamming means. Besides, to make full use of the
degree of freedom of different layers, such as link layer and
network layer, cross-layer anti-jamming design is effective to
cope with diversified and sophisticated jamming attacks.
3) Anti-intelligent jamming design

With the development of articifical intelligence, intelligent
jammers can be produced to pursue more effective jamming
patterns, and they can be endowed with some intelligent
features, such as learning ability and reconfigurability. They
will pose serious threats to wireless communications, and bring
great challenges to traditional anti-jamming schemes. There-
fore, anti-intelligent jamming design will be important and

interesting in future anti-jamming commication. Considering
the intelligence of jammers, intelligent countermeasures are
inevitable. One basic defense idea is that the legitimate users
should have stronger learning ability compared with intelligent
jammer in order to obtain better anti-jamming performance. In
[341], a DRL-based countermeasure was designed to cope with
RL-based intelligent jamming attacks. Moreover, considering
the naive weakness of intelligent jammers due to learning
ability, the legitimate users can deliberately make some wrong
actions to mislead or destroy the learning process of intel-
ligent jammer. Recently, intelligent anti-intelligent jamming
mechanisms were explored (e.g. [150], [159]). It would be a
promising topic that deserves more attention in anti-jamming
field.
4) Anti-jamming communication for swarm wireless net-
work

Motivated by biological swarm behaviors, swarm wireless
networks have emerged to accomplish complex tasks, such
as UAV swarm [321] and aeronautic swarm [140]. A swarm
wireless network consists of mulitple swarm nodes, and mutual
interference among nodes and external jamming are inevitable.
Moreover, there are some obvious characteristics, such as
high mobility and dynamic topology. Each node can take on
different roles (i.e., transmitter, receiver, and relay). The tra-
ditional point-to-point anti-jamming design is difficult to meet
the anti-jamming requirements, and cannot support reliable
swarm anti-jamming communication. It is, therefore, necessary
to make full use of group advantage, and enhance the anti-
jamming ability in swarm wirless network.
5) Anti-jamming communication with hybrid attacks

In contrast to traditional attackers with a fixed attack mode,
intelligent hybrid attackers can cause greater harm to secure
communications. Hybrid attackers can select the appropriate
multi-attack modes (i.e., [204], [302]), such as eavesdropping
and jamming. How to maintain secure and reliable commu-
nication transmission under different multi-attack modes is a
surely important yet extremely challenging problem. Unlike
the single attack mode, multiple attack modes need to be
jointly considered in anti-hybrid attacks problem. For instance,
if an intelligent hybrid attacker is capable of both eavesdrop-
ping and jamming, and a legitimate user only focuses on
one attack mode when formulating a defense strategy, the
communication security problem remains unsolved. Recently,
some preliminary countermeasures were developed in existing
studies. In [204], a power domain defense scheme was pro-
posed, and “two birds with one stone strategy” was utilized to
simultaneous cope with jamming and eavesdropping. In [302],
a RL-based power defense strategy was developed to cope with
a smart attack that can choose jamming, eavesdropping and
spoofing mode. However, existing anti-hybrid attacks design
aim at single attacker scenarios and preliminary power domain
defense strategy. In the future, as the number of attackers
and types of attacks expand, more effective anti-hybrid attack
strategies will be required.
6) Anti-jamming communication for competing mobile
network

In a competing mobile network [326], [327], the legitimate
user and jammer together form a friendly coalition network to
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fight against hostile networks. These two opposing networks
can be expressed as red team (RT) and blue team (BT). For
each network, it includes communicators and jammers, and
both attack and defense capabilities are considered. Different
from conventional methods, a new confrontation mechanism is
formulated, and the jamming and anti-jamming capabilities are
jointly designed for each network (i.e., RT or BT). Specifically,
the friendly jammers can be employed to deteriorate the hos-
tile communications without weakening own commuications,
and legitimate users aim to alleviate mutual interference and
combat jamming. In the design of anti-jamming method, it is
necessary to jointly consider own friendly jamming, mutual
interference and external malicious jamming. Moreover, the
hostile users may release some jammed resources due to own
friendly jammers, and the legitimate users may obtain some
available resources. It is an urgent demand for competing
resilient networks in practical tactical wireless networks, and
therefore realizes the ability to confront network with network.

VI. CONCLUSIONS

In this survey, a comprehensive review is provided for
two important anti-jamming solutions, i.e., game theory and
reinforcement learning (RL). First, different anti-jamming
domains and anti-jamming strategies are disussed, and the
technological challenges are globally analyzed from different
perspectives. Second, we provide a comprehensive review of
each kind of anti-jamming solutions. Specifically, some game
theory based anti-jamming solutions are analyzed, such as
Bayesian anti-jamming game, Stackelberg anti-jamming game,
stochastic anti-jamming game, zero-sum anti-jamming game,
graphical/hypergraphical anti-jamming game, and so on. For
RL-based anti-jamming solutions, four kinds of RL methods
are presented, i.e., Q-learning, multi-armed bandit (MAB),
deep reinforcement learning (DRL) and transfer RL. Third, the
strengths and limitations are analyzed for each kind of anti-
jamming solutions, and some future research directions are
discussed. Moreover, each kind of anti-jamming solutions has
its strengths and limitations in anti-jamming problem, which
implies that the deep integration of game theory and RL will be
promising to design effective anti-jamming countermeasures in
future works.
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