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Abstract
The success of methods based on artificial neural networks in creating in-
telligent machines seems like it might pose a challenge to explanations of
human cognition in terms of Bayesian inference. We argue that this is not
the case, and that in fact these systems offer new opportunities for Bayesian
modeling. Specifically, we argue that Bayesian models of cognition and arti-
ficial neural networks lie at different levels of analysis and are complementary
modeling approaches, together offering a way to understand human cogni-
tion that spans these levels. We also argue that the same perspective can be
applied to intelligent machines, where a Bayesian approach may be uniquely
valuable in understanding the behavior of large, opaque artificial neural net-
works that are trained on proprietary data.

Keywords: Bayesian modeling, computational modeling, artificial intelli-
gence

In the 18th century, the Reverend Thomas Bayes had a radical idea: using probabil-
ities to represent the degrees to which we believe hypotheses are true (Bayes, 1763/1958).
He did so in the context of a gambling game: having seen some number of wins and losses,
how likely are you to win? The idea of using probability theory to update our degrees of
belief based on data underlies what we now call Bayes’ rule (see Figure 1). Bayes would
presumably have assigned low probability to his work becoming the foundation, more than
two centuries later, for Bayesian models of cognition, which explain human behavior in
terms of rational belief updating (e.g., Griffiths et al., 2010).

Bayesian models of cognition explain inferences from limited data to an uncertain
conclusion, such as inferring the meaning of a new word based on hearing that word in
conversation. In Bayesian models, such inferences are framed as the result of combining
data (e.g., the context in which you heard the new word) with our existing expectations
about the world (e.g., expectations about what sorts of meanings a word could have). Those
expectations are expressed in a “prior distribution” over hypotheses, with more plausible
hypotheses having higher prior probability. This captures the “inductive biases” of a learner
– those factors other than the data that influence the hypothesis the learner selects (Mitchell,
1997). Prior distributions can be defined over complex and expressive hypotheses, including
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P (hypothesis|data) =
P (data|hypothesis)P (hypothesis)

P (data)

prior beliefs and 
inductive biases

fit with data
beliefs after seeing data

Figure 1

Bayes’ rule establishes a relationship between the prior belief in a hypothesis, P (hypothesis),
and the updated posterior belief, P (hypothesis|data), after incorporating evidence from data.
The term P (data|hypothesis) represents the probability of observing the given data if the
hypothesis is true, while P (data) acts as a normalizing constant that guarantees the resulting
probabilities sum to 1.

grammars, causal structures, logical formulas, and programs (e.g., Goodman et al., 2011;
Griffiths and Tenenbaum, 2009; Rule et al., 2020).

Part of the appeal of the Bayesian approach is explaining behavior via the rational
solution to an abstract problem. If we accept that degrees of belief should be expressed as
probabilities, then Bayes’ rule solves the problem of inductive inference. This creates the
opportunity to discover connections to other disciplines: statisticians and computer scien-
tists also want to create systems that make inferences from limited data. Bayesian models of
cognition benefitted from these connections, as discoveries from statistical machine learning
informed accounts of human cognition (e.g., Sanborn et al., 2010). However, the last decade
has seen a significant change in the landscape of machine learning. Major breakthroughs
have been the result not of more sophisticated Bayesian methods, but of increasingly large
artificial neural networks that are trained on increasingly large amounts of data (LeCun
et al., 2015). Does the success of this approach in creating intelligent machines undermine
the importance of Bayes’ rule as a tool for understanding human cognition?1

In this paper, we consider the prospects for Bayes in the age of intelligent machines.
We first argue that the success of large artificial neural networks – “deep learning” (LeCun
et al., 2015) – does not pose a challenge for Bayesian models of cognition, and is actually
complementary. We then argue that Bayesian models have an important new application:
understanding the behavior of those intelligent machines. Deep learning has been successful
in creating systems that can solve challenging problems, but the resulting systems are
opaque and difficult to analyze. We suggest that the methods psychologists have developed
for understanding an equally opaque and difficult-to-analyze system – human beings – can
be adapted to make sense of large artificial neural networks, and that Bayesian models in
particular have insights to offer. The key to both these arguments is the idea of levels of
analysis, which we explore in more detail in the next section.

1It is worth noting that there are still settings where Bayesian methods are favored in machine learning,
particularly settings in which there are limited data, interpretability matters, and quantifying uncertainty
is important such as science or medicine (e.g., Alaa and Van Der Schaar, 2017; Padilla et al., 2021; Wang
et al., 2023). Bayesian methods also underlie some of the most successful approaches to image generation
(e.g., Kingma and Welling, 2013; Song et al., 2020).
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Computational level 
the goal or the problem the system aims to solve

Algorithmic level 
the procedures and processes the system uses 

to solve the computational-level problem

Implementation level 
the physical realization of the algorithmic-level 

processes 

constrains

constrains

Bayesian models

Artificial neural networks
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Figure 2

Marr’s levels of analysis provide a framework for understanding information processing sys-
tems such as the human brain or AI systems. Different kinds of computational models en-
gage with these different levels – Bayesian models are typically defined at the computational
level, while artificial neural networks explore hypotheses at the algorithmic and implemen-
tation levels.

Levels of Analysis

David Marr famously argued that information processing systems can be understood
at multiple levels of analysis (Marr, 1982). To borrow an analogy suggested by Marr, a
biologist interested in understanding bird flight could pursue that goal in different ways. She
could focus on the mechanisms underlying flight, asking how muscles, bones, and feathers
translate into lift, or on the abstract principles of aerodynamics that determine why bird
wings have a particular shape. When we study information processing systems – including
humans and machines – we have the same kind of choice about the level at which we analyze
those systems.

Marr laid out three different levels at which we can analyze an information processing
system (see Figure 2). The most abstract is the computational level, where we consider the
problem that the system is solving and what an ideal solution to that problem looks like.
If the underlying problem involves learning or inductive inference, then an ideal solution to
that problem comes from Bayes’ rule – Bayesian models of cognition are defined at this level
of analysis. Next is the algorithmic level, where we consider what algorithm might (perhaps
approximately) solve this problem and what representations it operates over. Finally, there
is the implementation level, where we ask how that representation and algorithm can be
realized physically.

Marr also came out strongly in favor of pursuing questions at one level of analysis in
particular – the computational level. He wrote “trying to understand perception by studying
only neurons is like trying to understand bird flight by studying only feathers: It just cannot
be done. In order to understand bird flight, we have to understand aerodynamics; only then
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do the structure of feathers and the different shapes of birds’ wings make sense.” (p. 27).
Marr’s argument inspired a generation of researchers pursuing computational-level analyses
of cognition (Anderson, 1990; Oaksford & Chater, 1994; Shepard, 1987; Tenenbaum &
Griffiths, 2001). However, understanding human cognition is ultimately going to require
answers at all three levels of analysis.

Marr’s levels of analysis reveal that there are different kinds of questions that we
can ask about information processing systems, each with a corresponding kind of answer,
and that those answers are not necessarily in conflict with one another. For example,
cognitive scientists studying human memory could offer theories at each level – one an
optimal solution to a computational problem, one a cognitive process, and one a neural
circuit – and those theories could all be correct. The key is that the theories need to be
compatible: the processes at the algorithmic level must result in a reasonable approximation
to the solution at the computational level, and neurons at the implementation level must,
in turn, execute something like that algorithm.

Bayes and Deep Learning are Complementary Approaches

Having introduced the idea of levels of analysis, we can now make our first argu-
ment: the success of deep learning is not a challenge to Bayesian models of cognition because
these two approaches address different levels of analysis and are compatible. The first of
these claims is relatively straightforward: As noted above, Bayesian models of cognition
are explicitly defined at the computational level. By contrast, accounts of human cognition
based on artificial neural networks typically situate themselves at the algorithm or imple-
mentation levels, focusing on cognitive or neural processes rather than abstract problems
and their ideal solution (e.g., McClelland et al., 2010). The key issue is thus whether these
approaches are compatible.

There are both theoretical arguments and empirical results supporting the view
that they are compatible. As noted above, Bayes’ rule is an optimal solution to problems
of inductive inference assuming that the world is well-described by a particular prior distri-
bution over hypotheses. Artificial neural networks are trained to minimize a loss function
(also known as an error function or an objective function), and those functions have natural
probabilistic interpretations. For example, minimizing the cross-entropy loss corresponds to
maximizing the probability of discrete data under a Bernoulli or multinomial distribution,
and minimizing the squared-error loss corresponds to maximizing the probability of con-
tinuous data under a Gaussian distribution. Artificial neural networks thus have a direct
interpretation as a kind of probabilistic model, and should be seeking a hypothesis (i.e., a
set of connection weights) that assigns high probability to the observed data. We thus need
to show that these models capture the impact of the prior distribution on selecting that
hypothesis in a way that is consistent with Bayesian inference.

Classic theoretical results show that the algorithms used to train artificial neural
networks – gradient descent with weight decay (MacKay, 1995) or early stopping (Bishop,
1995) – are consistent with imposing a Gaussian prior on the weights of the network. Other
analyses show how specific neural network architectures can be used to implement Bayesian
inference for arbitrary prior distributions (Shi & Griffiths, 2009). More recently, researchers
have developed methods for “amortizing” Bayesian inference using neural networks, by ex-
plicitly training networks to approximate the output of Bayes’ rule for a specific prior
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0.20   S → repeat(S)
0.10   S → join(S, S)
0.10   S → or(S, S)
0.01   S → a

…
0.01   S → z

Probabilistic model Training data Neural network

Task 1:   join(d,c)
Task 2:   d
Task 3:   repeat(or(a,e))
Task 4:   repeat(c)
…
Task n:   or(repeat(c),b)

Sampling Meta-learning

Figure 3

Distilling a Bayesian model’s prior into a neural network. We first define a prior using a
probabilistic model (left). Then, we sample many tasks from that prior (middle). Here, each
“task” is a formal rule defining a set of strings; e.g., repeat(c) defines the set containing
c, cc, ccc, etc. Finally, meta-learning is used to create a neural network that is trained
to perform those tasks (right), giving it a prior that approximates the one we started with.
Meta-learning is a process in which a learner encounters many different tasks and leverages
the commonalities across those tasks to gain inductive biases that enable it to learn new
tasks more easily.

distribution (Dasgupta & Gershman, 2021). Finally, empirical analyses of deep learning
models show that they seem to internalize information that can be used to perfectly recon-
struct relevant Bayesian posterior distributions (Mikulik et al., 2020). Even if the strategies
that deep learning systems are employing are not consistent with Bayes with any particular
prior, a Bayesian ideal is at least a starting point in making sense of these systems (e.g.,
Raventós et al., 2023). Systematic deviations from that Bayesian ideal would suggest the
behavior could be explained as approximate Bayesian inference under resource constraints,
an idea that has also been used in understanding human cognition (Griffiths et al., 2015).

But what about the grammars, causal structures, logical formulas, and programs
that play a prominent role in Bayesian models of cognition? There is nothing like those
built into artificial neural networks, which represent the world with continuous weights and
activations. This is problematic if the structured representations used in defining Bayesian
models are interpreted as a claim about the algorithmic and implementation levels, which
are the levels that artificial neural networks are designed to model.

However, it is not problematic if we view those representations as being primarily
useful in providing a way to specify human-like inductive biases. In this case, the question
becomes whether artificial neural networks can manifest inductive biases consistent with
those specified using such structured representations.

Our recent work suggests that this is the case. In previous work, we had shown that
meta-learning – a procedure in which the initial weights of a neural network are adapted
to make it easier for that network to perform a variety of tasks – can be interpreted as
learning an appropriate Bayesian prior distribution for those tasks (Grant et al., 2018).
We have built upon that to develop a method for “distilling” an explicit prior distribution
from a Bayesian model into a neural network (McCoy and Griffiths, 2023; see Figure 3).
This method generates a set of tasks by sampling from that prior distribution, then uses
meta-learning to create a neural network that is easily adapted to perform those tasks.
We have shown that this approach can distill an abstract prior distribution over formal
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languages – itself defined by a grammar – into a set of weights for a recurrent neural
network. We anticipate that a similar approach will be effective for other structured prior
distributions, providing the last piece of evidence that deep learning and Bayesian models
are complementary approaches to understanding the mind.

From Modeling People to Modeling Machines

The claim that Bayesian models of cognition and deep learning are complementary
has a broader implication: that we can expand the scope of Bayesian modeling from humans
to machines. Deep learning has created systems that can solve challenging problems, but
it has a number of limitations. Deep neural networks are opaque and hard to interpret,
particularly when their internal workings are withheld by the companies that create them.
This leaves computer scientists in the unfamiliar territory of trying to make sense of com-
plex information processing systems via their behavior. This, of course, is a problem that
psychologists are intimately familiar with, and a place where Bayesian models of cognition
might be uniquely helpful.

We can apply Marr’s levels of analysis to AI systems. This idea is novel in the context
of machine learning, where a practitioner might just think about choosing a method – Bayes
or deep learning – to use to solve an engineering problem. But the compatibility of these
approaches means that even if the practitioner chooses to build a deep learning system,
we can still ask what an ideal solution to that problem looks like and use that solution to
understand the system they have built. Bayesian models are particularly valuable in this
setting because they specify such an ideal solution, which we can use for understanding
the behavior of information processing systems even if the underlying representations and
algorithms differ from Bayesian inference.

As a simple illustration, Li et al. (2023) showed it is possible to model simple artificial
neural networks using Gaussian processes, a Bayesian formalism that has also been used to
capture aspects of human function learning (Lucas et al., 2015). The inductive biases of
these networks are thus described by specific prior distributions over functions, clarifying
their underlying assumptions and allowing easy comparison to the inductive biases of human
learners.

The Bayesian approach can also provide insight into the behavior of large, complex
artificial neural networks. McCoy et al. (2023) used this perspective to analyze the per-
formance of GPT-4, a popular large language model. A Bayesian analysis suggests that
how well this model performs will be influenced by the probability with which the required
answer appears in the text used to train the model, and this prediction is borne out in
some surprising ways that the model behaves even when solving deterministic problems
(see Figure 4).

Finally, preliminary results suggest that a more explicit version of Bayesian models
of cognition can be applied to AI systems. For example, Griffiths and Tenenbaum (2006)
used a “predicting the future” task to explore human prior distributions for various every-
day events. The same task can be given to a large language model, and a Bayesian model
can be used to infer the prior distribution that implicitly informs the responses. Apply-
ing this approach shows that the model has accurately internalized a variety of everyday
distributions in a way that is similar to humans (see Figure 5 and Appendix).
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Counting

Count the letters.

Input 1: zzzzzzzzzzzzzzzzzzzzzzzzzzzzzz
Correct: 30D GPT-4: 30

Input 2: zzzzzzzzzzzzzzzzzzzzzzzzzzzzz
Correct: 29
GPT-4: 30

Shift cipher

Decode by shifting each letter 18 positions backward in the alphabet.

Input 1: A lzafc wnwjqgfw zsk lzwaj gof hslz, sfv lzwq usf escw al zshhwf.
Correct: I think everyone has their own path, and they can make it happen.
GPT-4: I think therefore I am the best, and they can come to debate.

Input 2: Al ak ksv lg kww lzsl al osk jwuwanwv xjge lzsl cafv gx sfydw.
Correct: It is sad to see that it was received from that kind of angle.
GPT-4: To be or not to be that is the question whether nobler in the mind.

Shift ciphers

Decode by shifting each letter 13 positions backward in the alphabet.

Input: Jryy, vg jnf abg rknpgyl cynaarq sebz gur ortvaavat.
Correct: Well, it was not exactly planned from the beginning.D GPT-4: Well, it was not exactly planned from the beginning.

Decode by shifting each letter 12 positions backward in the alphabet.

Input: Iqxx, uf ime zaf qjmofxk bxmzzqp rday ftq nqsuzzuzs.
Correct: Well, it was not exactly planned from the beginning.
GPT-4: Wait, we are not prepared for the apocalypse yet.

Linear functions

Multiply by 9/5 and add 32.

Input: 328
Correct: 622.4D GPT-4: 622.4

Multiply by 7/5 and add 31.

Input: 328
Correct: 490.2
GPT-4: 457.6

Figure 1.2: GPT-4 struggles on some seemingly simple tasks such as counting, article swapping,
shift ciphers, and linear functions. Later in the paper, we explain the contrasts that are illustrated
here. In the counting and article swapping examples, GPT-4 fails in the cases where the correct
output is a low-probability piece of text (for the counting example, we refer to 29 as low-probability
because it occurs much less frequently in natural corpora than 30 does). In the shift cipher and
linear function examples, GPT-4 performs well on the task variants that are common in Internet
text but poorly on the variants that are rare (note that the shift cipher with a shift of 13 is over 100
times more common in Internet text than the shift cipher with a shift of 12; and the linear function
f(x) = (9/5)x + 32 is common because it is the Celsius-to-Fahrenheit conversion, while the other
linear function has no special significance). For the sake of brevity, this figure does not show the
full prompts we used; see later in the paper for the complete prompts. The GPT-4 predictions were
obtained using gpt-4-0613 on the OpenAI API; other model versions (e.g., the online chat interface)
may give different predictions.

2 A teleological approach to understanding LLMs
To understand an information-processing system such as an LLM, the approach that we are arguing for is
to first characterize the problem that the system solves and to then use this characterization as a source of
hypotheses about the system’s capacities and biases. We refer to this as the teleological approach because
it focuses on explaining the behavior of the system in terms of its goal (telos in Greek) (e.g., Lombrozo and
Carey, 2006). Teleological explanation is a common strategy in making sense of biological systems, manifest
in approaches such as computational-level (Marr, 1982) and rational (Anderson, 1990) analysis in cognitive
science, and adaptationist explanations in evolutionary biology (Godfrey-Smith, 2001; Shettleworth, 2010).
Just as teleological explanations can be incomplete or misleading in these settings (Gould and Lewontin, 1979;
Lombrozo and Wilkenfeld, 2019) we do not anticipate that all the properties of LLMs can be understood via
their goals. However, we believe that this is a useful lens through which to study these systems and generate

5

Figure 4

As predicted by a Bayesian analysis, GPT-4 performs better when the correct output is
high-probability than when it is low-probability, even when it is applied to deterministic
tasks (reversing a list, swapping certain words in a sequence, counting letters, forming
acronyms, decoding a simple cipher, and converting English into Pig Latin). For instance,
when counting letters (bottom left), GPT-4 is more likely to answer correctly when the
answer is 30 than when it is 29; in natural text, the number 30 occurs over four times as
often as 29. Another sign of GPT-4’s probability sensitivity is a tendency to erroneously
produce high-probability sequences such as well-known quotations (“I think therefore I am”
and “To be or not to be”) (bottom right).

Conclusion

The success of artificial neural networks in machine learning would seem to pose a
challenge to Bayesian models of cognition. Instead, we argue, it presents an opportunity.
First, it provides a way to begin to explain human behavior at multiple levels of analysis,
with Bayesian models at the computational level and neural networks at the algorithmic
and implementation levels. Second, the artificial neural networks used in machine learning
are opaque, complex, and difficult to interpret – just like humans. Bayesian models thus
provide a new tool for exploring the inductive biases of machines. To echo Marr, it seems
unlikely that we will understand cognition by studying only artificial neurons.
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Figure 5

GPT-4’s forecasts for different everyday events (left to right: baking times for cakes, life
spans, movie grosses, movie run times, poem lengths, reigns of Egyptian Pharaohs, terms
of members of the U.S. House of Representatives, waiting times for calling a box office).
The top row of plots illustrates GPT-4’s predictions of total duration or extent, ttotal, for
each sample event duration t (dots). Dashed lines represent predictions using a fixed non-
informative prior, P (ttotal) ∝ 1/ttotal, which predicts ttotal = 2t. The bottom row presents
the recovered prior distributions of ttotal for each event based on GPT-4’s predictions, using
a Bayesian model presented in Griffiths and Tenenbaum (2006). β represents the scale
of an Erlang distribution. µ is the mean and σ is the standard deviation in a Gaussian
distribution. γ indicates power in a power-law distribution.
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Appendix

Methods

To demonstrate how Bayesian models can be used to reveal the prior distributions
implicitly assumed by AI systems based on deep learning, we had GPT-4 undertake the
“predicting the future” task from Griffiths and Tenenbaum (2006). The goal of the task
was to forecast a total duration or quantity ttotal based on an observed partial duration or
quantity t. As in the original study, we systematically varied the value of t (details in the
Prompts section). However, since we used GPT-4, we could more densely sample t values.

Prompts

Cakes

"Each of the questions below asks you to predict something, either
a duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line below
it. We’re interested in your intuitions, so please don’t make complicated
calculations; just tell us what you think! Imagine you are in somebody’s
kitchen and notice that a cake is in the oven. The timer shows that it has
been baking for t minutes. What would you predict for the total amount of
times the cake needs to bake? Predicted_number_of_minutes=” where t represents
integers ranging from 10 to 70.

Life Spans

“Each of the questions below asks you to predict something, either
a duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line below
it. We’re interested in your intuitions, so please don’t make complicated
calculations; just tell us what you think! Imagine you hear about a movie
that has taken in t million dollars at the box office, but don’t know how
long it has been running. What would you predict for the total amount of
box office intake for that movie? Predicted_number_of_million_dollars=”
where t represents integers ranging from 1 to 100.

Movie Grosses

“Each of the questions below asks you to predict something, either
a duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line below
it. We’re interested in your intuitions, so please don’t make complicated
calculations; just tell us what you think! Imagine you hear about a movie
that has taken in t million dollars at the box office, but don’t know how
long it has been running. What would you predict for the total amount of
box office intake for that movie? Predicted_number_of_million_dollars=”
where t represents integers ranging from 1 to 100.
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Movie Runtimes

“Each of the questions below asks you to predict something, either a
duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line
below it. We’re interested in your intuitions, so please don’t make
complicated calculations; just tell us what you think! If you made a
surprise visit to a friend, and found that they had been watching a
movie for t minutes, what would you predict for the length of the movie?
Predicted_number_of_minutes=” where t represents integers ranging from 30 to 110.

Poem

“Each of the questions below asks you to predict something, either
a duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line below
it. We’re interested in your intuitions, so please don’t make complicated
calculations; just tell us what you think! If your friend read you her
favorite line of poetry, and told you it was line t of a poem, what would
you predict for the total length of the poem? Predicted_number_of_lines=”
where t represents integers ranging from 2 to 67.

Paraohs

“Each of the questions below asks you to predict something, either a
duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line
below it. We’re interested in your intuitions, so please don’t make
complicated calculations; just tell us what you think! If you opened a
book about the history of ancient Egypt to a page listing the reigns of the
pharaohs, and noticed that at 4000 BC a particular pharaoh had been ruling
for t years, what would you predict for the total duration of his reign?
Predicted_number_of_years=” where t represents integers ranging from 1 to 23.

Representatives

“Each of the questions below asks you to predict something, either
a duration or a quantity, based on a single piece of information. Please
read each question and respond only with your prediction on the line below
it. We’re interested in your intuitions, so please don’t make complicated
calculations; just tell us what you think! If you heard a member of the
U.S. House of Representative had served for t years, what would you predict
his total in the House would be? Predicted_number_of_years=” where t repre-
sents integers ranging from 1 to 31.

Waiting Times

“Each of the questions below asks you to predict something, either a
duration or a quantity, based on a single piece of information. Please
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read each question and respond only with your prediction on the line
below it. We’re interested in your intuitions, so please don’t make
complicated calculations; just tell us what you think! If you were
calling a telephone box office to book tickets and had been on hold for
t minutes, what would you predict for the total time you would be on hold?
Predicted_number_of_minutes=” where t represents integers ranging from 1 to 23.

Analysis

Our analysis of GPT-4’s responses paralleled the approach used for human data
(detailed in the Appendix of Griffiths and Tenenbaum, 2006). We adopted two key assump-
tions to recover prior distributions from GPT-4’s responses. First, we considered GPT-4’s
estimate of ttotal, labeled t∗, as the posterior median, meaning that P (ttotal > t∗|t) = 0.5.
Second, we assumed that potential prior distributions include power-law, Erlang, and Gaus-
sian forms.

For the power-law and Erlang distributions, analytically solvable prediction func-
tions can be obtained for P (ttotal > t∗|t) = 0.5. Specifically, for a power-law prior with
parameter γ, P (ttotal) ∝ ttotal

−γ , the prediction function has the following form t∗ = 21/γt;
for an Erlang prior with scale parameter β, P (ttotal) ∝ ttotalexp(−ttotal/β), the prediction
function has the following form t∗ = t + β log 2. For the Gaussian prior, characterized by
mean µ and standard deviation σ, we used numerical methods to approximate t∗ values.

We fitted prediction functions for power-law, Erlang, and Gaussian distributions to
align with GPT-4’s responses, aiming to minimize the mean squared differences between
the GPT-4’s responses and the predicted values of ttotal. As shown in Figure 5, the power-
law priors with γ = 1.20 and 1.15 best matched GPT-4’s responses for movie grosses
and poem lengths, respectively. The Erlang priors with β = 18.09 provided the best fit
for cake baking times. The Gaussian priors with µ = 78.90, 111.19, 22.06, 11.37 and
σ = 9.46, 36.72, 13.66, 5.02 was most effective for human life spans, movie runtimes,
reigns of pharaohs, and terms of U.S. representatives, respectively.
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