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Abstract—This paper proposes symbol-level precoder (SLP)
designs for a multi-cell multi-input single-output (MISO) inte-
grated sensing and communication (ISAC) system under different
levels of coordination among the base stations (BSs). Namely,
we consider the BSs operating under coordinated beamforming
(CBF) and coordinated multipoint (CoMP) schemes. In the
former, channel state information (CSI) is shared, while in the
latter, both CSI and user data are shared. The formulated
optimization problems to maximize the weighted combination
of the Fisher information value (FIV) and the minimum-signal-
to-interference-plus-noise-ratio (SINR) are represented in the
semidefinite relaxed (SDR) form and solved using an alter-
nate optimization (AO) algorithm. The proposed solutions show
improved performance compared to the baseline block-level
precoding counterparts.

Index Terms—Integrated Sensing and Communication,
Cramer-Rao bound, CoMP, CBF

I. INTRODUCTION

A common property to realize the next-generation wireless
network’s location-based services, such as connected vehicles
and remote healthcare, is the communication network possess-
ing radio sensing capability [1]. A high-resolution sensing
requires large bandwidth and multiple antennas, which are
expected to be a part of the 5G advanced and 6G networks
[2]. Moreover, the high path loss in the proposed higher-
frequency bands reduces the coverage area, demanding small-
cell deployments that increase the chances of line-of-sight
(LoS) links to the users/targets. Hence, the next-generation
mobile communication network, hereafter referred to as an
Integrated Sensing and Communication (ISAC) system, has
the potential to do radio frequency (RF) sensing in addition
to serving the users.

The idea of an ISAC system has gained much attention
lately from academia [1] and industry [3]. In this work, we
consider one of the challenges in realizing a multi-cell ISAC
system: designing an optimal transmit symbol vector tailored
to both the sensing and communication performance matrices
by considering inter-cell communication and sensing links.
Unlike the single-cell system, a multi-cell system has interfer-
ing sensing and communication links from the neighbouring
BSs. The additional signal power received through these links
can adversely affect the performance of an ISAC system. This
demands varying levels of coordination among the BSs.

In a communication-only multi-cell setup, the base stations
(BSs) can either share the observed channel state information
(CSI) or the CSI and the user data. The former coordination

scheme is called coordinated beamforming (CBF), whereas
the latter is called coordinated multipoint (CoMP) [4]. We
extend these coordination schemes to a multi-cell ISAC setup
by adding the additional overhead of sharing the inter-cell
reflection directions, in which a BS sees the neighbouring BSs’
targets.

Various multi-cell ISAC setups have been considered in
the literature, as documented in [3], [5]–[11]. The models
put forth in [3], [5]–[10] utilize either orthogonal schemes,
CoMP, or CBF for ISAC. However, these models do not
provide a general framework that accounts for the fact that
inter-cell reflections can either enhance or degrade sensing
performance, depending on the level of coordination among
BS. Our previous work, [11], proposes such a framework for
block-level precoding (BLP), and the results there indicate
that when appropriately coordinated, as in the CoMP scenario,
the sensing performance can be improved by leveraging the
additional signal power received through inter-cell links, as
opposed to the CBF scheme, while guaranteeing a given
communication performance. In this work, we consider a
different precoding scheme called symbol level precoding
(SLP) that can potentially leverage interference to enhance the
signal reception at a communication user. The basic idea is that
the transmit symbol vector is designed in a way to ensure that
the rotated version of the received symbol at each user falls in
the constructive interference (CI) region of the corresponding
transmitted symbol [12]. Unlike the BLP scheme, the SLP
scheme, for instance, in the CoMP mode, exploits the intracell
and inter-cell interferences. Consequently, the SLP solutions
are expected to give a better ISAC performance for a given
power budget. Moreover, the SLP scheme designs the transmit
symbol vector from which the precoders can be derived as
explained in [12]. In this work, we design the transmit symbol
vector that maximizes a weighted combination of sensing
and communication performance metrics. We use the Fisher
information value (FIV), whose inverse gives the Cramer-
Rao bound, for measuring the sensing performance, whereas
the minimum signal-to-interference-plus noise ratio (SINR) is
used as the communication performance metric.

II. SYSTEM MODEL

We consider a multi-cell ISAC system with J cells and K
users and one target per cell; each BS is equipped with a
uniform linear array (ULA) of Nt transmit antennas spaced
at λ/2 distance, where λ is the wavelength. Additionally,
the BS has a Nr-element receive ULA with an inter-element978-8-3503-8544-1/24/$31.00 ©2024 IEEE
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Fig. 1: System setup.

spacing of λ/2 antennas isolated from the transmit ULA.
The mth BS transmits a narrowband signal matrix, Xm =
[xm1,xm2, ...,xmL] = [wm1,wm2, ..,wmK]Sm ∈ CNt×L,
to the users in the cell, with L > Nt being the length of
the radar pulse/ communication frame. Here, wml ∈ CNt×1

represents the precoder vector for the lth user of the mth BS
and Sm ∈ CK×L is the orthogonal data stream transmitted to
K users of the mth BS. As shown in Fig. 1, a BS receives
its echo signal and multiple echo signals from its target due
to inter-cell reflection (ICR) from the neighbouring BSs. The
resulting echo signal received by the mth BS from the target
in its cell is given as

YR
m =GmmXm +

J

∑
n≠m

GnmXn +ZR
m, ∀m, (1)

where Gnm = αnmammvT
nm ∀n = {1,2, .., J} ≡ J , is the

target response matrix at the mth BS due to the transmission
from the nth BS in which am,m and vnm are the array response
vectors in the directions θmm and θnm, respectively, and ()T
represents the transpose operation. Here, αn,m represents the
complex amplitude of the received signal and ZR

m ∈ CNr×L

is an additive white Gaussian noise (AWGN) matrix with the
variance of each entry being σ2

R. Equation (1) assumes that all
the neighbouring BSs have a LoS link to the mth BS’s target.
The first term on the right-hand side (RHS) of (1) is called
intra-cell reflection due to the signal vector from the same BS,
whereas the second term represents inter-cell reflection (ICR)
due to the signals from the neighbouring BSs.

Let Umk represents the kth user of the mth BS. If the
sth transmitted symbol by the mth BS to Umk is M-PSK-
modulated: dmks = dejϕmks , the received symbol at Umk is

yCmks = hT
m,mksxmsdmks +

J

∑
n≠m

hT
n,mksxnsdnks + zCmk, (2)

where hT
n,mks = hT

n,mke
j(−ϕnks), xns = ∑K

l=1wnle
j(ϕnls), and

zCmk represents AWGN noise with a variance of σ2
C. In (2), the

first term is a scaled and rotated version of the desired symbol
dmks, and the second term is the inter-cell interference from
the neighbouring BSs.
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Fig. 2: Illustration of CI condition.

A. Preliminaries on Symbol Level Precoding

This paper utilizes SLP to design the transmit symbol
vector, simultaneously enhancing both sensing and communi-
cation performance metrics. SLP harnesses co-channel inter-
ference in a constructive manner to enhance the received signal
power. It does so by instantly aligning the interference signals
with the desired signal at the receiver end. As shown in Fig. 2,
each transmitted symbol possesses a CI region. SLP designs
the transmit symbol vector to ensure that the symbol received
at the receiver, comprising both the desired and interfering
symbols, falls within the CI region of the desired symbol. For
a single-cell system (J = 1), this criterion is met by satisfying
the geometric condition given in (3), derived from Fig. 2 [13].
We refer the readers to [14] for a detailed discussion on SLP.

(∣Im{hT
m,mksxs}∣ − (Re{hT

m,mksxs}) tanψ + γ
′

σC
1

cosψ
) ≤ 0.

(3)

Here, ψ = π/Mpsk where Mpsk represents the modulation
order of the PSK scheme employed and γ

′ = √γ where γ
denotes the minimum communication SINR.

III. TRANSMIT SYMBOL VECTOR DESIGN BASED ON
SYMBOL-LEVEL PRECODING

This section explains how the transmit symbol vector is
designed using SLP when the BSs coordinate under the CBF
and CoMP schemes.

A. Coordinated Beamforming

Recall that in the CBF scheme, the BSs do not share data
among themselves. Hence, the SLP design can only align the
intra-cell interference to enhance the received signal power,
whereas the inter-cell interference degrades the SINR value.
The corresponding SINR constraint is derived from (3) as (4).
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≤ 0∀k, s (4)

We assume each BS estimates its target’s angle θmm from
the received signal (1). The FIV, whose inverse gives the CRB
in estimating θmm, is given in [11] as

Fm,cbf = 2Re
⎧⎪⎪⎨⎪⎪⎩

tr
⎛
⎝
dµH

m,cbf

dθmm
C−1m,cbf

dµm,cbf

dθmm

⎞
⎠

⎫⎪⎪⎬⎪⎪⎭
. (5)

where, µm,cbf =GmmXm and

Cm,cbf =
J

∑
n≠m

GnmXnX
H
n GH

nm + σ2
RINr (6)

Using the definitions of Gm,m, we have,

1

Lα2
mm

tr
⎛
⎝
dµH

m,cbf

dθmm
C−1m,cbf

dµm,cbf

dθmm

⎞
⎠

= (ȧHmmC−1m,cbfȧmm) ⋅ (vH
mmR∗Xm

vmm)
+ (ȧHmmC−1m,cbfamm) ⋅ (vH

mmR∗Xm
v̇mm)

+ (aHmmC−1m,cbfȧmm) ⋅ (v̇H
mmR∗Xm

vmm)
+ (aHmmC−1m,cbfamm) ⋅ (v̇H

mmR∗Xm
v̇mm) (7)

where RXm = 1
L
XmXH

m = 1
L ∑

L
s=1RXms and ()∗ represents

the conjugate of the operand. Here, Fm,cbf is obtained by
substituting (6) and (7) in (5). Note that (5) is the result
of the observation that vec(YR

m) is a multi-variate Gaussian
random variable with mean µm,cbf and covariance matrix
Cm,cbf. Consequently, we formulate the optimization problem
as

(P1): maximize
{xms},{RXms}

Fm,cbf ρ

NFslp
R,cbf

+ (1 − ρ)γ
′

NFslp
C,cbf

,

vT
mn

1

L

L

∑
s

RXmsv
∗
mn ≤ Pm,leak, ∀n, (8a)

[RXms xms

xH
ms 1

] ⪰ 0; RXms
⪰ 0∀s, (8b)

1

L
tr(

L

∑
s=1

RXms) ≤ Pt, (8c)

(4). (8d)

where ρ ∈ [0,1] is the weighting factor and A ⪰ 0 represents
the positive-semidefinite constraint on the matrix A. The
constants NFslp

R,cbf and NFslp
C,cbf are the respective normalization

factors obtained by setting ρ = 1 and ρ = 0. The normalization
factors will scale down the sensing and communication per-
formance values to fit within the range of [0,1]. Equation (8a)
restricts the power leaked to a neighbouring Bs’s target to be
less than or equal to a given value Pm,leak and (8b) represents
the relaxed constraint RXms ⪰ xmsx

H
ms. Equation (8c) ensures

the total radiated power remains below Pt. Problem (P1) is

non-convex because of the non-convex form of Cm,cbf in
Fm,cbf and the non-convex SINR constraint (4). We solve
(P1) by solving the following two problems alternatively until
convergence

(P1.1): maximize
{xms},{RXms}

ρFm,cbf

NFslp
R,cbf

+ (1 − ρ)γ
′

NFslp
C,cbf

,

(8a), (8b), (8c) (9a)

∣Im{hT
m,mksxms}∣ − (Re{hT

m,mksxms}) tanψ

+ γ
′

(
√
(σ2

C + I2))
1

cosψ
≤ 0∀k, s (9b)

∥hT
m,nksxms∥ ≤

I√
J − 1

(9c)

(P1.2): minimize
{xms},{Rxms}

Pleak

4πPt
+ I2m
I2max

Fm,cbf ≥ F̂m,cbf ∀m (10a)

vT
mn

1

L

L

∑
s

RXmsv
∗
mn ≤ Pm,leak (10b)

∣Im{hT
m,mksxms}∣ − (Re{hT

m,mksxms}) tanψ

+ γ̂
′

(
√
(σ2

C + I2))
1

cosψ
≤ 0∀k, s (10c)

∥hT
m,nksxms∥ ≤

Im√
J − 1

; Im ≤ I (10d)

(8b) (10e)

Problem (P1.1) maximizes the objective for a given sensing
and communication leakage bounds Pm,leak and I , whereas
(P1.2) minimizes the sensing and communication leakages
for a given F̂m,cbf and γ̂

′

values obtained by solving (P1.1).
Here, I = max{Im} and Imax is the maximum interference
value necessary to ensure the normalization of the sensing
objective. Note that using (9b) and (9c), we represent the SINR
constraint (4) as a leakage constraint which restricts the inter-
cell interference received at any user to less than I2. The value
of I2 is minimized in (P1.2). The initial value of I2 determines
the convergence speed of the algorithm: a high value results
in a slow convergence, whereas a low value will result in
an underutilization of the available power budget. Both are
convex optimization problems that can be solved using the
available solvers, such as Matlab’s CVX.

B. Coordinated Multipoint

Since the BSs share the user data and the CSI in the CoMP
mode, the J ⋅K users in the multi-cell ISAC system can be
considered to be served by a virtual single-cell BS with N =
J ⋅Nt antennas. Let hk ∈ CN×1 be the actual channel vector



from all the BSs to Uk. The received signal at Uk is expressed
as

yC
k = hT

kX + zCk , ∀Uk, (11)

where X = [X1;X2, ...;XJ] ∈ CN×L is the concatenated
symbol matrix available at each BS and zCk ∈ C1×L is an
AWGN noise vector with variance of each entry being σ2

C.
Adapting (5) to the CoMP case, for m,n ∈ {1,2} and m ≠ n,
J = 2, we get,

tr{dµm,CoMP
H

dθmm
C−1m,cmp

dµm,CoMP

dθmm
}

= Lα2
m,m(ȧHmmC−1m,cmpȧmm) ⋅ (v

′H

mmDmR∗XDH
mv

′

mm)
+Lα2

mm(ȧHmmC−1m,cmpamm) ⋅ (v
′H

mmDmR∗XDH
mv̇

′

mm)
+Lα2

mm(aHmmC−1m,cmpȧmm) ⋅ (v̇
′H

mmDmR∗XDH
mv

′

mm)
+Lα2

mm(aHmmC−1m,cmpamm) ⋅ (v̇
′H

mmDmR∗XDH
mv̇

′

mm)
+Lαnmαmm(ȧHmmC−1m,cmpȧmm) ⋅ (v

′H

nmDnR
∗
XDH

mv
′

mm)
+Lαnmαmm(aHmmC−1m,cmpȧmm) ⋅ (v

′H

nmDnR
∗
XDH

mv̇
′

mm)
+Lαnmαmm(ȧHmmC−1m,cmpȧmm) ⋅ (v

′H

mmDmR∗XDH
n v

′

nm)
+Lαnmαmm(ȧHmmC−1m,cmpamm) ⋅ (v̇

′H

mmDmR∗XDH
n v

′

nm)
+Lαnmαmm(ȧHmmC−1m,cmpȧmm) ⋅ (v

′H

nmDnR
∗
XDH

mv
′

nm).
(12)

where Dm = diag(0Nt , .., INtx , ..,0Nt) ∈ CN×N ; v
′

mm =
[0⃗Nt , ..,vmm, .., 0⃗Nt

] ∈ CN×1 with 0⃗Nt being an all-zero
vector of Nt elements, and Cm,cmp = σ2

RINrx . The FIV for the
two BSs, Fm,comp, can be obtained by substituting (12) in (5).
The corresponding optimization problem can be formulated as

(P2): maximize
{xs},{RXs}

ρ f + (1 − ρ)γ,

Fm,comp ≥ f, ∀m, (13a)

[RXs xs

xH
s 1

] ⪰ 0; RXs ⪰ 0∀s, (13b)

K

∑
k=1

tr (Dmwkw
H
k DH

m) ≤ Pt,∀m. (13c)

(∣Im{hT
ksxs}∣ − (Re{hT

ksxs}) tanψ + γ
′

σC
1

cosψ
) ≤ 0∀k, s

(13d)

The objective function of (P2) is the weighted combination of
minimizing the maximum CRB and maximizing the minimum
SINR values. Here, f represents the minimum FIV. Equation
(13b) is the semi-definite relaxed (SDR) representation of the
relation between Rxms and xms using the Schur complement.
Equation (13c) is the average power constraint per BS, and
(13d) is the CI-based SINR condition derived from (3). Prob-
lem (P2) is a convex optimization problem and can be solved
using Matlab’s CVX.

The proposed optimization framework utilizes alternating
optimization that alternates between maximizing the sensing
and communication performances and minimizing the inter-
cel interference (in the CBF scheme). The convergence of
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such an algorithm is proven in [15]. The main limitation of
the proposed CoMP scheme is the associated overhead in
sharing the data and CSI among the BSs and ensuring perfect
synchronization between them. Furthermore, the proposed
framework can be extended to any modulation schemes using
the CI-based SINR formulations explained in [14].

IV. NUMERICAL EVALUATION

In this section, we summarize our main findings through
numerical evaluation. The simulation parameters are J = 2,
K = 3, Pt = 40 dBm; the noise variances σ2

C = σ2
R = 0

dBm. The targets are located at θ11 = −50○, θ12 = 60○, θ22 =
50○, θ21 = −60○. The communication channel gains are nor-
malized such that the signal power received through an inter-
cell link is considered to be reduced by a factor of 3. αmm

is selected such that the received SNR of the intra-cell echo
signal: ∣αmm∣2LPt/σ2

R = 1 [16], whereas ∣αnm∣2 = ∣αmm∣2/3.
Fig. 3 shows the root-CRB (RCRB)- γ trade-off for the

considered four scenarios: BLP-CBF, BLP-CoMP, SLP-CBF,
and SLP-CoMP. The BLP solutions serve as benchmarks
against their SLP counterparts. As seen in the figure, the
SLP technique outperforms the BLP counterparts: in the CBF
scenario, the SLP technique utilizes the intra-cell interference
constructively, thereby reducing the power needed to achieve
the minimum SINR compared to the BLP technique, thus
allowing the BS to radiate more power towards its target to
improve the sensing performance. In the CoMP case, the SLP
further improves the ISAC performance by utilizing intra-cell
and inter-cell interference.

Fig. 4 shows the relative performance of the obtained SLP
solutions under different modulation schemes, namely QPSK,
8-PSK, 16-PSK. As the order of the modulation increases, the
CI region of a nominal constellation point diminishes. This
reduction is reflected in the SINR constraint through ψ. A
narrower CI requires the transmitter to allocate more power
than a wider CI region. This degrades the sensing performance,
as seen in the figure.
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V. CONCLUSION

We proposed a framework for designing an optimal transmit
symbol vector that maximizes a weighted combination of
the Fisher information value and minimum communication
signal-to-interference-plus-noise-ratio (SINR) of a multi-cell
integrated sensing and communication (ISAC) system. The
BSs were allowed to coordinate at different levels by shar-
ing channel state information (CSI) and inter-cell reflection
directions or CSI, ICR direction, and user data. The re-
spective scenarios are called coordinated beamforming (CBF)
and coordinated multipoint(CBF). The numerical evaluations
suggest that the additional received power through the ICR
directions can enhance the ISAC performance in the CoMP
scheme. In contrast, it should be suppressed in the CBF
scheme. Moreover, the symbol-level precoding(SLP) that uses
the interference in a constructive outperforms the block-level
precoding counterparts.
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